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Name : Bassam Mohamed Hashem
Title: Performance Analysis of Digital Modulation Schemes used in
Mobile Radio

Major Field:  Electrical Engineering
Date of Degree: June 1994

Mobile communication is becoming an important field where people need to communicate while
moving to follow rapid changes occurring in the world. The mobile communication channel is
considered as a multipath fading channel where frequency selective fading can occur, Also , in the
mobile environment , the available bandwidth is limited and usually non-linear power amplifiers are
used. Under all these severe conditions , many digital modulation schemes have been investigated to be

used for mobile radio.

The Gaussian minimum shift keying (GMSK) is the modulation scheme used in the GSM system
which is installed in Europe while the modulation scheme used in North America is the n/4-shifted-
DQPSK. The QAM system is being proposed for mobile communication because of its spectral
efficiency but it suffers from employing non-constant envelope signals which creates problems when

nonlinearity is present.

The aforementioned schemes are simulated in this thesis under different channel conditions and their
bit error rate(BER) performance is evaluated. The effect of non-linear amplification to the signals on
the QAM systems is also investigated. Linear equalization is cmployed to alleviate the effect of the
frequency-selective fading channel.

Simulation results showed that both the GMSK & the n/4-shifted-DQPSK have comparable BER
performance . However, this BER increases in the case of QAM. To reduce this BER and make it
comparable with the other two systems , the transmission rate has to be reduced giving only 20% bit
rate advantege to the QAM system.

A new transmitter structure for the GMSK system is proposed. It is more spectrally efficient
compared to the existing transmitter. This reduces the interference between adjacent channels which is
an important property especially in the mobile radio.
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CHAPTER ONE
INTRODUCTION

1.1 Overview

Mobile communications have attracted the attention since the early days of
introducing wireless communication because of the flexibility they give to the user
enabling him to communicate from different locations and even while he is moving
around. There has been a rapid growth in the _dema,nd for new channels which is
faced by the limited available spectrum. Also, digital communication systems out-
perform analog ones in terms of noise performance and flexibility. Hence, there has
been a great deal of search for a digital communication system that is bandwidth

efficient and has a low bit error rate (BER) at a relatively low signal-to-noise ratio

(SNR).

Minimum shift keying (MSK) is a well-known modulation technique which is a
special type of frequency shift keying (FSK). From the viewpoint of mobile radio
use, the out-of-band radiation power in the adjacent channel should be generally
suppressed by 60-80 dB below that in the desired channel [Hirade 1981). MSK
fails to satisfy this severe requirement. Thus, the MSK can be filtered to reduce

the out-of-band power. However, this results in a higher BER. The used filter



is of Gaussian type which has almost a constant group delay. The filtered MSK
is termed Gaussian MSK (GMSK). GMSK has been adopted as the modulation

standard for the pan-European digital cellular network GSM [Lee 1989].

Phase shift keying (PSK) is a well-known digital modulation scheme where
the phase of the carrier is keyed a.ccofding to the incoming data. In quaternary
phase shift keying (QPSK), every two bits (dibit) are combined together and the
carrier is given a certain phase from four possible phases according to the dibit.
The 7 /4-shifted-QPSK is viewed as the superposition of two QPSK signals offset
by 45 degrees relative to each other. By differentially encoding the data, the = /4-
shifted-differential QPSK (7 /4-shifted-DQPSK) system has robustness against
phase ambiguity at the receiver. The 7 /4-shifted~-DQPSK has been adopted in

North American Cellular network [Lee 1989].

Future mobile systems are supposed to provide data communications at high
rates with addition to voice. This requires a higher order spectrally efficient digital
modulation scheme. Quadrature amplitude modulation schemes are considered
good candidates. QAM systems suffer from having a non-constant envelope and
hence are considered inefficient when operating in non-linear environments. Such

non-linearity is usually introduced by power amplifies at the transmission stage.

Power amplifiers are usually used to amplify the transmitted signal. Ampli-
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fiers need to be power efficient since the power sources are limited at subscriber
radio units and hence the operating point is usually close to the saturation region.
When operating near the saturation region, power amplifiers exhibit non-linear
behavior both in the amplitude (AM/AM distortion) and in the introduced phase
shift (AM/PM distortion). In such a non-linear environment, the magnitude and

the phase of the output voltage are not a linear function of the input voltage

[Abulma’atti 1984].

Mobile radio channels exhibit a phenomenon called fading. The transmitted
signal is reflected by surrounding buildings and hence reaches the receiver via
many different paths. These received signals can add constructively or destruc-
tively resulting in fluctuations in the magnitude of the received signal which is
termed fading. The fading channel is usually modeled as a Rayleigh model where
it is assumed that the signal amplitude is distributed according to the Rayleigh
distribution [Haykin 1988]. Each channel has a coherence bandwidth which can
be measured by known techniques. If the bandwidth of the transmitted signal is
large compared to the coherence bandwidth of the channel, the channel is said to
be frequency selective and the signal is severely distorted. The channel is called
frequency non-selective when its coherence bandwidth is large compared to the
bandwidth of the transmitted signal. The channel issue will be considered in

chapter two.



Several techniques have been investigated in order to alleviate the effect of
fading to decrease the BER in mobile radio . Those include diversity (space,
frequency, time), channel coding, ba.se-band waveform coding, spread spectrum
and channel equalization. Equalizers are used to complement the effect of the
channels in frequency~selective fading and can enhance the system performance

considerably [Proakis 1989).

The performance of the three aforementioned systems under additive white
Gaussian noise, Rayleigh fading and frequency selective fading channels will be
investigated. The effect of non-linear power amplifiers on the QAM system will

be examined too.

1.2 Literature Review

Minimum shift keying (MSK) is a special case of a frequency shift keying
(FSK) technique with the minimum spacing required between signals to keep them
orthogonal. MSK can be implemented as a binary FM signal [Hirade 1981] or it can
be implemented in a similar way of implementing a QPSK signal with the difference
that the modulating pulses are sinusoidal [Peebles 1991). The performance of
the MSK system in AWGN and Rayleigh fading is well known and the system

performance when operating under a frequency selective channel has been reported
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in the literature [Justin 1987]. The Gaussian MSK (GMSK) was introduced by

Hirade in 1981. The system performance under AWGN and Rayleigh fading was

investigated. The GMSK is used in Europe.

Phase shift keying (PSK) is a well-known bandwidth efficient digital modu-
lation technique. The /4-shifted~-DQPSK belongs to PSK systems. The 7 [4-
shifted-QPSK characteristics were reported in [Fung 1993]. The performance of
the system under AWGN is equal to that of QPSK which is well reported in the
literature [Haykin 1988). The system performance when modeled as a frequency
selective Rayleigh fading channel corrupted by AWGN and co-channel interference

(CCI) is reported in [Lin 1991]. The system is used in North America.

Quadrature amplitude modulation techniques are used because of their high
spectral efficiency. Many types of QAM systems (square, star, differential) are
reported in literature. The recommendations of the CCITT for the V.32 modems
use a 16 differential QAM (16 DQAM) for 9600 bit/s and 14.4 kbps. The perfor-
mance of 16 QAM systems in AWGN is very well reported in literature. These
systems performance under Rayleigh fading was reported in [Adachi 1992]. The
performance of square 16 QAM under frequency selective fading with the rms

delay spread as a parameter was investigated in [Justin 1989].

Other sigal constellations suitable for mobile communication has been proposed



[Daido, Morais]. More detailed analysis sof the three modulation schemes; GMSK,

7 [4-shifted-DQPSK and 16 QAM is presented in Chapter Three.

Modeling the communication channel topic has received a considerable effort
since the early days of mobile communication. In order to simulate a communi-
cation system, every system component should be represented by a mathematical
model. The Rayleigh fading model is widely used to model the channel. However,
in the mobile radio environment where the signal is delayed and received via dif-
ferent paths in a random manner, a more sophisticated model is required. One of
such channel models is the multipath radio channel which is very well documented
in [Shanmugan 1992]. More details about the channel modeling issue can be found

in [Rummler, Garber, Seymour]. Specific channel models will be described in

Chapter Two.

1.3 Problem Formulation

The mobile radio is a unique environment where the available spectrum is lim-
ited and the out-of-band radiation power in the adjacent channel should be kept
at least 60 dB below that in the desired channel. This is to reduce the interfer-
ence between adjacent channels. The mobile radio channel is also known to suffer

from the multipath fading phenomenon which degrades the system performance



considerably.

The GMSK and the x/4-shifted-DQPSK are already in use while the 16 QAM
system performance is being proposed because of its spectral efficiency [Justin
1989]. The first two systems use waveforms that have a constant envelope while
the 16 QAM uses waveforms with different magnitudes making it vulnerable when

operating in a non-linear environment.

Non-linearity can be introduced by power amplifiers operating near saturation
in order to achieve high power efficiency. Non-linear distortion can be in both the

magnitude (AM/AM) and the introduced phase shift (AM/PM).

In this thesis, we find that the parallel GMSK modulator gives better perfor-
mance over the one being used and suggested by [Hirade 1981]. Different types of
16 QAM (square, star and differential) will be simulated. The effect of (AM/AM)
and (AM/PM) distortions introduced by power amplifiers effect on these non-
constant envelope techniques is investigated. Linear equalization will be used to
alleviate the effect of distortions introduced by the frequency selective channel. In
the case of star QAM (SQAM), it will be investigated if there is an optimum ratio
between the outer ring and the inner ring when the waveforms are non-linearly
amplified. An optimum ratio of 1.8 was reported in [Chow 1992] in the case of

AWGN.
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The 7 /4-shifted-DQPSK system performance under frequency selective fading
is investigated, too. Linear equalization will be used to see its effect on the system

performance.

The performance analysis will be made using computer simulation and the
systems performance will be compared in terms of bit error rate (BER) and spectral

efficiency.

1.4 Thesis Contribution

In this thesis, a thorough comparison will be made between the three afore-
mentioned systems under different channel models. The objective will be to see to
what extent the performance can be sacrificed in order to gain a reduction in the

required bandwidth.

1.5 Thesis Organization

The thesis organization will be as follows. Chapter Two is devoted to the
explanation of transmission impairments which include additive white Gaussian
noise (AWGN), intersymbol interference (ISI) caused by both filtering and by
frequency‘sgle;:_;i‘ve fading and power amplifiers non-linearity both in magnitude

and phase. Channel equalization which is used to alleviate the effect of ISI will be

EPEAE S R
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discussed too. Chapter three will consider the three systems under study, GMSK,
x/4-shifted-DQPSK and 16 QAM (square, star and differential). Minimum shift
keying (MSK) properties and ways of implementing it are discussed. The Gaussian
filters (both at the transmitter and the receiver) optimum bandwidth are discussed.
Ways to implement the other two systems are investigated indicating the usefulness

of differentially encoding the data before modulating the carrier.

Chapter Four will contain the results of computer simulation of the three sys-
tems operating under AWGN, Rayleigh fading and frequency selective fading. The
effect of the non-linear power amplifiers on 16 QAM sysi:ems are also shown. Fur-
thermore, the performance improvement due to equalization is evaluated. The
simulation objective is to compare the performance of the three systems under
different channel environments. The main results, conclusions and future work are

presented in the last chapter.
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CHAPTER TWO
LIMITATIONS IN MOBILE COMMUNICATION

2.1 Introduction

Although the earliest developments of radio and mobile communication tech-
nologies were aimed at specific applications, they were quickly adapted to suit the
needs of professional organizations in a variety of fields. Current uses of land mo-

bile communications are diverse and difficult to separate. Some common modes of

use include:

Paging. A person is signaled that there is a message waiting to be received.

Dynamic Routing: A vehicle or a person is redirected after leaving their base of

operation which reduces the response time.

Emergency Beaconing: Notification of a base station in case of emergency by

specialized one-way beacon systems.
Data Transmission: Provision of data received on mobile printout devices.
Conversation: The verbal exchange of information for personal objectives.

In this chapter, digital communication is introduced. The effect of the trans-

10
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mission media (channel) on the transmitted signals in a moabile environment is
discussed. Also, a general review is represented for some transmission impair-
ments like additive white Gaussian noise (AWGN), intersymbol interference (ISI)

and nonlinear power amplifiers.

2.2 Digital Communication

There are many reasons to explain the conversion from analog to digital sys-
tems in both the military and commercial sectors. The main advantage of digital
systems over analog ones is that digital signals can be reconstructed in a much
easier way compared to analog signals. Fig. 2.1 shows a typical digital pulse
propagating through a certain transmission media (channel). The shape of the
pulse is affected by two factors. All practical channels have a nonideal transfer
function causing distortion to the ideal pulse. Noise or other interference further
distorts the pulse. Before the pulse degrades to an ambiguous state, it can be
conditioned and amplified by a digital amplifier (repeater) and the original pulse

shape is retransmitted.

Digital circuits operate in one of two states, fully-on or fully-off. To cause an
error, the disturbance must be large enough to cause transition from one state to

another. In contrast, analog signals can take an infinite number of shapes. With
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analog signals a small disturbance can cause an unacceptable level of distortion to
the reproduced signal. Moreover, this distortion can not be removed by amplifica-
tion since the noise is irrevocably bound to the transmitted signal. Hence, using
digital techniques, very low error rates are possible through some error detection

and correction techniques which are not available with analog transmission.

Digital circuits are also more reliable and can be implemented at lower cost
than analog circuits. The implementation of digital hardware is more flexible than
analog hardware. The combining of digital signals using time division multiplexing
(TDM) is simpler than the combining of analog signals using frequency division
multiplexing (FDM). Also, digital techniques lend themselves naturally to func-
tions that protect against interference and jamming or that provide encryption

and privacy [Sclar 1988].

Digital transmission has some disadvantages compared to analog transmission.
The major disadvantage of digital communication is the requirement of a greater
bandwidth compared to analog transmission. Also, digital transmission requires

more synchronization.

Digital Modulation:

When digital data is transmitted over a band-pass channel, it is necessary
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14
to modulate the incoming data onto a carrier wave (usually sinusoidal) with fixed
frequency limits determined by the channel. The channel may involve a microwave
radio link, or satellite channel, etc. The modulation process involves switching or
keying the amplitude, frequency or phase of the carrier according to the incoming
data. Hence, there are three basic signaling techniques known as amplitude-shift
keying (ASK), frequency-shift-keying (FSK) and phase shift keying (PSK), see
Fig. 2.2. FSK and PSK signals have a constant envelope making them impervious

to amplitude nonlinearities and hence they are more widely used in practice than

ASK signals [Haykin 1988].

2.3 Transmission Media

2.3.1 Band Limited Channels

When the channel bandwidth is unrestricted (which is never the case), it only
affects the transmitted signals by introducing an attenuation factor and a phase
shift in addition to the additive white Gaussian noise (AWGN). When the channel
is band-limited, its effect can still be modeled by a simple attenuation factor and
a phase shift provided that the signal bandwidth is small compared to the channel

bandwidth. - However, in this case, the available channel bandwidth will not be

utilized properly.
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Let the channel transfer function be C(f) with an equivalent impulse response

of c(t). Let the transmitted signal be [Proakis 1989]
s(t) = Re [v(t)e??" ] (2.1)

where v(t) is the lowpass transmitted signal. The equivalent lowpass received

signal will be
rt)= [ : o(r)e{t — 7)dr + nt) (2.2)

where n(t) represents the AWGN and ¢(t) is the lowpass impulse response of the

channel.

If the channel bandwidth is limited to W Hz, then any component of v(f)
above |f| = W will not pass through the channel and hence the bandwidth of the

transmitted signal is restricted to W Hz also.

Within the bandwidth of the channel, the frequency response of the channel

C(f) can be expressed as
C(f) = C(f)le?V (2.3)

where |C(f)] is the amplitude response characteristic and 6(f) is the phase re-

sponse characteristic. The delay response characteristic 7(f) is defined as

(f) = '2_175‘1%{)' (2.4)
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The channel is ideal or distortionless if the amplitude response |C(f)| is con-
stant for all | f| < W and 6(f) is a linear function of frequency or equivalently 7(f)
is constant for all |f| < W. If |C(f)| is not constant, then the signal is distorted in
amplitude and if 7(f) is not constant, then the signal is distorted in delay. In the
presence of such a distortion, a train of pulses transmitted through the channel are
no longer identified at the receiver as well-defined pulses. Instead, they overlap

resulting in the well known intersymbol interference (ISI) [Proakis 1989].

2.3.2 Multipath Channels

In many radio channels, there may be more than one path from the transmit-
ter to the receiver. This multipath phenomenon is due to atmospheric reflection
or reflections from buildings and other surroundings resulting in fluctuations in
the level of the received signal. This characterization serves as a model for the
signal transmission over many radio channels such as shortwave ionospheric radio
communication in the 3-to-30 MHz frequency band (HI), tropospheric scatter
(beyond-the-horizon) radio communications in the 300-to 3000-MHz frequency
band (UHF) and 3000-to~30,000-MHz frequency band (SHF), and isospheric for-

ward scatter in the 30~to-300-MHz frequency band (VHF) [Proakis 1989).

The different paths may consist of several discrete paths each with a distinct
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time delay and attenuation or they may consist of a continuum of paths. The intro-
duced delay and attenuation are usually time-varying. The ions in the ionospheric
layer which reflect signals in the HF band are moving continuously resulting in a
random change to the introduced delay and attenuation. The case is similar in the
mobile radio situation where buildings reflect the transmitted signal. The vehicle is
in continuous motion which means different reflected signals occur from buildings
at different times. These fluctuations result in amplitude variations which is usu-
ally called fading. Depending upon the differential delay over all the paths, there
can also be distortion which is called frequency selective multipath. Depending
upon the number of received signals, there are two types of multipaths: discrete

and diffuse [Shanmugan 1992].
Discrete Multipath:

A simple model for a discrete multipath channel has the form [Proakis 1989]

y(t) =2 an(t)s(t — (1)) (2.5)

where
s(t)  is the bandpass input signal.
ay(t) is the attenuation factor for the signal received on the k-th path.
Ta(t) is the corresponding propagation delay.

See Fig. 2.3.
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From equation (2.5) it can be seen that the multipath channel can be modeled

by a tapped delay line with time-varying coefficients. The differential delay is
called delay—spread. It is the difference between the longest and the shortest path
delays. It is considered an important channel characterization. The tapped delay
line with appropriate coefficients can represent any arbitrary transfer function over
a certain bandwidth which is the reciprocal of the tap spacing. If the delay spread
is of the order of the reciprocal of the bandwidth (or larger), frequency selective

effects over the bandwidth of the signal can occur [Shanmugan 1992).

Diffuse Multipath:

For some channels like the trospheric scatter channel or mobile radio channel,
it is more convenient to view the received signal as consisting of a continuum of
multipath components. This is called the diffuse multipath channel and in this

case the response given in equation (2.5) becomes
o0
y(t) = / a(t;t)s(t — 7)dr (2.6)
~-00
The low-pass time-varying impulse response becomes
h(r;t) = afr;t)e 2kt (2.7)
If the signal is band-limited (which is always the case in practice), then the

time-varying diffuse multipath channel can be represented by a tapped-delay line

with time-varying coefficients and fixed tap spacing as shown in Fig. 2.4.



123

Multipath

=\

Direct pat

Transmitter

Receiver

Fig 2.3 Simplified illustration of multipath channel

- s Ia
50)=5.0-js0 DeTI_ay DeTI_ay DeT y
- - = F 0]
Euly x.u.n(Qf)D ,,,,, 3.1(')69 8O B Oy . Bu
O‘(ﬂi
M—Amnuam

2
O‘H_lﬂ—

2
——s{Attenuator

¥0

Fig 2.4 Diffuse multipath model (Shanmugan 1991)

19



123

20
If we write s(t) as
s(t) = Re{3(t)es?f<t} (2.8)
where s(t) is the input bandpass signal, then the received signal will be
. . fava m
i) = X am(®)3 (- 77) (2.9)
where
. _la./m
is the sampled complex equivalent low-pass impulse response and W is the band-

width of the equivalent bandpass signal.

In principle, the index (m) in equation (2.9) is unbounded, i.e., —co < m < 0.
However, the number of taps has to be finite in order to be able to realize the model.
The finite number of taps is a good approximation to the physical channels. The

length of the tapped delay line is determined by the delay spread.

The next step will be to characterize the channel explicitly. The delay cross-

power spectral density of the channel is given by [Shanmugan 1992]
1. .
Ry(n1,m5t,At) = EE[h"(Tl; t)h(m;t + At)) (2.11)

Using the wide-sense stationary uncorrelated scattering (WSUS) assumption, equa-

tion (2.11) can be reduced to

Ru(my, 723 At) = Ry(ry; At)6(my — 1) = %E[ir(f, Dh(r i+ AL, (212)
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When At =0, R.(r; At) will be equal to R.(7) which characterizes the average
power as a function of delay. The function R.(7) .is called the delay power spectrum
or multipath intensity profile. The range of 7 for which R, is éssentially nonzero is
called the multipath delay spread, T,,. Referring to Fig. 2.4, the number of used
taps m the delay line is T,,W + 1. I (T,,W + 1) is not an integer, it is rounded

up to the nearest integer [Shanmugan 1992).

Another important characterization of the channel is the scattering function

which is the Fourier transform of R.(7; At) with respect to At
- S(r;v) =/°° Re(r; At)e™72™Atd(At) (2.13)

When 7 is fixed, the scattering function will describe the power spectral density

in the frequency variable v, which is often called the Doppler frequency.

To complete the characterization of the channel, another assumption is made
about the distribution of iz(r; t). The quantity iz(-r;t) is usually modeled as a
complex—valued Gaussian process. If the process has a zero mean, the envelope
Iit('r; t)| at any instant is Rayleigh-distributed and the channel is called a Rayleigh
fading channel. If there is a line of sight (LOS) between the transmitter and the

receive and part of the transmitted signal reaches the receiver directly while a part

- reaches the receiver as a continuum of multipath reflections, then the envelope will

» 4. havea Rioe_éigig;ibgtion and the channel is called a Ricean channel [Proakis 1989).
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The Rayleigh distribution in its normalized form is given by [Haykin 1988]

2

vexp(—%), v>0

fr(v) = 2 : (2.14)
0,= elsewhere

which is plotted in Fig. 2.5.

The Rician distribution in the normalized form is given by [Haykin 1988]

fe(v)=vexp (— v -; az) Io(av) (2.15)

where I, is the modified Bessel function of the first kind. A Ricean distribution is

shown in Fig. 2.6.

According to the preceding assumptions, the tapped-delay line model takes the
following characteristics. The tap spacings are (1/W) and the number of taps is
TaW +1. The time-varying tap gain coefficients §,,(t) are complex-valued Gaus-
sian processes with variance of each component equal to o2, = (1/W)?R.(m/W).
The power spectral density of §..(t) is given by (1/W)2s(m/W; v). Furthermore,

the various tap gain coefficients are independent processes [Shanmugan 1992]

Power Delay Profile:

The three common delay profiles are
Tarm €XP {—21:0;} Gaussian
R(r) = -zl;e""/ ™ exponential (2.16)

LTL[”,:?,: %, |71 < Vor triangular
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The shape of the delay profile is found to be of secondary importance [Shanmugan
1992]. The BER performance of the QPSK and the MSK systems is also found
to be dependent on the delay s.pread rather than the delay profile shape [Justin
1987]. The primary factor affecting the performance of a mobile or personal radio

is the rms delay spread, which is expressed as [Shanmugan 1992]
Trms = E[(T — 70)?] (2.17)

where 79 is the mean delay.

Regardless of the chosen R,(7), it is truncated at some value 7 = T, beyond
which R(7) is negligible. For simulation purposes in this thesis, R.(m/W) is used
to scale the various tap gains as mentioned earlier. The number of taps used is
L =T,W +1, and 79 is determined by the physical environment. It ranges from
about 1xs in a suburban-type environment to about .1 us in urban environment

[Shanmugan 1992].

The scattering function is difficult to measure. Instead, an approximation that
assumes the power spectrum is the same at all tap gains is used. The assumed

scattering function is given by [Shanmugan 1992]

-1/2

s()=A {1 - (fim)z} (2.18)

where fp, = V/), in which V is the velocity of the mobile, and ) is the wavelength of

the transmitted carrier. Equation (2.18) can be derived under the assumptions that
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a mobile is moving at constant velocity V and the omnidirectional receiver antenna
receives N reflected waves at angles uniformly distributed on [0,27]).As N — oo,
the received spectrum takes the form given in equation (2.18). [Shanmugan 1992] |
The normalized Doppler frequency (fT) used in this thesis is 1/300. There are
other factors beside the channel that degrade the performance which are presented

below.

2.4 Transmission Impairments

There are many factors that degrade the performance of a communication
system. Among theseimpairments are the additive white Gaussian noise (AWGN),
the intersymbol interference (ISI) caused by both filtering and different delays
introduced by the multipath channel and finally the nonlinear characteristic of the
power amplifier which give rise to AM/PM and AM/AM conversion effects. In the

following sections, these sources of performance degradation are briefly discussed.

2.4.1 Additive White Gaussian Noise (AWGN)

The noise analysis of communication systems is usually based on an idealized
form of noise, the spectral density of which is independent of the operating fre-

quency. The adjective white is used in the sense that white light contains equal
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amounts of all frequencies within the visible band of electromagnetic radiation.

Strictly speaking, white noise has infinite mean power and, as such, it is not
physically realizable. In order to assume the noise to be white, it has to have a

constant spectrum over a frequency band that is greater than the system band-

width.

In practical communication systems, the signal and the noise are usually pro-
cessed by band-limited filters so that only those frequencies that lie inside the
passband of the system will appear at the output. We are therefore considering
white Gaussian noise when it is transmitted through a narrow-band filter. By nar-
row band we mean that the mid-band frequency f. is large compared with the half
bandwidth of the filter (B). The output n(t) of such a filter in response to white
Gaussian noise appears to be somewhat similar to a carrier wave of frequency f.
modulated by low-pass noise signal extending in frequency content effectively from
0 to B. It can be shown that Gaussian random noise in narrow band channels n(t)
can be represented by its in-phase and quadrature channel components [Haykin
1988]

n(t) = n(t) cos wct + n,(t) sin wt (2.19)

where the in-phase component n.(t) and quadrature component n,(t) are indepen-

dent and Gaussian. We may, therefore, express their probability density functions
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(PDFs) as
200 = g exp (~ 15 (2.20)
p(n,) = \,zlﬂ—aem (—27:3,) (2.21)

where o2 is the variance of the narrow-band noise n(t) and equals the average
noise power. In this thesis, the general noise had initialaly a unity variance and

then scaled according to the desired signal to noise ratio (SNR).

2.4.2 Intersymbol interference

In digital communication systems, the information is carried by discrete pulses.
A major criterion in determining the performance of communication system is the
utilized bandwidth. The available spectrum is limited and very valuable. Hence,
a filter is usually used at the transmitter. To limit the effect of the additive white

Gaussian noise (AWG), another filter is used at the receiver.

Each filter distorts the shape of the pulse and, as a result, a trailing waveform
appears at the output instead of a sharp pulse cutoff. This pulse trail interferes
with the adjacent pulses. The trails produced from a series of signaling pulses,
added together, can deform the next incoming pulse to an extent that the receiver
may erroneously interpret the presence or absence o the signaling pulse. This type

of interference is known as intersymbol interference (ISI).
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An ideal low-pass filter with constant amplitude and linear phase characteristics
is shown in Fig. 2.7. The impulse response of this filter has sin 2/2 characteristics.
The zero crossings of the impulse response o.ccur at t = *nT where n is an
integer and is not equal to zero. This means that if impulses are transmitted,
the filter output consists of one impulse response waveform for each input pulse.
Each impulse response’s main lobe peak will occur at the zero crossing of all other
impulse responses. The impulse response peaks occur every ¢ = £nT. In other
words, if the ideal low-pass filter cutoff frequency is __‘zljf’ the channel will process

. 1 . . . .
data with arate R = T This rate is called the Nyquist rate. At the Nyquist rate,

which is the highest rate, and under ideal filtering, there will be no ISL.

In practice, an ideal filter is not physically realizable. In addition, if the receiver

detector sampling is not performed at the exact zero crossing time, ISI will occur.

Fig. 2.8-a shows a band-limited pulse having zeros periodically spaced in time
at points labeled +T', +2T', etc. Assuming the information is contained in the pulse
amplitude, then a sequence of pulses each of which has a peak at the periodic
zeros of the other pulses can be transmitted. When such a pulse passes through

a frequency selective fading channel, the received pulse shown in Fig. 2.8-b will

W .- have zero crossings that are no longer periodically spaced. Thus, the sequence of

- the transmitted pulses would be smeared into one another and the
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peaks of the pulses would no longer be distinguishable. This phenomenon is called
intersymbol interference (ISI). The effect of ISI can be alleviated by employing

channel equa.liz.ation techniques.

Channel Equalization

In mobile radio channels, the multipath phenomenon leads to excessive ISI.
The communication system performance can be enhanced by using equalization
techniques. The aim of equalization is to reverse the effect of the channel. The
fading phenomenon is time-varying and hence, the equalizing process has to be
adaptive. In most digital communication systems, multilevel modulation schemes
are employed resulting in two sources of distortion: in-phase and quadrature dis-

tortions [Proakis 1989).

The channel can degrade the performance of the system by introducing ISI
and by attenuating the transmitted waveforms in a frequency-selective manner.

This gives rise to two types of equalizing techniques which are frequency-domain

equalizers and time-domain equalizers.

In frequency—domain equalizers, amplitude correction is introduced to restore
equality in the spectral density of the signal. This can be done by slope equalizers

or by notch equalizers. In the slope equalizer, two points in the power spectrum
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are estimated while the notch equalizer has a transfer function which is the inverse

of the channel.

ISI is a time-domain effect. Hence, the design of efficient equalizing techniques
has to be made in the time doma.in [Al-Semari 1992]. Time domain equalizers
are known to be an efficient way in reducing the effect of ISI. They consist basi-
cally of delay elements with tap gains. Different types of equalizers (transversal,

fractionally spaced or decision feedback) result from different types of connections

[Proakis 1989].

The simplest type of equalizers is the transversal equalizer. It consists of a
certain number of vdela,y elements connected in cascade and each weighted by a
certain gain. The delay per tap T is a design choice. When T = T, the symbol
duration, the equalizer is termed a synchronous equalizer. When T = T/m, m an
integer, it is called a fractionally spaced equalizer. Advantages and disadvantages

of both types are discussed in [Proakis 1989).

One of the best features of the tapped-delay line model is the relative ease
with which it can be modified. This modification is necessary to compensate
either for time-varying channel characteristics, or for lack of complete knowledge

about such characteristics. Clearly, if the tap gains are changed, then the transfer

- - function of the equalizer changes accordingly. The question is how to make these
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changes in a proper way, since it might be quite difficult to measure the channel
characteristics accurately. The answer is to use an adaptive technique to let the
equalizer know that it is compensating properly. If the channel is continuously

time-varying slowly, then the equalizer will continuously adapt.

One way to implement the adaptive version of the equalizer is to vary the tap
gains so as to minimize the mean square error (MSE) between the actual equal-
izer output and the ideal output. This is called the minimum mean square error
(MMSE) criterion. In reality, unless a training sequence is used, the receiver does
not know the ideal output. However, under certain conditions, the ideal output
can be assumed to be known. In the digital case, the ideal output would be the
error-free digital waveform input to the transmitter. If the channel does not in-
troduce too much noise and distortion, then it can be said that the decisions are
“almost” always correct and hence can be taken as the ideal output for equalizing
purposes. There are other approaches to training the equalizer without know-

ing the transmitted sequence (blind equalization) which are discussed in [Proakis

1989).

The MMSE Criterion

In high speed modems, the tap gains are usually updated using the least mean

squares (LMS) criterion. Let d(z), y(¢) and 2(¢) represent the transmitted, received
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and equalized symbols, respectively. Then, when the number of taps is infinite,
o0

i)=Y (k- k) (2.22)

k=-o00

where c(k) is the tap gain. However, an equalizer with an infinite number of taps
is physically unrealizable. Moreover, in multipath fading channels, the multipath

spread is only over few symbols and hence the number of taps can be truncated

to N. Thus,
N-1

(i) = Y c(k)y(i - k). (2.23)

k=0

The error between the transmitted and equalized symbols is

N-1
e(i) =d(z) — ; c(k)y(z - k). (2.24)
=0
The mean square error value is
¢ = E[(d(?) — 2(:))?). (2.25)

The MMSE criterion is based on minimizing this quantity. It can be shown

that this can be achieved by letting
¢t +1) =¢(i) + aE[e(:)Y). (2.26)

There are other critria for updating the taps like the zero—forcing algorithm

but the MMSE is more efficient and hence it is used in this thesis.

What is left is to find the expectation of e(i)Y. The least mean squares (LMS)

criterion can be used leading to the use of an unbiased estimator which is the
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product ¢(:)Y. Hence, the tap coefficients can be updated by
& + 1) =2(3) + ae(?)Y. (2.27)

When d(z), y(£) and 2(3) are complex-valued sequences which is the case in both
7 [4-shifted~-DQPSK and 16-QAM systems, the error is defined as the square of the
difference between the transmitted in-phase component and the equalized in-phase
component plus the square of the difference between the transmitted quadrature
and the equalized quadrature component. Similarly, the LMS criterion will lead

to

ce(z + 1) = e(z) + ae(d)y*(: — k)

P

2.28)
where * denotes the complex conjugate and ci is the k-th tap gain. A typical

linear adaptive equalizer based on the LMS criterion is shown in Fig. 2.9.

2.4.3 Power Amplifier Nonlinearity

The high-frequency, large output power amplifiers used in mobile communi-

cation exhibit two nonlinear distortion effects [Abulma’atti 1984]

1. a nonlinear input-output power characteristic (amplitude modulation to am-

plitude modulation or AM/AM conversion), and,

2. a nonlinear output phase-input power characteristic (amplitude modulation

to phase modulation or AM/PM conversion).
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The power amplifier is generally described by two transfer characteristics. One
expresses the input/output power relationship and the other expresses the output
phase shift versus input power (see Fig. 2.10). For low input levels, the output
power is essentially a linear function of the input power. As the input drive
increases, the output power increases nonlinealry until a point is reached at which
any additional input level increase results in a no change in the output power.
This point of maximum output power is called the saturation point. The higher
the backoff from this saturation point, the closer the operating point to the linear

region.

Power sources are limited at subscriber radio units. Hence, the amplifiers need
to be power-efficient. The use of amplifiers operating near saturation is desired to
achieve high power efficiency but it results in a nonlinear distortion to the input
signal if it has a non—-constant envelope. Although linearization and compensation
techniques can be used to minimize this effect, most of these techniques are not

suitable for low~cost and mall-size integrated—circuit implementations

[Ariyavisi takul 1990].

A quadrature model that takes into account the AM/AM and AM/PM distor-
tion effects is usually used. This model is suitable for simulation purposes because

it preserves the quadrature characteristic of the signal after it passes through the
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nonlinear amplifier. It deals with the in—phase and the quadrature components

separately.

Let the input signal to the power amplifier be represented by

v;(t) = r(t) cos[w.t + ¢(t)] (2.29)

where r(t) is the signal envelope and ¢(t) is a phase function. The power amplifier

output will be [Abul-ma’ati 1984]

vo(t) = z:(r) cos[wet + @(t)] — z,(r) sin[w.t + ¢(t)] (2.30)

where z,(r) = g(r) cos f(r) and z,(r) = g(r)sin f(r)

vo(t) = glr(t)] cos{wet + f[r()] + ¢(1)} (2.31)

where

glr(t)] = \/[zAr@)}? + [z {r(£)}]? (2.32)
and

flr(t)] = tan™! {%} . (2.33)

Here, g[r(t)] and f[r(t)] are the AM/AM and AM/PM distortions, respectively.
The quadrature model can be used to assess the performance of communication
systems by computer simulation. The quadrature components z.[r(t)] and z,[r(t)]

are obtained by conversion of the measured power and phase characteristics of an

actual power amplifier into quadrature components using equation (2.30). Samples
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of the quadrature curves which provide sufficient resolution can be stored and used
to determine quadrature output values for a range of input values by means of
interpolation. Another way which was shown in [Ghorban 1986] is to use a four-
parameter formula to represent the AM/AM distortion g¢(r) and the AM/PM

distortion f(r). These formulas are given by {Ghorban 1986]

z2

_ r
g(r) = pr— + 247 (2.34)

__nr® o
flr)= T+yarm + yar (2.35)

The parameters z,, 22, 23, T4, 1, Y2, ¥3 and y4 are obtained from the measurable
input-power output-power and output phase shift characteristics by curve-fitting
techniques. Fig. 2.11 shows both the output-power and phase shift as a function
of the input voltage where the four-parameter formulas show good agreement with
the measured data. In this thesis, the four-parameter formulas will be used to rep-
resent both the AM/AM and the AM/PM distortions. The systems performance

will be evaluated with the back-off from saturation as a parameter.

2.5 Summary

In this chapter, the digital communication schemes are briefly discussed and
compared with analog ones. The communication channel issue is discussed. Differ-

ent channel models are presented with emphasis on the frequency selective fading
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channel model which is usually used in mobile communication. Transmission im-
pairments like the additive white Gaussian noise (AWGN), the intersymbol inter-
ference (ISI) and nonlinear amplification by power amplifiers are reviewed. Also,
linear adaptive equalization based on the LMS criterion which is used to allevi-
ate the ISI effect is discussed. In the coming chapter, the three systems under

investigation; GMSK, 7 /4-shifted-DQPSK and the 16 QAM are discussed.
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CHAPTER THREE

ANALYSIS OF n/4-DQPSK, GMSK
AND QAM SYSTEMS

3.1 Introduction

There is a variety of communication systems in which the carrier is modulated
in a certain way according to the transmitted data. The modulation is usually
made by keying the amplitude, the phase or the frequency of the carrier. In mo-
bile communication, the used system has to be bandwidth-efficient due to the
limited spectrum. Power amplifiers are also used at subscriber unit introducing
non-linearities in both the amplitude and phase of the amplified signal if it does
not have a constant envelope [Abulma’atti 1984]. Two systems employing constant
envelope signals are already in use for commercial mobile communications. These
are the Gaussian minimum shift keying (GMSK) [Hirade 1986, Varshney 1991] and
the x/4-shifted—differential quaternary phase shift keying (7/4-DQPSK) [Dapuis
1979, Rappaport 1991]. In order to provide higher transmission rates, multilevel
systems are proposed. One of these systems is the quadrature amplitude modu-
lation (QAM) [Daido 1987). The 16 QAM proposed for mobile communication is
investigated here . The multilevel systems performance is known to degrade in the

presence of non-linearity [Aghvami 1984].
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In this chapter, the three aforementioned systems are described. They are
described in a way that permits the evaluation of their performance with computer

simulation.

3.2 Phase Shift Keying

Phase shift keying (PSK) was developed initially for the space program appli-
cations because of their bandwidth efficiency. PSK is now widely used for both
military and commercial communication systems. The general analytic expression

for PSK is given by

S.-(t)=\/§TEcos[wot+¢.-(t)] 0<t<T i=1,2,...,M. (3.1)

For binary PSK (BPSK), M is 2. The parameter E is the symbol energy, T is the
symbol time duration. In BPSK, the modulating data signal shifts the phase of

the waveform, S;(t), to one of two states, either zero or 7(180°).
QPSK Signaling

Fig. 3.1 shows the splitting of a typical pulse étream for QPSK modulation into
in—phase stream d;(t) and quadrature stream dg(t). If the original data stream is

dk(t) = do, dl) dg, ooy then
di(t) = do,ds,dy,. .., (even bits)

d(t) = dy,ds, ds, ..., (odd bits)
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Fig 3.1 QPSK modulation (Sclar 1988)
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Both d;(t) and dg(t) have half the bit rate of di(t). A QPSK waveform can be
realized by amplitude modulating the in-phase and quadrature data streams onto

the cosine and sine functions of a carrier wave as follows

s(t) = %d;(t) cos (wot + %) + —\%dq(t) sin (wot + %) : (3.2)

Here Z can be replaced by any other value without affecting the system perfor-

mance.

The signal s(t) can also be written as
s(t) = cos[27 fot + 0(2))).

The QPKS modulator is shown in Fig. 3.1-c. The d;(t) modulates the cosine
function with the amplitude of *1. This produces a BPSK waveform since the
cosine phase changes by 0 or x. Similarly, the do(t) produces another BPSK
waveform that is orthogonal to the cosine function. The summation of these
two orthognal components of the carrier produces the QPSK signal. The four
different combinations of d(t) and dg(t) gives 6(t) four different values which are:

6(t) = 0,190, 180. The resulting signal vectors or the signal constellation is shown

in Fig. 3.2 [Sclar 1988).
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Offset QPSK (OQPSK)

In standard QPSK, due to coincident alignments of d;(t) and dg(t), the carrier
phase can change only once every 2T. The carrier phase can change by +90
or 180 degrees between different intervals. In OQPSK, the pulse streams d(t)
and dg(t) are staggered and thus do not change states simultaneously. Thus, the
possibility of the carrier phase to change by 180 degrees is eliminated resulting in
a smoother phase transmission and hence lower sidelobes. Because cos(wot + 7/4)
and sin(wot+7/4) are orthogonal, the two BPSK signals can be detected separately

[Sclar 1988].

= [4-Shifted-DQPSK

The proposed U.S. digital cellular system will use a TDMA channel access
method and a digital modulation scheme [Lin 1991]. Essentially, the proposed
system uses the existing 30-KHz channel structure and replaces the analog FM
modulation with a digital modulation having a gross bit rate of 48.6 kb/s. Each
channel will be shared in a TDMA fashion. It is required to have a modulation
with spectral efficiency of 1.62 bits/s/Hz in order to achieve a bit rate of 48.6 kbps

in a2 30 KHz channel.

While these requirements can be met by conventional filtered four-phase modu-
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lation schemes such as QPSK and OQPSK, symmetric differential phase exchange
keying (x[4-shifted-QPSK) has some advantages for the mobile channel. The
7r/4—shifted—QPSK signal constellation can be viewed as the superposition of two
QPSK signal constellations shifted by 7/4 relative to each other, resulting in eight
phases. Symbol phases are alternatively selected from one of the QPSK constel-
lations and then the other and, as a result, successive symbols have a relative
phase difference that is one of four angles, +7/4 or £3r/4. Fig. 3.3 shows the

w[4-shifted-QPSK signal constellation.

A feature of this modulation is that it can be detected using coherent detector,
a differential detector or a discriminator followed by an integrate and dump filter.
Both differential and discriminator detection provides an advantage since both can
be performed by low-complexity receiver structures. Another advantage of r/4-
shifted-QPSK is that unlike QPSK, the transitions in the signal constellation do
not pass through the origin. As a result 7 /4-shifted~QPSK has a better output

characteristic. The proposed U.S. digital cellular system will use the 7 /4-shifted-

OQPSK.

The x/4-shifted-DQPSK modulation scheme is essentially 7/4-shifted~QPSK
with differential encoding of the symbol phases. While the differential encoding

protects against the loss of data due to channel phase slips, it also results in
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a loss of a pair of symbols when an error occurs. 7/4-shifted-DQPSK can be
produced by either differentially encoding the source bits and mapping them onto
absolute phase angles of a r /4-shifted-QPSK signal constellation or, alternatively,
by directly mapping the pairs of input bits onto the relative phases (= /4, +37/4).
This second technique is used in the simulation in this thesis. The phase of the
transmitted signal is incremented by Af according to the incoming dibits. If the

incoming dibits is byxbas, then Ay can be determined from the following table

bi(MSB)|bo(ISB)| A6,
0 0 7 [4
1 0 3n/4
1 1 |-3x/4
0 1 - /4
Table 3.1

At the receiver, the phase of the incoming signal is determined and compared
with the previous decision to find Ay and according to which a decision about
im‘ and agk is made. The system performance is evaluated under AWGN, Rayleigh

fading and under frequency selective fading.

3.3 Gaussian Minimum Shift Keying

Frequency shift keying (FSK) is usually implemented as orthogonal signaling

where each tone (sinusoid) in the signal set cannot interfere with another tone.
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Any pair of adjacent tones must have a frequency separation of a multiple of 1/T
hertz where T is the symbol duration, in order for the signal set to be orthogonal.

The FSK tone can be analytically described by
Si(t) = cos(2x fit)rect(t/T) (3.3)

where

{1 for ~T/2<t<T/2
rect(t/T) = (3.4)

0 elsewhere

The Fourier transform of S;(t) is
S(f) =T sinc (f - fi)T (3.5)
The spectrum of each of the possible two signals is shown in Fig. 3.4.

In order to prevent interference between the two tones during detection, the
peak of the spectrum of one of the tones must coincide with one of the zero crossings
of the spectrum of the other tone. The frequency difference between the center of
the spectral main lobe and the first zero crossing represents the minimum required
spacing. Thus the minimum tone spacing for noncoherent FSK signaling is 1/T
Hz. However, for coherent detection, the minimum spacing is made only 1/2T Hz

which is known as minimum shift keying (MSK) [Sclar 1988].

Thus, minimum shift keying (MSK) is a binary digital FM with modulation

index (T #(f2 — f1)) of 0.5. The MSK has the following good properties: constant
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envelope, relatively narrow bandwidth and coherent detection capability. It can
be shown that MSK is a type of continuous phase FSK (CPFSK) when keying is
between two frequencies separated by half the data bit rate [Peebles 1991]. These
radian frequencies are w; = wp—Aw and w; = wo+Aw, where 2Aw is the frequency
deviation according to the digital data in a polar NRZ format with £1 amplitude.

Thus

where T} is the duration of a typical data bit and w, = 27 /Ty.

In a typical CPFSK signaling, the phase information is not fully utilized and
only used to provide synchronization of the receiver to the transmitter through the
local oscillator’s phase. In MSK, however, the phase information can be used in
a more efficient way resulting in a better noise performance than the conventional

CPFSK system [de Buda 1972].

3.3.1 CPFSK Signal Decomposition

Let d(t) represent a polar-NRZ waveform representing a binary data source.
Bits are assumed to occur independently and with equal probability. Let dj repre-
sent the amplitudes which is + 1 for a data “1” and —1 for a “0” in the bit interval

indexed by k where k =...,-1,0,1,2,... These definitions are illustrated in Fig.
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3.5-a.

The frequency of the CPFSK waveform in the k-th interval will be wp + Aw =

wo+(7/2T}) if dp =1 and wy — Aw = wo — (7/2T}) if di, = —1. Thus

Scprsk(t) = A cos[uwgt + 6(1)) (3.6)
dk7rt

= Acos “’°t+0"+'2T yJKGy <t < (k+1)T, (3.7)
b

If we think of 6(t) as the phase due to data modulation at the constant fre-
quency dyx/2T;, then 6y represents the phase at ¢ = 0. The information bits d;
can change from one' interval to another which means that 0y can be different for
different intervals. The phase history of 6(t) is usually illustrated by a trellis dia-
gram as shown in Fig. 3.5-b. The phase difference, 6(t) — 8o, is plotted so that the
function is zero at ¢ = 0. In the zero-th interval, if do = 1, frequency is larger than
wp = m/2T}, so phase increases linearly (dashed line) by AwT} = 7/2 to arrive a

the point marked by a. If dy = -1, the solid line leads to point b.

This phase history is useful in decomposing Scprsk(t) in a form useful for
generation of MSK signals. Noticing that 6, — 6, = 0 or = and that dr = £1 we

have
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Fig3.4 Minirﬁum tone spacing for non coherently detected
orthogonal FSK signalling (Sclar 1988)
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Fig 3.5 (a) Data interval definition in CPFSK
(b) Trellis and table to describe Phase history

of CPFSK waveform
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Scprsk(t) = Acos (wot + 0k — 6o+ dk2T ) (3.8)

= Acos (0;, — 0 + di 5T, ) cos(wot + o)

—Asin (0k Bo + de ) sin(wot + 0o) (3.9)

= Acos (0 — ) cos ( mt ) cos(wot) + 0o)

2T,

—Ad; cos (0; — 6p)sin ( ) sin(wot + o) (3.10)

o,
= Si{t)Acos(wot + 80) — Sq(t)Asin(wot + o). (3.11)

where
Si(t) = cos(6, — 6o) cos ( 2’%) (3.12)
So(t) = dycos(8s — 8o) sin (2;,‘,) (3.13)

where S;(t) and Sg(t) are the in-phase and quadrature signal components, respec-
tively. Looking at the table in Fig. 3.5-b, we can see that 0, — 0, does not change
sign at nodes ¢ and d. This means that cos(f; — ;) does not change sign at nodes
corresponding to kT;, k even. However, at nodes a and b (at kT}, k odd) changes
in 0 — 0o can occur. All these points show that the sign of cos(0; — 0p) in equation

(3.10) can change only at the zero crossings of cos(nt/2T}).

Let us next extend the examination to di cos(6x — 0). The quantity di can

. . change at any interval. Thus dj cos{0x—0p) can change at kT;, k even which is now
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the zero crossings of sin(xt/2T}) in equation (3.11). Turning to nodes a and b, we
find that dj cos(d, —0,) does not change sign. These points show that d, cos(0,— o)
in equation (3.13) changes sign only at the zero crossings of sin(7t/2T}) [Peebles

1991).

The previous analysis has shown that the factors S;(t) and Sq(t) multiplying
the quadrature carriers in A are constant in sign over successive intervals of du-
ration 2T;. The 2T} intervals of Sg(t) are delayed one bit duration T} relative to
those of S;(t) because of the relative timing of cos(nt/2T}) and sin(wt/2T;). This
timing is similar to this in offset QPSK. The signs of S1(t) and Sg(t) are related
to the original data sequence di. Thus they can be taken as analogous to the
modulating data waveform in OQPSK. However, the waveforms of duration 2T,
in MSK are half-cycles of a sinusoid at frequency Aw2r = 1/4T}, while they are

rectangular in OQPSK.

3.3.2 MSK Systems

Figure 3.6 shows a typical MSK modulator that uses the analogy of equation
(3.9). The input data stream d(t) with bit rate 1/T; is split into two data streams,
d;(t) and dg(t) each with symbol rate of 1/2T};. This modulator is called parallel

modulator because of the use of parallel data streams and two quadrature carriers.
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The timing diagrams for the MSK modulator are shown in Fig. 3.7.

The MSK receiver is quite similar to the OQPSK since there is only a slight
difference between the two systems in the involved carriers. This is shown in
Fig. 3.8. It can be seen that the integrators are timed with the symbols of duration
2T} in each path. A sample is taken at the end of each interval to decide about
the transmitted bit. The decision is in favor of + 1 if D; > 0 and in favor of —1

otherwise [Peebles 1991].
Power Spectrum of MSK:

The power spectral density G(f) for QPSK and OQPSK is given by [Sclar
1988]

. 2
sin 21ro) (3.14)

G(f)=2PT(_§zrfT

where P is the average power in the modulated waveform. For MSK, G(f) is given

by [Sclar 1988]

16PT( cos2x fT ) . (3.15)

¢ == \T=terr
The normalized power spectral density (P = 1) for the well-known binary phase
shift keying (BPSK), the quaternary PSK (QPSK), the offset QPSK (OQPSK) and
MSK is shown in Fig. 3.9. It can be seen that BPSK requires more bandwidth than
the others for a given level of spectral density. It is also clear that MSK has lower

sidelobes than QPSK or OQPSK. This is a consequence of multiplying the data
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stream with a sinusoid, yielding more gradual phase transitions. The more gradual
the transition, the faster the spectral tails drop to zero. MSK is spectrally more
efficient than QPSK or OQPSK. However, MSK has a wider mainlobe than QPSK
and OQPSK. Therefore, MSK may not be the preferred method for narrowband
links. By filtering the MSK, the mainlobe may be decreased to the required level

but this is achieved at the expense of a higher bit error rate (BER).

3.3.3 Gaussian Minimum Shift Keying (GMSK)

It is known that voice transmission in many VHF and UHF mobile radio
telephone systems has usually been made by using a single~channel-per—carrier
(SCPC) analog FM transmission techniques [Garber 1989]. However, in order to
provide secure voice and high-speed data transmission by the use of large-scale
integrated (LSI) transceivers, digital mobile radio techniques are replacing analog

ones.

From the mobile radio use viewpoint, the out-of-band radiation in the adja-
cent channel should be generally suppressed 60-80 dB below that in the desired
channel. Fig. 3.10 shows the fractional out-of-band power for both the MSK and
the OQPSK systems. So as to satisfy this severe requirement, it is necessary to

manipulate the RF output signal spectrum. Baseband filtering with frequency
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Fig 3.10 Fractional out-of-band power (Peebles 1987)
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up conversion is suggested by [Hirade 1981). The signal is filtered by a Gaussian
filter and then the frequency of the carrier is changed according to the signal (FM

modulation).
Gaussian Filters

Let the filter transfer function be H(f). Within the bandwidth of the filter,

H(f) may be expressed as
H(f) = |H(f)|e*) (3.16)

where |H(f)| is the amplitude response characteristic and 0(f) is the phase re-

sponse characteristic. The envelope delay characteristic is given by

(f) = -%E*fj—ffl. (3.17)

The filter is ideal “nondistorting” when | H(f)| and 7(f) are constant for all | f| < B
where B is the bandwidth of the transmitted signal. If |[H(f)| is not constant,

then the signal is distorted in amplitude while if 7(f) is not constant, the signal

is distorted in delay.

Gaussian filters are characterized by the property that the group delay is maxi-
mally flat at the origin of the s plane. [Baher 1992). The step response of Gaussian
(Bessel) filters exhibits extremely low overshoot, typically less than 1% and both

the impulse'mponse and magnitude response tend toward Gaussian as the filter
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order is increased. It should be noted that the maximally flat group delay property
of continuous Gaussian filters is not generally preserved by ordinary transforming

techniques, e.g. from continuous to digital conversion of signals.

Gaussian filters have the transfer function of the form

H(s) = % (3.18)

where By(s) is the n-th order Bessel polynomial and d, is a normalizing constant

of the form

do = (22—’;)'-' (3.19)

The Bessel polynomials result from truncating a continued fraction expansion

representation of the unit delay e=* and satisfying the recursion relation
Ba(s) = (2n — 1)Bay(s) + 52 By_a(s) (3.20)
with initial conditions Bo(s) = 1, By(s) = s + 1. B,(s) can be put in the form

Bu(s) = 3" dys* (3.21)

k=0

where

. (2n—k) _ o
b= F=0Loon (3.22)

The log magnitude, phase and group delay response of a 10-th order Gaussian

filter are shown in Fig. 3.11. The asymptotic cutoff frequency is 1000 = rad/sec
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or 500 Hz. For comparison, Buterworth lowpass filter characteristics are shown in

Fig. 3.12 [Baher 1992].
Properties of GMSK

The GMSK is discussed in [Hirade] and many of its properties ar investigated.

The used system is an FM system preceded by a Gaussian lowpass filter.

Output Power Spectrum:

The output power spectrum of the GMSK signal versus the normalized fre-
quency difference from the carrier center frequency (f = f)T is plotted in Fig.
3.13. The 3 dB down bandwidth of the premodulation Gaussian LPF (ByT) is
used as a parameter. The effective variable parameter B,T can be selected by the

system designer considering overall spectrum efficiency of the system,

Fig. 3.14 shows the ratio of the out-of-band radiation power in the adjacent
channel to the total power in the desired channel where the normalized channel
spacing f,T is taken as the abscissa and both channels are assumed to have the
ideal rectangular bandpass characteristics with B;T = 1, where B;T is the nor-

malized bandwidth of the predetection rectangular bandpass filter (BPF).
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Let the channel spacing f, = 25 KHz and f, = 1/T = 16 Kbits/s. This
corresponds to f,T' = 1.5. From Fig. 3.14, it has been found in [Hirade] that
B,T' = 0.28 can be adopted as the digital modulation for conventional VHF and
UHF SCPC mobile radio communications without carrier frequency drift where
the ratio of out-of-band radiation power in the adjacent channel to the total power
in the desired channel is less than —60 dB. However, if there is a certain amount

of carrier frequency drift, a lower value for BT is needed.
BER Performance of the GMSK:

Let us consider the theoretical BER of GMSK using coherent detection in the
presence of additive white Gaussian noise (AWGN). Since the GMSK is a certain

kind of binary digital modulation, its BER performance can be approximated by

_ 1 dmin
Pc = 2erfc (m) (323)

where N, is the power spectrum density of the AWGN and erfc (x) is the comple-

mentary error function given by

erfc(z) = -\3—1?/:0 exp(—u?)du. (3.24)

Furthermore, dy, is the minimum value of the signal distance d between mark

and space in Hilbert space observed during the time interval from ¢, to t; where d
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is given by
¢
F [ lum(®) = w2 dt (3.25)
2 t

where un,(t) and u,(t) are the complex signal waveforms corresponding to the mark

and space transmissions, respectively.

Fig. 3.15 shows dy;, of the GMSK signal versus B,T where E, denotes the

signal energy per bit given by

_1 T 2 _1 T 2 9
E, = 2[) lum(t)|* dt = 2A luy(2)]° dt. (3.26)
Predetection Filter:

Fig. 3.16 shows the degradation in the signal to noise ratio E,/Np as a function
of the normalized predetection filter bandwidth B;T for different values of B,T.
The filter type is also Gaussian. It is clear from the figure that B;T = 0.63 is

nearly optimum.

Hirade evaluated the performance of the GMSK system which is a binary FM
signal under AWGN and Rayleigh fading. In this thesis, we will implement the
parallel type MSK shown in Fig 3.6. To implement the GMSK system, two Gaus-
sian LFPs are inserted after the serial-to-parallel converter with a normalized
bandwidth B,T = 0.125 as shown in Fig. 3.17. The bandwidth is halved since

the symbol duration is twice that of the original bits. The new proposed system
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power spectral density will be evaluated and compared with the Hirade system.

Also, the system performance will be investigated under different channels.

The GMSK system has been adopted as the modulation standard for the pan-

European digital cellular network GSM, which was recently installed in 1991.

3.4 Quadrature Amplitude Modulation (QAM)

Coherent M-ary phase shift keying (MPSK) is known to have an efficient
bandwidth utilizing. An alphabet with M symbols is used instead of using a
binary alphabet with 1'bit of information per channel symbol period. This permits
the transmission of K = log, M bits during each symbol period. The use of M-
ary symbols allows a k~fold increase in the data rate within the same bandwidth.
Thus, when operating with the same data rate, the use of Af-ary PSK reduces the

required bandwidth by a factor k [Sclar 1988].

From equation (3.2), it can be seen that QPSK modulation consists of two
independent streams. One stream modulates the cosine function while the other
stream modulates the sine function. The resultant waveform is called a double-
sideband suppressed-carrier (DSB-SC) wave, because the RF bandwidth is twice

the baseband bandwidth and there is no isolated carrier term. Quadrature am-
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plitude modulation (QAM) can be considered a logical extension of QPSK. QAM
consists of two independently amplitude-modulated carriers in quadrature. Each
block of k bits (k is even) is split into two (k/2)-bit blocks which are used to
modulate the cosine and sine functions. At the receiver, each of the two signals is
detected independently. QAM can also be viewed as a combination of amplitude
shift keying (ASK) and phase shift keying (PSK). Thus, it is sometimes called
amplitude phase keying (APK). Also, it can be viewed as amplitude shift keying
in two dimensions and hence it is sometimes called quadrature amplitude shift

keying (QASK) [Haykin 1988].

There is a great demand for mobile systems that can provide high-rate data
communication. This requires modulation techniques with higher spectral effi-
ciency. QAM schemes are considered good candidates. However, multi-level QAM
modulation schemes are not constant envelope systems and hence their perfor-
mance is expected to degrade significantly when operating in a non-linear envi-
ronment. In this thesis, the effect of non-linear amplifiers having both AM/AM

and AM/PM distortions on QAM systems will be investigated.

Fig. 3.18 shows a two-dimensional signal space and a set of 16-ary QAM signal
vectors or points arranged in a rectangular constellation. Gray coding (where

adjacent symbols differ only by one bit) is assumed.
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Differential QAM (DQAM)

A common problem that usually arises at the receiver is that the receiver
can recognize the pattern of the signal points but cannot distinguish between
the various symmetric phase orientations of the signal set. An L-fold rotational
symmetry can be defined as a signal set for which the signal set pattern remains
unchanged after a rotation of £I(2r/L) radians, where I and L are integers.
Thus, given M = 2* signal points, the receiver cannot properly assign the k bits
to each detected signal point without first resolving the L-fold ambiguity. The

simplest example is BPSK. The receiver needs some absolute way of distinguishing

- between the two equal and opposite signal points before it can assign a binary one

to one phase and a zero to the other. This ambiguity can be solved in three
ways: (1) a constant reference signal of some kind can be transmitted along with
the modulated data signal; (2) an acquisition signal and/or the periodic insertion
of a synchronization sequence can be used in the data stream; (3) the use of a
differential encoding. The first two methods have an obvious disadvantage which
is the extra needed power and the extra bandwidth needed to keep the same
transmission rate. The third technique, which is implemented in this thesis, has the
advantage that by properly encoding and decoding the signal points, the proper bit

detection takes place regardless of rotational phase ambiguities. The disadvantage

. is that this coding procedure slightly increases the probability of bit error over the
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conventional uncoded case.

Fig. 3.19 shows the signal constellation for 16 DQAM. An easy way to imple-
ment the 16 QAM is to first differentially encode the source bits and then map

them onto absolute signal points as described below.

The following procedure is taken from the V32 modem data sheets. The scram-
bled data stream to be transmitted is divided into groups of 4 consecutive data
bits, Q1,,Q2., @3, and Q,, where the subscript n designates the sequence number
of the group. The first two bits in time Q;, and Q,, in each group are differentially
encoded into Y, and Y;, according to Table 3.2. Bits Y;,, Y2, Q3, and Qq, are
then mapped into the coordinates of the signal states to be transmitted according
to the signal space diagram shown in Fig. 3.20. In this thesis the performance
of 16 DQAM with two different constellations will be investigated under AWGN,
Rayleigh fading and frequency selective fading. Emphasis will be given to the

effect of nonlinear amplification.
Star QAM(SQAM)

There are two rules for mapping a 4 bit symbol onto two dimensional space:
square mapping and star mapping. 16 square QAM requires coherent detection

while 16 star QAM supports differential detection. Fading is usually encountered
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Differential Quadrant Coding for 4800 Bit/s

and for Nonredundant Coding at 9600 Bit/s

Input | Previous Qutput | Phase Output
QLl@ily,| Y2, quadrant | Y} [Y?
change
010 0 0 + 90 0 1
00 0 1 1 1
010 1 0 0 0
00 1 1 1 0
011 0 0 0 0 0
011 0 1 0 1
0|1 1 0 1 0
011 1 1 1 1
110 0 0 + 80 1 1
1]0 0 1 1 0
110 1 0 0 1
110 1 1 0 0
111 0 0 + 270 1 0
111 0 1 0 0
111 1 0 1 1
111 1 1 0 1
Table 3.2
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in mobile radio channels. When fading is slow, the phase is rotated over a long
number of transmitted bits. When coherent detection is employed, this phase
rotation is detected and 16 square QAM outperforms 16 star QAM. However,
the receiver structure can be significantly simplified by employing noncoherent
detection and the phase rotation affects only the first symbol in the differential

case [Adachi 1991].

The signal constellation for the 16 star QAM using Gray coding is shown in
Fig. 3.21. Differential star QAM (DSQAM) performance will also be investigated.
DSQAM will be implemented by a similar way as that used in DQAM. The first
two bits in every four bits sequence will be differentially encoded and the resultant
sequence will be mapped into absolute signal points. The effect of nonlinear am-
plification on both 16 SQAM and 16 DSQAM will be investigated in the following

chapter.

[Chow 1992] has shown that the optimum ratio between the outer ring and the
inner ring in the case of AWGN is 1.8 (see Fig. 3.22). In this thesis, the effect of

nonlinear amplification on this optimum ratio will be investigated.
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Fig 3.21 Gray coding for star 16-QAM
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3.5 Summary

In this chapter, GMSK and r/4-DQPSK systems which are in use for mobile
communication are described. The power spectrum of the GMSK and the optimum
Gaussian lowpass filter bandwidth is shown with a brief description of Gaussian
filters. The effect of the used Gaussian filter in reducing the out-of-band power to
meet mobile communication requirements is shown. Transmission of data at high
rates will require larger bandwidth which is limited in a mobile communication
environment. Another alternative is to use a more spectrally-efficient modulation
scheme like the QAM system. In this chapter, QAM systems are described. Two
classes of proposed QAM systems according to the signal constellation are de-
scribed. These are the square QAM and the star QAM. Also, it is shown how to
differentially encode the data before transmission in QAM systems. The perfor-

mance of the three aforementioned systems will be discussed in the next chapter.



CHAPTER FOUR

AFOTIU PERFORMANCE EVALUATION OF =/4-DQPSK,
DR GMSK AND QAM SYSTEMS UNDER

DIFFERENT MOBILE CHANNEL
IMPAIRMENTS

4.1 Introduction

A basic issue in the selection of the modulation system is to study the effect of
noise and other different communication channel impairments on the performance
of the receiver. A criterion is needed to describe the performance of different
‘:,n : systems. In digital communication systems, the bit error rate (BER) is usually

used as a measure of performance.

The main mobile channel impairments are reviewed in Chapter two. In this
chapter, we evaluate each of the proposed modulation scheme presented in the
preceding chapter when used in such impairments. The AWGN channel is a very
simple model for the communication channel. If the transmitted signal is s(t),

then the received signal in one signaling interval is
r(t) = s(t) + n(t) 0<t<T (4.1)
. where n(t) denotes the additive white Gaussian noise and T is the symbol duration.

.- Fluctuations in the amplitude of the received signal due to receiving the signal
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via different paths in 2 time-varying manner (fading) result in a multiplicative
distortion of the transmitted signal. Hence, the received signal will be [Proakis
1989]

r(t) = ae™*s(t) + n(t) 0<t<T (4.2)

In ideal coherent detection, the phase shift ¢ is estimated. The fading is assumed

slow enough to make this estimation without error.

Multipath mobile radio channels are usually modeled as frequency-selective
fading channels. These channels are characterized by the delay spread which is
the delay between the shortest and the longest paths. These channels introduce
ISI and hence degrade the performance of the system as discussed in Chapter 2

[Shanmugan 1992).

The work conducted in this thesis has shown that the parallel structure of the
GMSK transmitter is superior over that proposed in [Hirade 1981). Not only is a
lower out—of-band energy achieved, but also the design of the Gaussian filters is

made easier. More details about this are provided later.

In this chapter, the performance of the three systems described in the preceding
chapter, namely, GMSK, 16-QAM (square, star and differential) and 7 /4-shifted-
DPSK systems will be investigated under different channel impairments. This

chapter is organizgd as follows. Section 4.2 deals with baseband representation
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of systems. In section 4.3, the 7 [4-shifted-DQPSK system’s performance under
diffedrent channels is investigated. Section 4.4 deals with the GMSK system. The
system implementation and performance are discussed. Section 4.5 is devoted to
the recently proposed 16 QAM systems. Different 16 QAM systems are investi-
gated. This includes square QAM, Star QAM and differential QAM. Being of a
non-constant envelope, the effect of non-linearity introduced by the power ampli-
fiers is investigated. In the case of Star QAM, the effect of non-linearity on the

optimum ratio between the outer and the inner rings which was reported to be 1.8

is investigated.

4.2 Baseband Representation

To use the carrier phase information, the GMSK was implemented in the pass-
band domain where the carrier is included. Since this information is not needed
for the x/4-shifted-DQPSK and the QAM systems, they are implemented in the
baseband domain without including the carrier. This results in a considerable

reduction in the simulation process.

A bandpass signal s(t) can be represented as [Hayakin]

s(t) = Rel3(t)e’*" /] (4.3)
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where f, is the carrier frequency and Re["] denotes the real part. The baseband

signal is a complex signal and is given by

3(t) = s1(t) + jsq(t) (4.4)

where s(t) is the in-phase component and 3q(t) is the quadrature component.
The quantity §(t) is termed the complex envelope of the signal [Haykin 1988].

Noise also can be represented in the same manner yielding
7(t) = ny(t) + jnq(t) (4.5)

where n(t) and ng(t) are modeled as sample functions of independent zero-mean
white Gaussian random processes. Both ni(t) and ng(t) have a power spectral

density of No/2 watts/Hz. The impulse response of the channel is given by
k() = 2Re[h(t)ei2" /] (4.6)
where
h() = hi(t) + jho(2). (47)
The output signal baseband representation is given by
(t) = 5(t) ® h(t) + A(t) (4.8)

where ® denotes the convolution operation. Both of the QAM and the /4~

shifted-DQPSK systems are simulated here in the baseband domain.
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4.3 The 7/4-Shifted-DQPSK

This system is discussed previously in Chapter 3. In coherent reception of
QPSK signals, it is assumed that a good estimate of the carrier phase is available.
In real systems, the carrier phase is extracted from the received signal by perform-
ing some non-linear operation that introduces phase ambiguity. For instance, in
QPSK, the received signal is raised to the fourth power in order to remove the
digital modulation and the resulting fourth harmonic of the carrier frequency is
filtered and divided by four in order to extract the carrier component. This yields
a carrier frequency component containing an estimate of the carrier phase but with

a phase ambiguity of 90 degrees [Sclar 1988].

The phase ambiguity problem can be overcome by encoding the information in
phase differences between successive signal transmissions as opposed to absolute
phase encoding. This is called differential QPSK (DQPSK). As an example in
DQPSK, the relative phase shifts between successive intervals are 0, 90, 180 and
~ 270 degrees corresponding to the information bits, 00, 01, 11 and 10, respec-
tively. In the x/4-shifted-DQPSK the phase shifts are 45, 135, - 135 and - 45

corresponding to the information bits 00, 10, 11 and 01, respectively.

The demodulation of the DPSK is achieved by assuming an absolute phase ref-
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erence. Then, the received signal is demodulated to one of the possible transmitted
sequences by the known slicing process [Sclar 1988]. Following the demodulator is
a phase comparator that compares the phases of the demodulated signal over two
consecutive intervals in order to extract the information bits. Coherent demodu-
lation of DQPSK which is employed in this thesis is known to result in a higher
probability of error than the error derived for absolute phase encoding due to error

propagation.
The BER for the DQPSK system under AWGN is given by [Proakis 1989]

w Py=Q(a,b) — %Io(ab) exp [—% (a2 + bz)] . (4.9)

2

where Q(a, b) is_the Q function given by Q(z) = —\;): / ® exp (_u
T Jz

-2—) du, and

Io(z) is the modified Bessel function of order zero and the parameters a and b are

defined as

)]

b= [27,, (1 + %)}1/2 (4.10)

where 7, is the signal-to-noise ratio per bit.

Figure 4.1 shows the performance of the x/4-shifted-DQPSK system under
both the AWGN and the Rayleigh fading channels. The performance of the

DQPSK system under AWGN was reported in [Proakis 1989] and it is with good
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agreement with the simulation results obtained in this thesis. The 7 [4-shifted-
QPSK system performance under a Rayleigh fading channel was also reported in
{Yoshiko 1987]. The simulation results have also good agreement with the reported
results. These are included here so that the system performance can be compared

with other systems working under AWGN or Rayleigh fading channels.

Figure 4.2 shows the performance of the 7/4-shifted-DQPSK system when
the channel is assumed to be frequency-selective fading. The figure shows the
performance when u = 0.06 and « = 0.1. As expected, there is an error floor in
both cases due to ISI which can not be compensated for by adding extra power.
We can notice that the normalized rms delay spread (u) effect is more significant
at large E; /N, values where the ISI effect is dominant. Looking at the figure, we
notice that the irreducible bit error rate (IBER) is 3 x 10~2 when u = 0.06 while
it is 7 x 107 when u = .1. Any desired probability of error can be reached by
decreasing u but this will be at the expense of a lower transmission rate. Another

alternative is to try to reduce the ISI effect by employing equalization.

A 5-tap transversal equalizer is used to reduce the ISI effect. The 5-tap equal-
izer is standard in digital microwave systems [Justin 1989]. The equalizer receives
a signal (real or complex) and has five tap gains which are adapted according to

the least mean square (LMS) criterion described in Chapter Two. Initially, the tap
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IR gains are set to zero. The optimum tap gains are reached by training the equalizer
KRS T TR with 10000 symbols. The step size was chosen to be 0.05 which satisfies the upper

bound for the choice of the step size [Proakis 1989).

R The effect of equalizing the channel by the aforementioned 5-tap linear equal-
izer is shown in Fig. 4.3. The unequalized performance is shown for comparison.
The used normalized rms delay spread (u) is equal to 0.1 which is a high value
and hence the IBER is expected to be high too. Looking at the figure we see

that the IBER dropped from 7 x 10~2 to 2 x 10~ when equalization is employed.

cpzﬁ%.: i A BER of 10~ can be tolerated in mobile communication [Lee 1989]. It can be
Hie '1 S noticed also that when equalization is used, the error rate curve decreases linearly
T B until E;/Np = 17 dB. After this point, the curve goes toward the IBER smoothly.

The equalizer is unable to cancel the effect of the ISI completely because the ISI

characteristics is not deterministic but rather it is changing in a random manner.

4.4 The GMSK System

As discussed in the preceding chapter, the GMSK differs from the well-known
e bl MSK in the introduction of a base-band Gaussian filter at the transmitter side
“ws . and a pass-band Gaussian filter at the receiver side as shown in Fig. 4.4. The

GMSK system shown in Fig. 4.4 is the standard used in the GSM and originally

_)J'e.- ..
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proposed by [Hirade 1981].

In this thesis, the parallel type MSK modulator discussed earlier is used. This
parallel type modulator is used with two Gaussian filters inserted in each branch
of the modulator as shown in Fig. 4.5. Since the data is split into the in-phase
and the quadrature branches resulting in symbols with half the bit rate (T/2) and
since the optimum normalized filter bandwidth (B,T) found by Hirade was 0.25,
the inserted Gaussian filters are with a 0.125 normalized bandwidth. Both power
spectral densities (PSD) of the filtered series and parallel types MSK system are
shown in Fig. 4.6. It is assumed that the center frequency is 100 kHz and the
transmission rate is 16 kbps. From Fig. 4.6, it is quite clear that the parallel type
modulator is spectrally more efficient, especially at the edge of the band. The
proposed parallel type offers additional 15 dB attenuation for the out-of-band

energy over that offered by the series type.

To reduce the effect of the additive white Gaussian noise (AWGN), another
Gaussian filter is inserted at the front end of the receiver. By reducing the filter
bandwidth, less noise will pass but also the received signal will be partially sup-
pressed. The optimum value for the normalized bandwidth (BiT), where B; is the
receiving filter bandwidth, was found in [Hirade 1981) to be 0.63 and this value is

used in this thesis.
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When the parallel type demodulator mentioned earlier in Section 3.3.3 is used

to demodulate the MSK signal, the MSK system performance will be equal to that

Ps=0Q (‘/%) (4.11)

where E, is the signal energy per binary symbol and Q(z) is the Q function given

of the BPSK which is

in section 4.3.

The MSK can be coberently detected as an FSK signal over an observation
interval of one symbol duration (T). Fig. 4.7 shows a filtered binary signal that is
used to modulate a carrier and the demodulated signal when the channel is nojse—
free. A phase-locked loop (PLL) is designed and used in the demodulation process.
The system performance is found to be inferior to the BPK system by 3 dB which
is expected as reported in [Sclar 1988). This is because information provided in
the phase is not utilized. This information can be used to achjeve an additional
3dB by combining processing every two symbol periods in each of the in-phase
and quadrature-phase components [de Buda 1972]. Thus, the demodulation will

be performed using the parallel type demodulator.

The system is simulated using Transient System Level Analysis (TESLA). The
simulated test system has the following parameters. The carrier frequency and

bit-rate are f.=IMHz and Ry =16 kb/S, respectively. The normalized
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premodulation Gaussian low-pass filter bandwidth is set at 0.125 agreeing with
whatever reported in literature [Hirade 1981]. The frequency deviation of the RF
signal is set equal to A f; = 8 kHz, which corresponds to the MSK condition for the
16 kbits/S transmission. The normalized predetection Gaussian band-pass filter
bandwidth is equal to 0.63 which is the optimum value found in [Hirade 1981].
A pseudo-noise (PN) pulse sequence with a repetition period of N = (22 — 1)
bits is generated by a 20-stage feedback shift register (FSR) and is used as a test
pattern signal. The bandpass filtered output is demodulated using the parallel
type demodulator described in the previous chapter and a decision is made. This

decision is fed into the error-rate counter for the BER measurement.

GMSK System Performance

The GMSK system performance in AWGN channels can be approximated by

[Hirade 1981]

P(y) = -;-erfc(,/a'y) (4.12)
where
.68 for GMSK
ax (4.13)
.85 for MSK

and 1 is the received signal bit energy-to-noise-ratio (Ej/No).

When a quasi-stationary slow fading model is assumed, the BER performance is

given by [Hirade 1981]
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P(0) = [” P.(r)P(r)dy (4.14)

where T' is the average E;/N, and P(y) is the probability density function (pdf)

of v given by
1
P(1)=pexp (—%) . (4.15)

Substitution of p(v) from equation (4.15) into equation (4.14) yields

1 al’ 1
P(T) > 5 (1 ~\1 +aI‘) ™ faf (4.16)

where a is the same constant as given in (4.13). It should be noted that this

approximation is valid for high signal to noise ratios.

To check the validity of the simulated system, the system performance is tested
under AWGN and Rayleigh fading channels. The results indicated in Fig. 4.8 show
good agreement with those reported in [Hirade 1981]. We can notice that a SNR
of 26 dB is needed to achieve a 10~ BER in the Rayleigh fading channel while it
is only 8 dB in the AWGN channel. In Hirade’s paper, these two figures are 25
dB and 8.5 dB for the Rayleigh and AWGN channels respectively. That is to say
Rayleigh fading has degraded the performance at this BER by nearly 18 dB. From
Figs. 4.1 and 4.8, we can conclude that both GMSK and /4-shifted~-DQPSK have

the same performance when operated under AWGN or Rayleigh fading conditions.
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GMSK Performance under Frequency Selective Fading

Time division multiple access (TDMA) is more preferred to frequency division
multiple access (FDMA) in the mobile environment because only one carrier fre-
quency is used at a time and hence no inter-modulation products are generated.
Also, in contrast to the FDMA, the TDMA system does not need complex fre-
quency synthesizers. Thus mobile units in TDMA require simpler hardware and
hence are more economical [Lee 1989]. However, TDMA systems require high
transmission rates causing intersymbol interference (ISI) in the multipath fading
channel environment. Thus, the received signal is distorted according to the trans-
mission rate which is termed frequency-selective fading. As discussed in Chapter
2, a common parameter to characterize such channels is the normalized root-
mean square (rms) delay spread which will be denoted by the symbol u. Here, the
normalization is to the symbol rate 1/T where T is the symbol duration. In the fre-
quency domain, the coherence bandwidth of the channel is defined as the reciprocal
of the multipath delay spread of the channel. When the transmission bandwidth
is larger than the coherence bandwidth of the channel, frequency-selective fading

occurs.

Figure 4.9 shows the probability of error performance for both the MSK and

the GMSK systems for u = 0.1, 0.2 and 0.3. We notice that the BER increases
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as u increases which is expected. It is known that the MSK system outperforms
the GMSK in terms of BER when the communication channel is assumed to be
AWGN or a non-selective fading channel. However, we notice that the GMSK
system has a lower BER than the MSK system when the channel is assumed to
be a frequency-selective fading channel. This is a surprising result but might be
explained in the following manner. The GMSK system transmission bandwidth is
less than that of the MSK system and hence it is expected to suffer less from the

limited coherence bandwidth.

For the case of u = 0.2, we notice that there is a slight difference between
the MSK and the GMSK system for very low values of E,/Np and then both
curves decrease linearly until E;/Np ~ 14 dB and then the curves reach to what is
called the irreducible bit error rate (IBER) at about 23 dB with the GMSK having
a lower IBER (25 * 10~%) than the MSK system (3 * 10~2). This is explained as
follows. The two dominant factors contributing to decision errors in the frequency-
selective fading environment are the AWGN and the ISI. For small values of E,/Ns,
the effect of the additive white Gaussian noise is the dominant compared to the
distortions caused by the ISI. Thus, as the value of E;/Nj is increased, the BER
is decreased until the distortions caused by ISI become dominant. When the ISI
effect is dominant, increasing E;/No even to infinity (noise{ree case) will not

result in an error—free transmission but rather the system BER will reach to what
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is called the IBER. Taking the case of u = 0.1 as an example, we notice that the

IBER of GMSK is 8 x 10~3 which is slightly higher than the 7 [4-shifted-DQPSK

performance (7 x 10-3).

It is clear that the frequency-selective fading channel imposes a limit on the
transmission rate in order to achieve a certain BER. For the case of u = 0.1 the
IBER for the MSK is about 9 x 10~3 which agrees with what is reported in [Justin
1989} [10~?] while it is about 8 x 10~2 for the GMSK. When u = 0.2, the IBER is
about 3 x 10~2 for the MSK and about 2.5 x 10~2 for the GMSK. The value of u
can be determined according to the desired BER. Since the rms delay spread is a

channel characteristic, what is left to be changed is the transmission rate.

It is quite obvious from Fig. 4.9 that none of the systems has a reasonably
acceptable performance. It has been found that in case of frequency selective

fading channels, the use of adaptive equalization is inevitable [Justin 1989].

The aforementioned 5-tap linear equalizer is used here to alleviate the ISI
effect. Fig. 4.10 shows the performance of the equalized GMSK when u is set
to 0.1. The unequalized performance is shown for comparison. We notice that
the irreducible error rate has dropped from 8 x 10~3 to 2 x 10-4 by means of
equalization. The irreducible error is due to the fact that the channel is changing

in a random manner and hence the equalizer tap gains are always changing.
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It is to be noted that the rms delay spread u can be controlled by the system
designer through the bit rate. It might appear that u should be made as small as
possible in order to lower thé BER. However, reducing u will result in lowering the
transmission rate and hence reducing the communication efficiency. Choosing the
proper value for u is the designer task which is a compromise between the required

BER and the transmission rate.

4.5 QAM Systems

QAM systems can be viewed as a combination of amplitude shift keying (ASK)
and phase shift keying (PSK) systems. An attractive feature of these systems
is their being spectrally efficient and hence requiring less bandwidth which is a

desirable feature in mobile communication systems [Lee 1989].

The simulation system under consideration is shown in Fig. 4.11. The data
source generates data in a random manner using a pseudo-noise (PN) generator.
The modulator puts the data in a format suitable for transmission via the com-
munication channel. The modulator combines every four bits in one symbol and
a vector is chosen for transmission according to the signal constellation which is

shown previously for both the square QAM and the star QAM (SQAM) in Figures
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3.18 and 3.21, respectively. The channel affects the transmitted vector as described

before.

The demodulation process is the opposite to that of modulation. Let the trans-
mitted vector be denoted by 3; and the received vector denoted by 7. According
to the maximum likelihood receiver, the demodulator, after receiving 7, calculates
the distance d(F,3;) = |[F — ;|| for the whole possibly transmitted vectors. A
decision is made in favor of 5; that gives the minimum distance. The procedure
is termed the slicing process. Received bits and transmitted bits are compared to

calculate the BER [Sclar 1988].

Note that, since we use base-band representation in the simulation process,
both modulators and demodulators are omitted and the pass-band channel is

replaced by its base-band equivalent.

Noise Performance of QAM Systems

The probability of error for the M-ary QAM system under AWGN channel is

equal to [Proakis 1989)

Pu=1-(1-Ps) (4.17)
where
1 3 1 \¥2
Pm = (1 - \/—7) erfc [(M — 15’740) ] (4.18)
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in which 7y, is the average signal-to-noise ratio SNR per symbol.

There are different types of QAM systems which are discussed previously in
Chapter 3. These include square QAM which will be denoted simply QAM, dif-
ferential square QAM (DQAM), star QAM (SQAM) and differential star QAM
(DSQAM). The ratio between the outer ring and the inner ring in the SQAM
system has an optimum value of 1.8 and the system will be denoted optimum
star QAM (OSQAM) [Adachi]. Fig 4.12 shows the performance of QAM, DQAM,
SQAM, DSQAM and OSQAM under an additive white Gaussian noise (AWGN)
channel. The performance of the QAM system is compared with the one reported
in [Proakis 1989] and shows good agreement. To get a BER of 10-3, 11.5 dB is
needed in the simulation and about 11.8 dB in Proakis. As expected, the perfor-
mance of the SQAM is worse than the QAM but it has the advantage of simpler
receiver structure [Adachi]. At 12 dB, for example, the BER for QAM is 3 x 10-*
while it is 4 x 10~2 for SQAM. Also, we notice that the diflferential systems are
worse than conventional systems due to error propagation. We notice that the
BER for the DQAM at 12 dB is 5 x 10~* while it is 3 x 10~* for QAM. How-
ever, by the differential encoding of transmitted data, the phase ambiguity at the

receiver can be resolved.
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A major obstacle of QAM systems is that the transmitted signal does not have
a constant envelope. When such a signal passes through a non-linear amplifier that
has both AM/AM and AM/PM distortions, the system performance is degraded.
The four-parameter formula which was discussed earlier in Section 2.4.3 is used to
model both the magnitude non-linearity (AM/AM) and the phase non-linearity
(AM/PM). A common parameter to measure the performance of systems amplified
by such non-linear amplifiers is the backoff from saturation as mentioned in Section
2.4.3. When the backoff is large, the system will be in the linear region and when
the backoff is small, the system will be operating in the non-linear region and

considerable degradation in the system performance is expected [Ghorban 1986).

Figure 4.13 shows the performance of the QAM, DQAM, SQAM and DSQAM
systems in the form of BER versus backoff from the saturation point and with
Ey/Np as a parameter. Fig. 4.14 shows the performance of the aforementioned
systems in the form of BER versus E,/N, with the backoff from saturation as a
parameter. Looking at these figures we can see that at a certain /Ny, the bit
error rate (BER) decreases almost linearly when the backoff from saturation is
increased. We also notice that at a certain backoff from saturation, the difference
in performance between the differential and conventional systems is apparent only
at high values of Ey/Np. Table 4.1 shows the required E,/N, to achieve a BER of

103 for different backoff values.
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Saturation System
backoff | QAM | DQAM | SQAM | DSQAM
2 14.9 15.1 18.1 18.3
5 13.3 13.5 16.2 16.75 | Ey/Ny
7 124 12.6 14.1 14.4
9 11.6 11.7 13.3 13.5

Table 4.1 Different E, /N, values to achieve a BER of

103 for different saturation backoff values

With reference to Fig. 4.8, we can see that the required value of E,/Ny for
GMSK system to achieve the 1073 is about 8 dB. Note that what is required for
different QAM systems with a variety of nonlinearities (as in Table 4.1) ranges from
11.6 dB (for QAM - Sat. Backoff = 9) to 18.3 dB (for DSQAM - Sat. Backoff
= 2). In other words, as far as nonlinearities are concerned, GMSK is superior to
QAM systems by 3.6 - 10.3 dB. Note that system nonlinearities are known to the
system designer and therefore, a prediction of the performance can be obtained

with a great deal of accuracy.

Optimum SQAM Ring Ratio with Nonlinearities

As mentioned earlier, the optimum value for the ratio between the outer ring
and the inner ring in the case of SQAM is found to be consistent at 1.8. Fig. 4.15
shows the performance of the SQAM as a function of the ratio between the outer

and the inner ring and with the backoff from saturation as a parameter. We notice
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that as the backoff from saturation is decreased, the optimum ratio value increases.
Fig. 4.16 shows the SQAM performance at a certain backoff for different Ey/Ny
values. We notice that there is a different optimum ratio at different backoff values.
For example, when the backoff is 8 dB, the optimum ratio value is 2.1. Table 4.2
shows the optimum ratios for different saturation backoff values. Looking at such

a table, the system designer can choose the optimum ratio when the backoff value

is known.
Saturation backoff (dB) | Optimum ratio
4 2.61
5 247
6 2.35
7 2.25
8 2.13
9 2.00

Table 4.2 Optimum ratio for different saturation backoff values.

QAM under Rayleigh Fading

Also, the effect of non-linear amplification on the four aforementioned systems
when the channel is assumed to be a Rayleigh fading channel is investigated. Figs.
4.17 and 4.18 show the performance as a function of E;/N, for two different backofF
values. We notice that the performance of the differential system is much more

affected than conventional ones. This is expected since coherent demodulation was

employed.
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Let us take the case for which the backoff is 7 dB (Fig. 4.17). as an example. We
see that there is a difference of about 2 dB between conventional and differential
QAM at large Ey/Np values. We notice also that when E,/N, = 20 dB, the
BER for the SQAM system is 3 x 10~2 while it is 6 x 10~2 for the QAM system.
This suggests using some performance enhancing techniques like equalization or

diversity reception in order to achieve lower acceptable BER values.

QAM Under Frequency Selective Fading

What is left to be investigated is the performance of the QAM systems under
frequency-selective fading. The normalized rms delay spread (u) is the dominant
factor in determining the distortion level in a frequency-selective fading channel.
Figs. 4.19 and 4.20 show the performance of the four QAM types (QAM, DQAM,
SQAM, DSQAM) under a frequency-selective channel for two different values of
the normalized rms delay spread (u) of 0.06 and 0.1, respectively. As noticed in
the GMSK system, the bit error rate (BER) decreases linearly for small values
of Ey/Ny where the additive white Gaussian (AWGN) is the dominant distortion
cause. However, for large E}, /Ny values, the ISI caused by the channel is dominant
and hence increasing E,/Np will not reduce the error but the curve will reach to
what is called the irreducible error rate. We notice also that when u = 0.06, which

is a small value, the irreducible error rate is about 9 x 103 for the QAM which is
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a high value. When u = 0.1, the irreducible error rate reported in [Justin 1989] is
2x10~2. The simulation result is so close to this figure. This mandates the need for

a channel equalizer to reduce the effect of the ISI caused by the frequency-selective

fading. We consider equalization later.

Fig. 4.21 shows the effect of non-linear amplification on the performance of the
QAM system when operating under a frequency-selective fading channel. For the
QAM with u = 0.06 we recall that the irreducible error rate was 9 x 1073, From
Fig. 4.21 we see that this value becomes 10~2 for a 7 dB backoff and 2 x 10™?
for a 3 dB backoff. Figs. 4.22 and 4.23 show the performance of the DQAM and
DSQAM, respectively operating under the same conditions. The irreducible error
rate for the DSQAM is 3 x 10~2 while it is 4 x 10~2 when the signal is non-linearly
amplified with a 5 dB backoff from saturation. Hence, we see that the ISI is still

the dominant factor in determining the irreducible error rate.

To reduce the effect of the IS, a linear 9-taps transversal equalizer is used for

the four systems. The equalizer considered here is similar to the one described in

the Section 4.3.

Figures 4.24, 4.25, 4.26 and 4.27 show the performance of the DAM, DQAM,
SQAM and DSQAM, respectively, operating through a frequency-selective fading

channel, amplified by a non-linear amplifier and with the aforerentioned equalizer
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employed. The unequalized performance is also shown for comparison. Consider-
ing the QAM system, we see that at a backoff of 7 dB the irreducible error rate
drops from 3 x 10~2 when no equalization is employed to 6 x10~* with equalization.
Similarly, the figure drops considerably for the DQAM, SQAM and DSQAM sys-
tems. The performance might even be enhanced further by using more advanced
equalization techniques like the decision feedback equalizer (DFE) or more accu-
rate adaptive schemes [Haykin 1988, Proakis 1989]. Fractionally spaced equalizers
adapting according to Kalmn algorithm were reported to be eflicient when the
channel is modeled as a multipath channel but they are still limited by the fade
rate. However, this will be at the expense of increasing the system complexity. We
notice that there is still an irreducible error even with the equalization employed.
This can be explained as follows. The channel is not deterministic but rather it
is a time-varying channel and hence the ISI characteristic is not constant. When
the channel is deterministic, the training sequence transmitted initially is enough
to determine the induced ISI and hence can be eliminated completely. However,
when the channel is random in nature, the equalization efficiency will depend on

the speed of change of the channel.
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4.6 Summary

The GMSK and the = /4-shifted~DQPSK are currently used in mobile com-
munication systems in both Europe and North America, respectively. The QAM
system is being investigated because of its bandwidth efficiency for higher trans-
mission rate. The performance of the GMSK, 16 QAM (square, star and differ-
ential) and 7/4-DQPSK systems are investigated under AWGN, Rayleigh fad-
ing and frequency-selective fading e conditions. The GMSK performance under
frequency-selective fading is investigated with the normalized rms delay spread as
a parameter. We noticed that the GMSK outperforms the MSK system in terms

of BER in a frequency-selective environment.

Four types of QAM are studied. These are the square QAM (QAM), differential
square QAM(DQAM), star QAM(SQAM) and differential star QAM (DSQAM).
The performance of these systems is investigated under the three aforementioned
channels taking into consideration non-linear magnitude distortions (AM/AM)
and non-linear phase shifts (AM/PM) caused by power amplifiers operating near

the saturation region.

To alleviate the effect of the intersymbol interference (ISI) caused by the fre-
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quency selective fading, channel equalization is employed for the three systems.
The systems performance enhanced considerably but the channel effect could not
be completely eliminated due to its random characteristic. The performance of the
7 [4-shifted-DQPSK system is investigated under the same channels. To reduce

the effect of ISI, channel equalization is employed for the three systems.
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CHAPTER FIVE

CONCLUSIONS AND RECOMMENDATIONS
FOR FUTURE WORK

5.1 Conclusions

The GMSK system is chosen as the modulation scheme for the GSM system
installed in Europe while the x/4—shifted-DQPSK is chosen for the North Amer-
ican system. Due to the need to transmit higher data rates in addition to voice,
new modulation schemes with a more efficient bandwidth like the 16~QAM are
being proposed. In this thesis, the performance of GMSK, r/4-shifted~-DQPSK
and 16-QAM modulation schemes are investigated under AWGN, Rayleigh fading
and frequency selective fading channels. Moreover, the effects of non-linearity on

the QAM (non-constant envelope) systems are studied.

New implementation for the GMSK receiver structure is proposed where Gaus-
sian filters are inserted in each branch of the parallel type modulator. The system
performance is found to be comparable in terms of bit error rate (BER) with the
system proposed by [Hirade 1981] in case of AWGN and Rayleigh fading channels.
However, the new system is more spectrally efficient than Hirade’s system. Out of

band attenuation has an extra 15 dB.

132
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Since QAM systems use signals with a non-constant envelope, their perfor-
mance is known to degrade when non-linear power amplifiers are employed. It is
clear from Fig. 4.24 that to reach a certain irreducible bit error rate (IBER), the
power amplifier operating point has to be restricted to a certain value and only
increasing the power will not result in a lower IBER. When the backoff is 7 dB, the
IBER is 4 x 10~* while it is 7 x 10~ when the backoff is only 5 dB under frequency
selective fading with equalization employed. The effect of the power amplifier’s
non-linearity on the optimum ring ratio in the star QAM case is investigated too.
It is found that the optimum ratio is a function of the location of the operating
point and there is a different optimum ratio at each operating point. Therefore,
the ring ratio has to be chosen by the system designer according to the operat-
ing point. As expected, the performance of the Star QAM system is worse than

conventional QAM system. However, its receiver structure is simpler.

The x/4-shifted-DQPSK performance is investigated too. The differential en-
coding of data gives the receiver robustness against phase ambiguity but results in
higher BER when coherent demodulation is used due to error propagation. The
= [4-shifted-DQPSK is found of a very close performance to that of the GMSK
under the variety of channel impairments considered: AWGN, Rayleigh and fre-

quency selective fading.
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The performance of each of the three systems is investigated under frequency
selective fading. It is found here that the use of equalization is inevitable if the
mobile channel involves frequency selective fading for any of the systems consid-
ered. In this thesis, linear adaptive equalization is employed. Fig. 5.1 shows
the performance of the three systems under a frequency selective fading channel
when a 5-tap linear equalizer is used. Equalization enhances the performance from
8 x 1073 to 2 x 10~* in both the 7 /4-shifted~-DQPSK and the GMSK. We notice
that the QAM system has the highest IBER (5 x 10~*). One way to lower this
IBER is to reduce the normalized rms delay spread by lowering the transmission
rate. If we choose to keep the same rate, then an extra 3 dB should be paid to
get to a BER of 102 compared to the 7/4-shifted-DQPSK system. Fig. 5.1
shows the performance of the 16-QAM system after decreasing the transmission
rate (u = .06). We notice that IBER drops to about 2 x 1074, At this transmis-
sion rate, QAM performance is comparable with the other two systems but the
system spectral efficiency is decreased. Lowering the rms delay spread from .1 to
.06 means that only 20% spectral efficiency over QPSK systems is gained by intro-
ducing QAM modulation. We should not forget that the system is also vulnerable
to non-linearity. In practical systems the power amplifier’s operating point will be
near saturation to get high power efficiency. This suggests that some linearization

techniques should be employed to alleviate the effect of non-linearity.
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5.2 Recommendations for Future Work

In this thesis computer simulation programs are used to evaluate the systems

performance. Future work can include the following:

1. Other equalization techniques like the decision feedback equalizers and the
fractionally spaced equalizers can be studied to enhance the performance

further.

2. The effect of other performance enhancing techniques like diversity reception

and coding can be studied.

3. New simple and efficient linearization techniques of power amplifiers can be

proposed.

4. Other fading channel types like the non-Gaussian channel for the Rician

fading channel effect on the systems can be studied.

5. The systems can be implemented experimentally and tested at different

transmission rates.
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APPENDIX A

SAMPLE PROGRAM
DIFFERENTIAL 16-QAM

MWAAAS AR S AR AR LE LI AR R g L R R R R R o A Y gy

*** B( ) :GENERATED BITS ,BB () ENCODED BITS

*** Q( ) :RCIEVED BITS ,RBB() DECODED BITS

***U(): DECISION VARIABLE

*** §( ) : SENT DATA VECTOR

**NR :#SENT BITS

**JV :# TAPS IN THE EQUALISER

***MS : # POINTS BETWEEN THE ORIGION & THE SATURATION POIN
*** C1(),C2 (): TAP GAINS USED TO REPRESENT THE FREQUENCY
SELECTIVE CHANNEL

PARAMETER(NN =40,MM =25000.JV = 5)

REAL MAG(MM),PHASE(MM).PI

INTEGER NR,B(100000),Q(100000),L(25010).BB(100000),RBB(100000

REAL R(100000),GAUS1(25000),GAUS2(25000),PB(500),N0,GGAUS |
+ (25000),GGAUS2(25000),NNO,COUNT(500),ES,ES2,MIN XX2(20)
+ ,RALY1(25100),RALY2(25100), ALPHA(25000),RALY3(25100)
COMPLEX X(20),RR(25000),U(20).5(25010) .XX(20).CC(JV)

+ V(9),VC(9),ER,R1(25000),QX1

EXTERNAL FF,PSI

***DELTA IS USED IN THE EQUALISER
Pl=4"ATAN(1.)

DELTA = .01

ZERO=0

NNR=NR/4

MS =30

PRNEAP AN AP O U RAN PPN O R R A S b b - bbb bl b abblbadibs bbbttt htbabval

DO 238 KY=10,12,2
"**INITIALISE THE EQUALISER TAPS

DO 113 KC=1,JV
V(KC)=CMPLX(ZERQ.ZERO)
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113 CC(KC)=CMPLX(ZERO.ZERO)

C =(REAL(KY)/REAL(MS)*(.5**.5))/3.

R A2 2222 22 2R3 222 X222 RR2R2ad]

***TO GET 3,5,7 OFFSET D.B
C =.1668644216

C=.1325451

C=.1052843

WhEhOrohrhb kb hhhhhhhhhhhehnde

***16QAM SIGNAL COSTELLATION

X(11)=CMPLX(-3*C, +3*C)

X(10) = CMPLX(-3*C,+ 1*C)
X(9)=CMPLX(-C, +3°C)
X(8)=CMPLX(-C.C)
X(15)=CMPLX(3*C,3*C)

X(13) =CMPLX(3*C,C)
X(14)=CMPLX(C, +3°C)
X(12)=CMPLX(C,C)
X(3)=CMPLX(-3*C,-3"C)
X(1)=CMPLX(-3*C,-1*C)
X(2)=CMPLX(-C,-3*C)

X(16) = CMPLX(-C,-C)
X(7)=CMPLX(3*C,-3°C)

X(6) =CMPLX(3*C,-C)
X(5)=CMPLX(C,-3*C)
X(4)=CMPLX(C,-C)

ES1=((2.*.5°C)) **2.
ES2=(18."*.5'C)**2.
ES3=((10.**.5"C))**2.

ES=(ES1+ES2 +2.°ES3)/A.

***INCLUDE THE EFFECT OF THE POWER AMPLIFIER
***FF() IS THE MAGNITUDE NON-LINEARITY
***pS|( )IS THE PHASE NON-LINEARITY

DO 887 KV=1,16 -

AMPL =CABS( X(KV))

AMPL= FF(AMPL)

PHS = ANGL( REAL( X(KV) ) . AIMAG( X(KV) ) )
PHS =PHS + PSI(AMPL)

RL=AMPL*COS(PHS)

XM =AMPL*SIN(PHS)

138
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XX(KV)=CMPLX(RL,XIM)
887 CONTINUE

*****GENERATE A RANDOM VARIABLE BETWWEN 0 AND 1

*****CONVERT IT TO BIT

CALL RNUN(NR,R)
DO 100 1=1,NR

IF (R(1).GT.0.5)THEN
B(l)=1

ELSE

B(1)=0

ENDIF

100 CONTINUE
BB(1)=B(1)
BB(2)=B(2)
BB(3)=8(3)
BB(4)=B(4)

****+ ENCOD THE DATA
DO 51 1=1,NR/4
IF(1.EQ.1 ) GOTO 51
BB(1+2) =B(I +2)
BB(1+3) =B(l+3)

RRAEER ARSI RN ARNCAPI N AR S bbb bbb b b hhbdew bR b s sd s LA A X1 Ld ]

IF(B(1).EQ.0.AND.B(l + 1).EQ.0.AND.BB(1-4).£Q.0.AND.
+ BB(I-3).EQ.0) THEN

BB(l)=0

BB(I+1)=1

ENDIF

IF(B(1).EQ.0.AND.B(I -+ 1).EQ.0.AND.BB(I-4).EQ.0.AND.
+ BB(I-3).EQ.1) THEN

BB(l)=1

BB(I+1)=1

ENDIF

IF(B(1).EQ.0.AND.B(1 + 1).EQ.0.AND.BB(1-4).EQ.1.AND.
+ BB(I-3).EQ.0) THEN

BB(l)=0

BB(I+1)=0

ENDIF
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IF(B(1).EQ.0.AND.B(I + 1).EQ.0.AND.BB(I-4).EQ.1.AND.

+ BB(I-3).EQ.1) THEN.
BB(l)=1

BB(I+1)=0

ENDIF

IF(B(1).EQ.0.AND.B(I + 1).EQ.1.AND.BB(I-4).EQ.0.AND.

+ BB(I-3).EQ.1) THEN
BB()=0

BB(I+1)=0

ENDIF

IF(B(1).EQ.0.AND.B(! + 1).EQ.1.AND.BB(I-4).EQ.0.AND.

+ BB(1-3).EQ.1) THEN
BB(l)=0

BB(I+1)=1

ENDIF

IF(B(1).EQ.0.AND.B(I+ 1).EQ.1.AND.BB(I-4).EQ.1.AND.

+ BB(I-3).EQ.0) THEN
BB(l)=1

BB(I+1)=0

ENDIF

IF(B(1).EQ.0.AND.B(l + 1).EQ.1.AND.BB(I-4).EQ.1.AND.

+ BB(I-3).EQ.1) THEN
BB(l)=1

BB(1+1)=1

ENDIF

IF(B(1).EQ.1.AND.B(I+ 1).EQ.0.AND.BB(I-4).EQ.0.AND.

+ BB(1-3).EQ.0) THEN
BB(l)=1

BB(I+1)=1

ENDIF

IF(B(I).EQ.1.AND.B(I - 1).EQ.0.AND.BB(I-4).EQ.0.AND.

+ BB(1-3).EQ.1) THEN
BB(l)=1

BB(1+1)=0

ENDIF

IF(B(1).EQ.1.AND.B(I + 1).EQ.0.AND.BB(I-4).EQ.1.AND.
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+ BB(I-3).£Q.0) THEN
BB(l) =0

BB(I+1)=1

ENDIF

IF(B(1).EQ.1.AND.B(I + 1).EQ.0.AND.BB(1-4).EQ.1.AND.

+ BB(I-3).EQ.1) THEN
BB(l)=0

BB(1+1)=0

ENDIF

IF(B(1).EQ.1.AND.B(I + 1).EQ.1.AND.BB(1-4).EQ.0.AND.

+ BB(I-3).EQ.0) THEN
BB(l)=1

BB(I+1)=0

ENDIF

IF(B(1).EQ.1.AND.B(l + 1).EQ.1.AND.BB(I-4).EQ.0.AND.

+ BB(!-3).EQ.1) THEN
BB(l)=0

BB(I+1)=0

ENDIF

IF(B(1).EQ.1.AND.B(l + 1).EQ.1.AND.BB(I-4).EQ.1.AND.
+ BB(1-3).EQ.0) THEN

BB(l)=1

BB(I+1)=1

ENDIF

IF(B(1).EQ.1.AND.B(I +1).EQ.1.AND.BB(I-4).EQ.1.AND.
+ BB(1-3).EQ.1) THEN

BB(1)=0

BB(1+1)=1

ENDIF

51 CONTINUE

PIRACE PSP U I e PRI R RV S Ik b bbb bdd b bbbl I bt bbb brd

*** INITALISE THE VECTORS BY CONVERTING THEIR BINARY BIT

“** 16 REPRESENTS 0000
*** CONVERT EVERY 4 BITS TO VECTOR

K=0

141
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DO 200 I=1,NR 4
K=K+1

J=BB(1+3) + BB(I+2)*2+BB(I + 1)*4+ BB(I)*8
IF(J.EQ.0)THEN

S(K)=XX(16)

ELSE

S(K) =XX(J)
ENDIF

200 CONTINUE

ﬁtﬁittﬂ..ti'ﬁt.t*i"iﬂtit.titﬁttti.itiiiﬁ.ﬁ‘itti CORANRNNA L

“*NOW S(K) REPRESENTS A COMPLEX VECTOR ACCORDING TO THE DATA
**WITH NEW AMPL. AND PHASE ACCORDING TO POWER AMPL

""GENERATE GAUSSIAN RANDOM VARIABLES TO BE USED IN THE CHANNE
ISEED =25678

CALL RNNOA(NNR,RALY3)
ISEED =8743

CALL RNNOA(NNR,RALY1)
ISEED =9867

CALL RNNOA(NNR,RALY2)
DO 534 KJI=1,NNR

534 ALPHA(KJI) = ( ABS( RALY1(KJI))**2. + ABS(RALY2(KJI))**2.)**.5

“GENERATE 2 INDEPENDENT GAUSS RANDOM VAR : GAUS1 AND GAUS2
ISEED = 123456 ‘

NNR=NR/4 ’

CALL RNNOA(NNR,GAUS1)

ISEED =45876

CALL RNNOA(NNR,GAUS2)

*** CALCULATE TH EENERGY/BIT
EB=ES/4. .

DO 511 1Z=11,11
NO=(ES)/(10.**(REAL(1Z)/10.) )

"* ADJUST THE VARIANCE OF THE NOISE
DO 19 1=1,NR/4

GGAUS1(I) =(N0/2.0)**.50* GAUS1(!)
GGAUS2(I) =(N0/2.0)**.50* GAUS2(l)

19  CONTINUE
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**RR IS A COMPLEX VECTOR REPRESNTING THE RECIEVED SIGNAL

- DO 400 1=1,NR/4

RR(l)=ALPHA(l)*S(l) + CMPLX(GGAUS1(l),GGAUS2(l))

IF( MOD(MH,300).NE.O) THEN
READ(5,12) C1(1),C2(1)
ELSE

Ci(l)=C1(i-1)
C2(l)=C2(I-1)
ENDIF

IF( 1.GT.3) THEN

RR(I)=RR(1)+( C1(1)*S(I-1) + C2(1)*S(1-2) )
ELSE

RR(1)=5(1)

ENDIF

400 CONTINUE

SUM=0

DO 404 1=3,NR/4
Oﬁﬁibﬁtﬁﬂﬁﬁﬁiﬁb&iﬁﬁﬁﬁlﬁQiEQUALIZWER

V(1)=RR(1-2)

V(2)=RR(I-1)

V(3) =RR(l)

V(4)=RR(l+ 1)

V(5)=RR( +2)

QX1=0

DO 978 KA=1,JV

978  QX1=QX1+CC(KA)*V(KA)

** NOW WE FIND RR IS CLOSEST TO WHICH X
** L WILL REPRESNT THE CLLOSEST VECTOR #
MIN=1E6
DO 500 KJ=1,16
U(KJ) = QX1-XX(KJ)
ZX=CABS(U(KJ))
IF(ZX.LT.MIN)THEN
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MIN=2X
L) =KJ
ENDIF
500 CONTINUE
** CALCULAT THE ERR
IF(1.LT.10000) THEN
ER =S(l)- QX1
ELSE
ER=XX( L(l) ) - QX1
ENDIF
** UPDATE THE COFF
DO 979 KA=1,4V
REV =REAL( V(KA))
AMV =AIMAG( V(KA))*(-1)
VC(KA) = CMPLX(REV,AMV)

979 CC(KA)=CC(KA)+DELTA“ER*VC(KA)
SUM=SUM+CABS(ER)
SUM2=SUM/REAL(l)

RERRP RGN KRR A AP AP ISk b bR b s s d

404 CONTINUE

***  NOW WE CONVERT THE VECTORS TO BITS AND STORE IT IN Q( )
K=0

DO 600 1= 1,NR 4

K=K+1

IF (L(K).EQ.16)THEN

Q=0

Q(I+1)=0

Q(I+2)=0

Q(I+3)=0

ELSE

‘THE VECTOR{L() REPRESENTS THE BITS SO WE CONVERT FROM DECIMA
***  TO BINARY

Q(t1+3)=MOD(L(K),2)
K1=L(K)/2
Q(I+2)=MOD(K1,2)
K2=K1/2
Q(I+1)=MOD(K2,2)
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K3=K2/2
Q(l) =MOD(K3,2)
ENDIF

600 CONTINUE
*** DECODE THE REECIVED BITS

RBB(1)=B(1)
RBB(2)=B(2)
RBB(3) =B(3)
RBB(4)=B(4)

DO 52 1=1,NR,4
RBB(1+2)=Q(1 +2)
RBB(l+3)=Q(1+3)
IF (1LEQ.1 ) GOTO 52

IF(Q(1).EQ.0.AND.Q(I+ 1).EQ.1.AND.Q(I-4).EQ.0.AND.
+Q(I-3).EQ.0) THEN

RBB(I)=0

RBB(l+1)=0

ENDIF

IF(Q(1).EQ.1.AND.Q(I +1).EQ.1.AND.Q(I-4).EQ.0.AND.
+Q(I-3).EQ.1)THEN

RBB(l)=0

RBB(I+1)=0

ENDIF

IF(Q(1).EQ.0.AND.Q(i + 1).EQ.0.AND.Q(I-4).EQ.1.AND.
+Q(1-3).EQ.0)THEN

RBB(1)=0

RBB(I+1)=0

ENDIF

IF(Q(I).EQ.1.AND.Q(I + 1).EQ.0.AND.Q(I-4).EQ.1.AND.
+Q(1-3).EQ.1)THEN

RBB(l)=0

RBB(l+1)=0

ENDIF

IF(Q(1).EQ.0.AND.Q(I + 1).EQ.0.AND.Q(I-4).EQ.0.AND.
+Q(I-3).EQ.0)THEN

RBB(l)=0

RB88(I-+1)=1
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ENDIF

IF(Q(I).EQ.0.AND.Q(I + 1).EQ.1.AND.Q(I-4).EQ.0.AND.

+Q(l-3).EQ.1)THEN
RBB(l)=0
RBB(I+1)=1
ENDIF

IF(Q(1).EQ.1.AND.Q(l + 1).EQ.0.AND.Q(I-4).EQ.1.AND.

+Q(1-3).EQ.0) THEN
RBB(l) =0
RBB(I+1)=1
ENDIF

IF(Q(I).EQ.1.AND.Q(1 + 1).EQ.1.AND.Q(I-4).EQ.1.AND.

+Q(1-3).EQ.1)THEN
RBB(l)=0
RBB(I+1)=1
ENDIF

IF(Q(I).EQ.1.AND.Q(I + 1).EQ.1.AND.Q(I-4).EQ.0.AND.

+Q(1-3).EQ.0)THEN
RBB(l)=1
RBB(I+1)=0
ENDIF

IF(Q(1).EQ.1.AND.Q(1 + 1).EQ.0.AND.Q(I-4).EQ.0.AND.

+Q(l-3).EQ.1)THEN
RBB(l)=1
RBB(I+ 1) =0
ENDIF

IF(Q(1).EQ.0.AND.Q(I + 1).EQ.1.AND Q(1-4).EQ.1.AND.
+Q(I-3).EQ.0)THEN

RBB(l) =1

RBB(I+1)=0

ENDIF

IF(Q(1).EQ.0.AND.Q(I + 1).EQ.0.AND.Q(1-4).EQ.1.AND.

+Q(1-3).EQ.1)THEN
RBB(l)=1
RBB(l+1)=0
ENDIF
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IF(Q(1).EQ.1.AND.Q(1 + 1).EQ.0.AND.Q(I-4).EQ.0.AND.
+Q(I-3).EQ.0)THEN

RBB(l)=1

RBB(I+1)=1

ENDIF

IF(Q(1).EQ.0.AND.Q(I + 1).EQ.0.AND.Q(I-4).EQ.0.AND.
+Q(1-3).EQ.1)THEN

RBB(l)=1

RBB(I+1)=1

ENDIF

IF(Q(1).EQ.1.AND.Q(l + 1).EQ.1.AND.Q(1-4).EQ.1.AND.
+Q(1-3).EQ.0)THEN

RBB(l)=1

RBB(I+1)=1

ENDIF

IF(Q(1).EQ.0.AND.Q(l + 1).EQ.1.AND.Q(I-4).EQ.1.AND.
+Q(I-3).EQ.1)THEN

RBB(I) =1

RBB(I+1)=1

ENDIF

52 CONTINUE

**NOW WE COMPARE THE SENT BITS B() WITH RECIVED ONES RBB()
KKK =0

COUNT(I1)=0

CCC=0

“* COUNT() IS THE TOTAL ERROR RATE
** CCC IS THE ERROR RATE AFTER EQUALISER TRAINING FINISH

DO 700 |=1,NR 4

KKK =KKK +1

IF(B(1).NE.RBB(1).OR. B(I + 1).NE.RBB(I -+ 1).0R.B(l -+ 3).NE.
+ RBB(I+3).0R.B(l +2).NE.RBB(I +2) ) THEN
COUNT(l)=COUNT(Il) + 1.

IF(1.LT.4000) GOTO 700

CCC=CCC +1.

ENDIF
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700 CONTINUE

ERR = CCC/(REAL(1)/4.-1000)

*** CONVERT THE SYMBOL ERROR RATE TO BER
ERR = ERR/A.

TT = (COUNT(I1))/(REAL(NR)/4.)

XXX =20.*LOG10( (.5)**.5/(3°C))
WRITE(13,*)XXX,ERR

511 CONTINUE

238 CONTINUE

STOP
END

REAL FUNCTION FF(ZR)
REAL ZR,X1,X2,X3,X4
X1=8.1081

X2=1.5413

X3 =6.5202

X4=-0718
FF=X1*(ZR**X2)/(1+ X3*ZR**X2)
FF=FF+X4'ZR

RETURN

END

REAL FUNCTION PSKZR)

Y1=4.6645

Y2=2.0965

Y3=10.88

Y4=-.003

PSI=Y1°ZR**Y2/(1.4+ Y3"ZR**Y2) -+ Y4*ZRR
RETURN

END

REAL FUNCTION ANGL(XC.YC)
Pl=4."ATAN(1.)

ANGL =ATAN(YC/XC)

IF(XC.LT.0.AND.YC.GT.0) ANGL = ANGL +PI
{F(XC.LT.0.AND.YC.LT.0) ANGL. = ANGL-PI
RETURN

END

SAMPEL PROGRAM
(P1/4)-DQPSK
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AREEAR AR A RARAFINRRRNANR SIS R R AP AN RN S AL LA A S d bbb b ded kNt

*+* B( ) GENERATED BITS

*** RB( ) RECIEVED BITS

***U() DECISION VARIABLE

***S() SENT VECTOR

*** RR() RECEIVED VECTOR

*** pB() THEORITICAL BIT ERR

**NR # BITS TO BE TRANSMITED

*** C1(),C2( ): TAP GAIN COFFICIENTS TO BE USED IN THE
FREQUENCY-SELECTIVE FADING CHANNEL

PARAMETER(NN =25100,MM =50010.JV =5)

INTEGER NR ,B(MM),RB(MM),L(NN)

REAL GAUS1(NN),GAUS2(NN),PB(500),N0,GGAUS1
+ (NN),GGAUS2(NN),NN0,COUNT(100),ES,MIN,ANGLL(10),RPHASE(NN)
+,RALY1(NN),RALY2(NN),ALPHA(NN).A(10).PHASE(NN),RALY3(NN)

COMPLEX X(20),RR(NN),U(20).S(NN).ER.V(JV).VC(JV),CC(JV).R1(NN
+ ,QX1
EXTERNAL FF,PSI

DELTA IS THE SEP SIZE IN TH EEQUALIZER
PI=4"ATAN(1)

DELTA=.01

ZERO =0

NR = 50000

NNR=NR/2

INITALISE THE VECTORS BY CONVERTING THEIR BINARY BIT
16 REPRESENTS 0000

INITIALISE THE TAP GAINS IN THE EQUALIZER
DO 113 KC=1,JV

V(KC) = CMPLX(ZERO,ZERO)

113 CC(KC)=CMPLX(ZERO,ZERO)

hhhkdbhhbbhhbhhdhkhd

C=1./(2.** 5)
THE (P1/4)-DQPSK SIGNAL CONSTEILATON
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ARk hhhthhhhhhdhhd

X(1)=CMPLX(1*C, +1°C)
X(2) = CMPLX(ZERO, +1.)
X(3)=CMPLX(-C,C)
X(4) =CMPLX(-1.,ZERO)
X(5) =CMPLX(-1.C,-1.°C)
X(6) = CMPLX(ZERO,-1.)
X(7)=CMPLX(C,-1.*C)
X(8) =CMPLX(1..ZERO)

*** GENERATE A RANDOM VARIABLE BETWWEN 0 AND 1
*** CONVERT IT TO BIT

CALL RNUN(NR,B)
DO 100 I=1,NR

IF (B(1).GT.0.5)THEN
B(l)=1

ELSE

B(1)=0

ENDIF

100 CONTINUE
KP=0

DO 109 J=1,NR,2
KP=KP +1

IF( KP.NE.1) THEN

*** CHANGE THE PHASE ACCORDING TO THE DATA

IF( B(J).EQ.1.AND.B(J + 1).EQ.1) PHASE(KP) =PHASE(KP-1) + Pl/4.
IF( B(J).EQ.1.AND.B(J + 1).EQ.0) PHASE(KP)=PHASE(KP-1)-P/4.

IF( B(J).EQ.0.AND.B(J+ 1).EQ.1) PHASE(KP) = PHASE(KP-1) +3°PI/4.
IF( B(J).EQ.0.AND.B(J + 1).EQ.0) PHASE(KP)=PHASE(KP-1)-3*PI/4.
ELSE

B(1)=1

B(2)=1

PHASE(KP) =Pi/4.

ENDIF

S(KP) = CMPLX(COS(PHASE(KP)),SIN(PHASE(KP)))
IF(PHASE(KP).GT.(2.°P1)) PHASE(KP) = PHASE(KP)-2"PI
IF(PHASE(KP).LT.(-2.'Pl)) PHASE(KP) = PHASE(KP) + 2*PI
109 CONTINUE

*** NOW S(K) REPRESENTS A COMPLEX VECTOR ACCORDING TO THE DAT
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*** GENERATE A RAYLEIGH DISRIBUTED RANDOM VARIABLE
ISEED=8743

NQ=NNR+10

CALL RNNOA(NQ,RALY1)

ISEED =76206

CALL RNNOA(NQ,RALY3)

ISEED = 9867

CALL RNNOA(NQ,RALY2)

DO 534 KJI=1,NNR
ALPHA(KJI) = (ABS(RALY1(KJ1))**2. + ABS(RALY2(KJI))**2.)** 5
534 CONTINUE

*** GENERATE 2 INDEPENDENT GAUSS RANDOM VAR : GAUS1 AND GAUS2

ISEED = 123456

CALL RNNOA(NNR,GAUS1)
ISEED = 45876

CALL RNNOA(NNR,GAUS?2)
ES=1.

EB=5ES

DO 667 1Z=20,20,2

NO = (EB)/(10.**(REAL(1Z)/10.))

***ADJUST THE NOISE VARIANCE

DO 19 IV=1,NNR
GGAUS1(IV) = (N0/2.0)**.50* GAUS1(IV)
GGAUS2(IV) = (N0/2.0)**.50" GAUS2(IV)
19 CONTINUE

** RR IS A COMPLEX VECTOR REPRESNTING THE RECIEVED SIGNAL
RR(1)=5(1)

RPHASE(1) = PI/4.

KX=0

DO 400 1=2,NNR

RR(I) = ALPHA(I) S(1) + CMPLX(GGAUS 1(1), GGAUS2(1))

IF( MOD(MH,300).NE.0) THEN

READ(5,12) C1(1).C2(f)

ELSE

c1()=C1(-1)
c2(l)=c2(i-1)
ENDIF
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IF( 1.GT.3) THEN

RR(I)=RR(I)+ ( C1(1)*S(I-1) + C2(1)*S(1+ 1) )
ELSE

RR(1) =5(1)

ENDIF

400 CONTINUE

SUM=0
DO 404 |=3,NR/4
Cﬁkﬁﬁtkitbﬁtttﬁtkﬁﬂ*ihfﬁ*.’EQUALIZWER

V(1) =RR(I-2)

V(2) =RR(I-1)

V(3)=RR(l)

V(4) =RR(1+ 1)

V(5)=RR(l +2)

QX1=0

DO 978 KA=1,JV

978 QX1=QX1+CC(KA)'V(KA)

¢ NOW WE FIND RR IS CLOSEST TO WHICH X
C L WILL REPRESNT THE CLOSEST VECTOR #

MIN = 1E6

DO 500 KJ=1,16
U(KJ) = QX 1-XX(KJ)
ZX=CABS(U(KJ))
IF(ZX.LT.MIN)THEN
MIN =2ZX
L{1)=KJ
ENDIF
500 CONTINUE
C&Qﬁb*bbih*(‘li‘t*&&ﬁ&hb T EEEE T
C CALCULAT THE ERR
IF(1.LT.10000) THEN
ER =S(l)- QX1
ELSE
ER =XX( L(1) ) - QX1
ENDIF
C UPDATE THE COFF
DO 979 KA=1,JV
REV =REAL( V(KA))
AMV = AIMAG( V(KA))*(-1)
VC(KA) =CMPLX(REV,AMV)
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979  CC(KA)=CC(KA)+ DELTAER*VC(KA)
SUM =SUM +CABS(ER)
SUM2 = SUM/REAL(l)

404 CONTINUE

*** DEMODULATE

RB(1)=1

RB(2)=1

“+* RPHSE IS THE PHASE OF THE RECEIVED SIGNAL
RPHASE(1) = ANGL(REAL(R1(1)),AIMAG(R1(1)))
IF ( RPHASE().LT.0) RPHASE(l) = RPHASE(l) -+ 2."P!
DE=RPHASE(I)-RPHASE(I-1)

IF(DE.LT.0) DE=DE +2."P|
IF(DE.GE.0.AND.DE.LT.PI/2.) THEN
RB(KX+1)=1

RB(KX +2)=1

ENDIF

IF(DE.GE.P1/(2.0).AND.DE.LT.PI/1.) THEN
RB(KX+1)=0

RB(KX +2)=1

ENDIF

IF(DE.GE.PI.AND.DE.LT.3*PI/2.) THEN
RB(KX+1)=0

RB(KX+2)=0

ENDIF

IF(DE.GE.3*P1/(2.0).AND.DE.LT.2."Pl) THEN
RB(KX+1)=1

RB(KX+2)=0

ENDIF

404 CONTINUE

DEMODULATE:

*+* NOW WE COMPARE THE SENT BITS B() WITH RECIVED ONES RB()
*** COUNT IS THE TOTAL ERROR RATE

*+ CCC IS THE ERROR RATE AFTER EQUALIZER TRAINING IS FINISHE
KKK =0

COUNT(ll)=0

ccC=0

DO 700 I=1,NR.2

KKK = KKK + 1

IF(B(1).NE.RB(1).OR. B(I+ 1).NE.RB(I -+ 1)) THEN

COUNT(I1) =COUNT(ll) + 1.

IF(1.LT.1000) GOTO 700



143

CCC=CCC+1.

ENDIF

700 CONTINUE
TT=(COUNT(ll))/(REAL(NNR))
ERR =CCC/(REAL(NNR)-500.)
WRITE(6,"1Z+10,TT

667 CONTINUE

STOP

END

REAL FUNCTION ANGL(XC,YC)
PI=4*ATAN(1.)

IF(YC.EQ.0) THEN

IF(XC.LT.0) ANGL=PI

IF(XC.GT.0) ANGL=0

ELSE

IF ( XC.EQ.0) THEN

IF(YC.GT.0) ANGL=PI/2.

IF(YC.LT.0) ANGL=-Pl/2.

ELSE

ANGL =ATAN(YC/XC)

ENDIF

ENDIF

IF(XC.LT.0.AND.YC.GT.0) ANGL =ANGL +PI
IF(XC.LT.0.AND.YC.LT.0) ANGL =ANGL-PI
RETURN

END
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