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In this dissertation, we consider multistage production systems in which the
product has an upper specification limit (USL) and a lower specification limit (LSL)
on its quality characteristic and the process deteriorates with time. That is, the
mean setting of the production process drifts continuously with time, in either the
positive (i.e. towards USL) or the negative (i.e. towards LSL) directions. This
causes more defective items to be produced with time. We study this problem for
both single and multistage production systems.

For single stage production systems, we develop a mathematical model which
finds the optimal initial mean setting of the process and the optimal production
cycle length when there are both USL and LSL on the quality characteristic of
the product. We also study the effect of the variance reduction on the total cost
of the model and conduct a sensitivity analysis to study the effect of changes in
model parameters on its solution. Moreover, we develop a model for the single stage
production system for general drift function and general probability density function
of the quality characteristic of the product.

We extend the results of the single stage to multistage production systems. We
develop a mathematical model for these systems to minimize the cost of processes

adjustments, quality, and penalty for failing to deliver demanded items on time.
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The model gives optimal initial mean settings for the processes and optimal pro-
duction cycle lengths for every process in each stage. The parameters of this model
are studied and analyzed to see their effects on the total cost by sensitivity analy-
sis. We also study the effects of the variance of the process at every stage on the
expected total cost per good item for the above model. We extend the multistage
model to incorporate the work in process (WIP) inventory between stages and the
maintenance of the stages through the reduction of the drift rate of each stage.

We develop a new global optimization algorithm for solving the above models.
The algorithm is a hybrid approach which uses tabu search and Hooke and .Jeeves
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and is compared with other global algorithms in the field. Results show that the
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USL
LSL

TI

Nomenclature

the random variate denoting the quality measurement of the product at
time ¢t with mean p(t) and constant variance *;

the mean quality characteristic of the product when the process begins
in an in-control state having variance a?:

the optimal initial process mean;

the elapsed time until the occurrence of the assignable cause.It is a
random variable and is assumed to be exponentially distributed with a
mean of 1/ hours;

= Ae~*", A > 0,7 > 0, the density function of the occurrence time of the
assignable cause;

rate of drift in the process mean once occurrence of the assignable cause:
the process mean at time ¢

pfort <7

=pu+(t—7)8 for t>T;

the probability density function (pdf) of the standardized normal
variate z, the cumulative distribution being ®(z);

the upper specification limit for the quality characteristic;

the lower specification limit for the quality characteristic;

production rate in pieces per hour;

resetting cost;

cycle length (production run) in hours;

the optimal cycle length (production run) in hours;

XVi



Chapter 1

Introduction

1.1 Overview

In many production systems, the product has to pass through a number of processes
performing different types of operation before it attains the desired final form. Such
systems involving production activities in serial stages and holding inventories be-
tween successive stages are designated as multistage production systems (MPS).
MIPS are one of the most common environment in industry. MPS can be classified
into four classes depending on the number of products, number of production stages.
and number of machines at each stage (Goyal and Gunasekaran {1990}). The MPS

classes are as follows:

1. Multistage systems with single machine at each stage and processing a single

product.

2. Multistage systems with single machine at each stage and processing multiple

products.



3. Multistage systems with multiple machines at each stage and processing a

single product.

4. Multistage systems with multiple machines at each stage and processing mul-

tiple products.

We consider the first class in this dissertation.

Examples of multistage production systems may include the following:
e Production of rayon varn (Gunasekaran et al. [1993]).

Production of glass products (Imo and Das [1983]).

e Aluminum production systems (Farkas et al. [1993]).

Soda ash production systems (Wagialla et al. [1992]).

Tron and steel works (Hodgson and Wang [1991]).

Production of condensors (Tsubone et al. [1991]).

Multistage production systems are characterized by the following:

e High dependence: The failure of one stage affects the operation of the others.
This is known as blocking/starvation effect. The level of dependence between
stages depends on the work-in-process (WIP) inventory. If the size of WIP
inventory is infinity, the stages will be independent. On the other hand, if the

size of the WIP inventory is zero, the stages are completely coupled.

¢ Expensive line stoppage: The production line may be stopped, either because

of the failure of one of the stages (uncontrolled stoppage) or because of the



maintenance work (controlled stoppage). When the line is stopped in either

case, this may cause a delay in fulfilling the demand.

The elements of multistage production systems that we are going to study are

listed below:

1. Quality: The traditional role of quality control was basically to eliminate from
production systems those parts that do not conform to specifications. and
to inspect and test finished products for defects. The increased emphasis on
higher quality products at lower costs, combined with the worldwide compe-
tition has magnified the importance of quality control. Quality improvement
has become an essential activity in most organizations, either to maintain ex-
isting customers and market share, or to make new products and technology

more competitive.

2 Maintenance: In recent vears, considerable attention has been devoted to
maintenance role in production systems. The role of maintenance in produc-
tion systems has been recognized as keeping the machines operating as long as
possible, reducing the rate of defectives, minimizing the probability of machine
breakdowns, minimizing lost sales due to breakdown periods, minimizing the

periods on which the workers are idle, and many more.

3. WIP inventory: Buffers are installed between successive stages to keep the
production line operating as long as possible. They also serve as a delay

buffer for nonconforming items to pass to next stages.

4. Production schedule: Today, the competition in the market is very strong.

Firms that do not fulfill their customers’ demands on time, may find them



selves out of the market. Hence, production firms should look very closely to
their production systems and take the necessary actions to meet their schedule

(e.g., maintain the machines more frequently, increase WIP inventory, etc.).

An important special case of multistage production systems is a single stage

production system which has many applications.

1.2 Statement of the problem

Multistage production systems are one of the most important types of production
systems. In this dissertation, we consider single stage as well as multistage pro-
duction systems in which the product has both an upper specification limit (/SL)
and a lower specification limit (LSL) on its quality characteristic and the process
deteriorates with time. That is, the mean setting of the production process drifts
continuously with time, in either the positive (i.e. towards USL) or negative (i.e.
towards LSL) directions. This causes more defective items to be produced with
time. Defective items can be reworked at different costs (or equivalently sold at a
secondary market). Two decisions have to be made at the beginning of each pro-
duction cycle. They are the initial mean setting of the process and the production
cycle. Some of the cost elements that influence these decisions are the resetting cost
and the cost of defective items. Clearly, if the process is reset too often, the resetting
cost is more while the cost of producing defective items is less and vice versa. We
study this problem for both single and multistage production systems.

For single stage production systems, we develop a mathematical model which

finds the optimal initial mean setting of the process and the optimal production



cvcle length when there are both USL and LSL on the quality characteristic of
the product. We also study the effect of the variance reduction on the total cost
of the model and conduct a sensitivity analysis to study the effect of the change
in model parameters on its solution. Moreover, we develop a model for the single
stage production system for general drift function and general probability density
function of the quality characteristic of the product.

We extend the results of the single stage model to multistage production sys-
tems. We develop a mathematical model for these systems to minimize the cost of
processes adjustments, quality, and penalty for failing to deliver demanded items on
time. The model gives optimal initial mean settings for the processes and optimal
production cycle lengths for every process in each stage. The parameters of this
model are studied and analyzed to see their effects on the total cost by sensitivity
analysis. We also study the effects of the variance of the process at every stage on
the expected total cost per good item for the above model. We extend the multi-
stage model to incorporate the work in process (WIP) inventory between stages and
the maintenance of the stages through the reduction of the drift rate of each stage.

We develop a new global optimization algorithm for solving the above models.

The algorithm is a hybrid approach which uses tabu search and Hooke and .Jeeves

schemes.

1.3 Cost of Variance

In Chapter 4 and Chapter 7, we develop variance reduction models for the single
stage and multistage production systems, respectively. A prerequisite to these mod-

els is a function which represents the cost of the variance. In this section, we present



functions for the cost of the tolerance and its relationship to the variance.

One of the concepts that is used to evaluate quality of a manufactured prod-
uct is conformance to specification. Tolerance is defined as the allowable variation
within the design specification (Kapur et al. [1990]). Tolerance is needed because
it is impossible to manufacture products at target due to process variability, ma-
terial imperfections, human error, tool material, and other uncontrollable factors.
Tolerancing plays a key role in design and manufacturing (Zhang and Wang [1993]).
At the design stage, functionality performance and reliability are the major issues
under consideration which implies that tolerances should be set as tight as possible.
However, at the manufacturing stage, looser tolerances are desirable since tighter
tolerances are usually associated with higher cost (Lee et al. [1993]).

There is a considerable amount of literature on tolerancing. Our purpose is not
to study the tolerancing problem nor to review its literature. The aim here is to give
an introduction for the following sections. For a literature review of the tolerancing
problem, see the work by Wu et al. [1988] and a recent one by Abdel-Malek and

Asadathorn [1994].

1.3.1 Relationship between Tolerance and Variance

As shown by Mansoor [1963], most manufacturing processes produce dimensions
with normal distribution. Let z and o denote the mean and standard deviation for
the normal distribution of the quality characteristic, r, of the product. Moreover.
let tol denote the tolerance of r.

Many authors have used the following relationship between tolerance and stan-
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dard deviation, i.e.
tol = 60 (1.1)

Among those are Speckhart [1972], Wu et al. (1988}, Kapur et al. [1990], Lee et al.
[1993], Gerth [1994], Krishnaswami and Mayne [1994], Nigam and Turner [1993].

and Kusiak and Feng [1996].

1.3.2 Cost of Variance (Tolerance)

Cost of tolerance, C(tol), is defined as the amount of expenditure needed to achieve
certain levels of dimensional and geometrical accuracy (Abdel-Malek and Asadathorn
[1994]). It is usually a function of design and manufacturing costs. Naturally, de-
signs which require tighter tolerances have relatively higher costs. Also, machine
tools with a small tolerance range are expensive to acquire and operate. Figure 1.1

shows a typical cost-tolerance relationship.

The curve shown in Figure 1.1 shows two well-known basic features, which are
essential for a cost-tolerance relationship according to normal workshop experience

(He [1991]). These two features are:

1. When tol=0, C(tol) = oo.

9. C(tol) should be a decreasing function of tol, tending to become flat as tol

becomes large.

Several cost-tolerance functions appear in the literature. Table 1.1 shows some of

the commonly used functions.



C(tol)

tol

Figure 1.1: Typical cost-tolerance relationship.

Name Function Reference

Sutherland C(tol) = a(tol)™® Sutherland and Roth [1973]
Reciprocal C(tol) = a/tol Chase and Greenwood [1988]
Reciprocal square | C(tol) = a/(tol)? Spotts {1973

Exponential C(tol) = ae™%t) Speckhart [1972]

Michael-Siddall

C(tol) = a(tol)~be~dt)

Michael and Siddall [1981]

Table 1.1: Cost-Tolerance functions




In these functions, the parameters a, b, d can be estimated using a curve-fitting
approach based on experimental data. The parameter a represents cost of producing
a component, while b and d are constants which depend on the process.

Wau et al. [1988] reviewed and evaluated these functions and they found that the
exponential function is the best for minimizing curve-fitting errors. The exponential
function is also the most widely used in the literature (Kapur et al. [1990]). For
example, it has been used by He [1991], Zhang and Wang [1993], Abdel-Malek and
Asadathorn [1994], Krishnaswami and Mayne [1994].

One can use the exponential function, which represents the cost of tolerance, to
represent the cost of variance by using equation (1.1). Hence, in this dissertation.
the exponential function is going to be used to represent the cost of the variance in
the variance reduction models that will be developed in Chapter 4 and Chapter 7

for the single stage and multistage production systems, respectively.

1.4 Proposed Work

The proposed work in this dissertation can be summarized as follows:
I. For single stage production system, the proposed work is as follows

— to do an extensive literature survey.

to extend Rahim and Banerjee’s [1988] model (SSM).

to develop a Single Stage Variance Reduction Model (SSVRM).

— to conduct a sensitivity analysis of the (SSM) model .

to generalize the single stage model (GSSM).
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II. For multistage production system, the proposed work is as follows

— to develop a model for finding optimal production cycle and initial mean

setting in multistage production systems without buffers (MSM1).
— to conduct a sensitivity analysis of the above model (MSM1).

— to develop a Variance Reduction Model for MultiStage production sys-

tems (MSVRM).

— to develop a model for Multistage Lines without Buffers and with Nonzero
Repair Times (MSM2).

— to develop a simulation model for Multistage Systems with Buffers given
wi's and T;’s (MSM3).

— to develop an optimization model for Multistage Lines with Buffers and

with Nonzero Repair Times (MSM4).

III. Developing a hybrid tabu search algorithm for function minimization (TS-

FGO).

1.5 Organization

In nomenclature, we give the notation that are used in common in all chapters.
Notation required for a specific chapter will be introduced in that chapter. The
dissertation is organized as follows: In chapter 2, we present the literature survey.
Determination of the optimal production cycle and initial mean setting for single
stage model (SSM) is proposed in chapter 3. We also give the generalizations of the

single stage model (GSSM) in chapter 3. A sensitivity analysis and a variance re-
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duction model for SSM is presented in chapter 4. In chapter 5, we develop a Hybrid
Tabu Search Algorithm for Function Minimization. In chapter 6, we propose mod-
els for finding the optimal production cycle and initial mean setting in multistage
production system (MSM1 and MSM2). A sensitivity analysis and a variance re-
duction model for MSM1 is presented in chapter 7. Extensions of MSM1 and MSM2
(MSM3, MSM4) to incorporate buffer storages and to take into consideration repair
times are presented in chapter 8. Finally, we give conclusions and recommendations

for future studies in chapter 9.



Chapter 2

Literature Review for Single and

Multistage Production Systems

In this chapter, we review the literature in single as well as multistage production
systems. This chapter is organized as follows: in section 2.1, we give an introduction.
In section 2.2, we give some applications. We state the assumptions common to the
reviewed models in section 2.3. We highlight the general approach in section 2.4.
In section 2.5, we present the survey of single stage. A review of the literature of

multistage production systems is given in section 2.6.

2.1 Introduction

The literature of single and multistage production systems in which the process de-
teriorates with time are reviewed in this chapter. Many production processes exhibit
a trend or drift in the process mean during the course of operation. This problem

has received little attention (Montgomery [1991a]). On the contrary, we have found

12
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a considerable literature and an increased interest in this problem. Examples of
such operations include machining, drilling, grinding, milling, shaping and molding
(Gibra [1967,1974]) and drawing (Hall and Eilon [1963]). The drift can be either
positive or negative. That is, the drift can either be toward the upper specification
limit or toward the lower specification limit of the measured quality characteristic.
If the process mean drifts to one of the specification limits, the process is going to
produce nonconforming items, since the product’s measurable characteristic must
lie within the specification limits to be considered acceptable. One would tend to
think that when this happens, it may be more economical to stop the production
and reset the process. An example of resetting the process is changing a worn tool.

However, there are cases where it is more economical to continue the production
for some time and then reset the process. So, what is the optimal time to reset the
process and at what level should the process mean be set? The optimal decision
depends on the cost of resetting the process and the cost of producing nonconforming

items.

2.2 Applications
The problem described above occurs in many areas. Some of those are listed below:

1. Optimal production run or production cycle (e.g., Hall and Elion [1963], Gibra
[1967,1974], Rahim and Lashkari [1985], Rahim and Raouf [1988], Jeang and
Yang [1992)).

2. Optimal tool replacement (e.g., Taha [1966], Rahim and Banerjee [1988].
Drezner and Wesolosky [1989]).



3.

4.
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Optimal maintenance policy (e.g., Schneider et al. [1990]).

Communications (e.g., Schneider et al. [1990]).

2.3 Assumptions

In this section, we state the common assumptions to the models discussed in this

chapter. These include the following:

1.

=~
.

The measured quality characteristic is normally distributed.

The variance of the quality characteristic is constant throughout the pro-
cess. Some authors relaxed this assumption (e.g. Albright and Collins [1977].

Arcelus et al. [1981]).
There is a linear (or nonlinear) shift in the mean.

The drift can be either positive or negative.

. The drift can be either deterministic or probabilisetic.

Nonconforming items are treated as worthless. Few authors relaxed this as-

sumption (e.g. Arcelus and Banerjee {1987]).

Only one quality characteristic is considered. Few authors considered two

quality characteristics (e.g. Rahim and Rouf [1988]).

The manufacturing system consists of only one production stage.

. Production is continuous (i.e. transfer lines).



2.4 The general approach

In this problem, several costs are considered. The following is a list of the mostly

considered types of costs in the literature.

C, : cost of sampling.

C; : cost of inspection.

C. : cost associated with investigating an out of control signal.
C. : cost of correcting any assignable cause found.

C}: loss due to producing nonconforming items.

Cp: cost of reworking nonconforming items.

C, : cost of production

C, : cost of adjustment or resetting.

C, : cost due to shutdown.

One way to build the cost model is to sum all cost elements. Hence, the cost

model may be represented as
TC=Cs+Ci+Cr+C.+CL+Cr+Cp+Ca+Cy (2.1)

Equation (2.1) is a general formula. However, one would rarely find an author who
considers all of these costs in one model. Most researchers consider a subset of these
costs in their model. Suppose that a is the vector to be optimized (i.e., TC is a
function of & when one of the parameters in the vector & could be for example the

production cycle length). Then one can optimize the function TC by setting the
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gradient of T'C to zero as shown below

g TC=0 (2.2)

Equation (2.2), of course, is just a necessary condition for optimality. However, in
most quality control applications TC(a) is a convex function and, hence, (2.2) is
also sufficient to guarantee global optimality.

It is usually difficult to get a closed form for a by solving equation (2.2). Hence.
most authors use one or a combination of the following methods to optimize the

function T'C with respect to the parameters in a in (2.1):

1. Numerical solution. Some authors suggested solving equation (2.2) numeri-

cally using any numerical solution procedure (e.g. Newton’s method).

2. Optimization. The function in (2.1) can be minimized using optimization
techniques. These optimization techniques comsist of two categories. The
first category is derivative-free search procedures (e.g., the Hooke and .Jeeves
method). The second category is derivative-based search procedures (e.g..

Newton’s method). For more details see Bazaraa et al. [1993].
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2.5 The literature survey of single stage produc-

tion systems

2.5.1 Positive constant drift with linear trend

Hall and Eilon [1963] were the first to treat the trend in the process in an explicit
manner. They assumed that the process mean is subject to a constant drift with
time and it is moving towards the upper specification limit. Also, they assumed that
the variance remains constant throughout the process. Their model objective was
to maximize the production rate or to minimize the production cost per unit. Taha
[1966] presented a procedure for determining the optimal cycle length for a cutting
tool considering the wear of the tool with time which causes the machine to produce
nonconforming items. He considered one measurable characteristic and he ignored
the effect of the operator, machine, and the raw material. He assumed a linear trend
of the mean with time. Gibra [1967] proposed models for determining the optimal
production run for both stable and unstable processes. His assumptions are similar
to those in Hall and Eilon [1963]. In his cost model. he included the resetting cost
and a penalty for each nonconforming unit. He developed an equation which can be
solved graphically.

Smith and Vemuganti [1968] generalized the model of Taha [1966]. They intro-
duced two parameters in the linear function of the trend of the mean. The first is the
initial mean and the second is the rate of wear of the tool per unit time. These two
parameters are estimated initially from experience and as production continues they
are updated using the sampling information. Kamat [1976] developed a smoothed

Bayes control procedure for controlling the output quality characteristic when its
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basic underlying level is subject to systematic variation such as in tool wear. The
variation is assumed to be linear and nonrandom. He used exponential smoothing
to update the necessary parameter estimates.

Arcelus and Banerjee [1985] extended the work of Bisgaard et al. [1984] to
consider the process in which there is a linear shift in the mean. Their objective
is to select the initial setting of the mean and the run size that will maximize the
expected profit per unit. Items that fail to meet the lower specification are sold as
scrap. Hence, they did not consider the cost of reprocessing. Arcelus et al. [1983]
considered the problem of determining the optimal schedule for producing a finite
number of acceptable parts with a specified probability. The process is subject to
a systematic increase in the process mean and it may be economical to change the
tool and reset the machine after producing a certain number of parts. They struck
a balance between the cost of resetting and the cost of producing nonconforming
items in order to achieve their goal and minimize the total cost of production. They
considered both specification limits.

Pugh [1988] presented methods for determining the optimal setting for a process
mean and the number of parts produced before resetting where the shift in the pro-
cess mean is uniformly distributed. His cost function consists of the cost of resetting.
the cost of producing oversized parts, and the cost of producing undersized parts.
Quesenberry [1988] proposed a statistical process control approach for adjusting a
process which has a linear trend in its mean due to tool wear. He models this tool
wear by a regression model over an interval of tool life. His approach determines the
setting of the mean and the estimated wear since the last resetting. The objective

is to maximize the expected mean square of deviations from nominal target value.






