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Chapter 1

Introduction

High-level synthesis (HLS) is the process of automatically translating abstract
behavioral models of digital systems to implementable hardware. The behavioral
specification is a high-level abstraction generally at the algorithmic level. It is usu-
ally written using a high-level programming language. It consists of circuit outputs
in terms of circuit inputs without reference to any structure. Thus, while the be-
havioral specification aims at describing only the functionality of a circuit (what a
circuit must do), the structure gives strong hints about the implementation (how
the circuit must be built).

The place of HLS in design hierarchy is illustrated in Figure 1.1 {[MPC90]. Hard-
ware can be described in three domains - behavioral, structural and physical. The
level of detail increases from left to right in Figure 1.1. Also, five levels of ab-

straction are shown in which synthesis can take place, namely, system, algorith-
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mic, register-transfer, logic, and circuit levels. Going from algorithmic behavior to
register-transfer level structure is HLS as shown by an arrow in Figure 1.1.

Figurc 1.2 shows the relationship of HLS with the logic synthesis and layout
synthesis in design automation. Design automation refers to the automatic synthesis
of a physical design from some higher-level behavioral specification [SY45]. Logic
synthesis converts a structural design, in terms of an interconnected set of register-
transfer level components, into optimized combinational logic. and maps that logic
onto the library of available cells (in a particular technology). Layout synthesis
converts an interconnected set of cells, which describes the structure (topology) of
a design, into the exact physical geometry (layout) of the design. An integrated
synthesis system that offers all three synthesis levels is often referred to as a silicon
compiler [WC91]. Logic and layout synthesis tools have gained a stable foothold in
industry. HLS is the next step in the ladder of the design automation hierarchy.
HLS provides shorter design cycle. fewer errors, exploration of dif ferent trade-
offs between cost, speed, etc., and availability of IC technology to more people
[MPC88]. So far automated synthesis has produced chips which are bigger and
slower as compared to the chips designed by experienced (human) chip designers.
This is a big challenge for the ongoing research cfforts in this area.

The steps involved in HLS are illustrated in Figure 1.3. In order to extract the
structure, the algorithmic specifications are first converted to an intermediate form

(IF) such as Control/Data Flow Graphs (CDFGs), in which nodes correspond to
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operations (for example addition, multiplication, etc.) and edges correspond to data
values (for example variables and constants) and control flow dependencies. Some
compiler like high-level transformations (such as dead code climination, common
subexpression elimination, ctc.) are applied to optimize the behavior of the design
resulting in a more suitable IF. This IF is then used as input to the scheduling and
allocation phases.

Operation scheduling and hardware allocation arc the two most important phases
in the synthesis of circuits from behavioral descriptions. While scheduling distributes
the execution of operations throughout time steps, allocation assigns hardware to
operations and values. More specifically. the task of scheduling is to assign each
CDFG node to a control step in such a way that all data/control flow dependencies
are satisfied. On the other hand, the task of allocation is to assign hardware cells to
CDFG nodes and edges in such a way that the resulting circuit can implement the
specified behavior without resource conflicts. Allocation of hardware cells include
functional unit allocation. register allocation and bus allocation.

Scheduling and allocation are closcly interrelated, but are usually dealt with
separately because of the complexity involved. There has been disagreement as
to which should come first. Some techniques take scheduling first and depend on
estimates of the required hardware. The others take allocation first, subject to given
constraints, and then schedule, taking into account the already given hardware.

The objective of scheduling may be to minimize the total number of control steps
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or to minimize the area of hardware or a combination of both of these. The objective
of allocation is to minimize the amount of hardware cost which includes the cost of
functional units, registers, buses and interconnections.

Optimal scheduling and allocation are both NP-complete problems. Therefore,
heuristic algorithms are generally used to solve them. As mentioned earlier, schedul-
ing and allocation are highly inter-dependent. Optimizing them separately may give
suboptimal results because the possibility that the best designs (in terms of overall
cost) may require suboptimum schedules and/or allocations may not be considered.
Thus, one can also combine scheduling and allocation in an attempt to optimize a
cost function that includes both the number of control steps and the hardware. In
this case, allocation may mean minimization of munber of functional units, registers,
buses and interconnect costs rather than actual allocation which is done after the
optimization process. This is usually the case since computation for allocation is
costly during optimization. The objective function involved in optimization process
for scheduling and allocation is usually complex.

Several optimization techniques can be used for this purpose such as simulated
anncaling and integer programming. Genetic algorithm (GA) is another promising
global optimization technique [Gol89). It works by emulating the natural process
of evolution as a mean of progressing toward the optimum. The algorithm starts
with a population which consists of several solutions to the optimization problem.

A member of population is called an individual. A fitness value is associated with
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each individual. Each solution in the population or an individual is encoded as a
string of symbols. These symbols are known as genes and the solution string is
called a chromosome. The values taken by genes arce called alleles. Several pair
of individuals (parents) in the population mate to produce offsprings by applying
the genetic operator crossover. Selection of parents is done by repeated use of
a choice function. A number of indivi duals and offsprings are passed to a new
generation such that the number of individuals in the new population is the same as
old population. A selection function determines which strings form the population
in the next generation. Each surviving string undergoes mutation with probability
called mutation rate and inversion with probability known as inversion rate.

In evolution, the problem each individual faces is one of scarching for beneficial
adaptations to a complicated and changing environment. The knowledge that each
individual has gained is embodied in the makeup of its chromosome. The operations
that alter this chromosomal makeup are applicd when parents reproduce. Random
mutation provides background variation and occasionally introduces beneficial ma-
terial into an individual's chromosome. Inversion alters the location of genes on
a chromosome, allowing genes that are coadapted to cluster on a chromosome, in-
creasing their probability of moving together during crossover. Crossover exchanges
corresponding genetic material from two parent chromosomes, allowing beneficial
genes on different parents to be combined in their offspring [Dav87].

The genetic algorithm differs from the other stochastic techniques by being able
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to encode and exploit past information efficiently during a scarch. This learning
capability provides the genetic algorithm with a guiding capability for searching
efficiently through a complex multi-dimensional scarch space. The key steps in the
application of genetic algorithm include an appropriate string encoding or chromo-
somal representation, a way to creatc an initial population of solutions, and an

effective crossover operator.

1.1 Synthesis Process

A simplified example of synthesis process is illustrated in Figure 1.4 [PK89]. The
behavioral description is compiled into an IF which is then transformed into opti-
mized IF. The CDFG shown corresponds to this optimized IF. Note that common
subexpression A + B is computed ounly once. Scheduled CDFG shows one of the
possible schedules for given CDFG. The small circles corresponds to registers. It is
assumed that input values 4, B. C, D. and E should be available even after the
computation of output values F and G. Therefore, the corresponding registers can
not be used. Note that a temporary register X' is used to store A + B, whereas the
register for G is temporarily used to store C 4+ D. Lower part of the figure shows

the data path for this schedule after the allocation of functional units, registers and

buses is performed.
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1.2 Problem Illustration

As the transformation of a hehavioral specification into a structural design, with lim-
ited resources, is an NP-hard problem, one tries to simplify the search for efficient
approximations by subdividing the gencral problem into subproblems of scheduling
and allocation. As stated earlier, this approach gives suboptimal results. This is be-
cause the two subproblems are highly inter-dependent. The strong inter-dependence
between the allocation of resources and the scheduling of operations into time steps
can be illustrated with the help of a simple example of Figure 1.5 [CW91]. The
CDFG is shown in Figure 1.5(a). Figure 1.5(b) gives the number of control steps,
the minimum number of registers needed and the minimum number of functional
units required for the different schedules of Figure 1.5(¢), (d), and (e). The example
makes it clear how the number of required control steps is mutually dependent on
the number of available registers and functional units. It also shows how e very
partial problem is inter-dependent within the allocation, namely, register allocation
and functional unit allocation.

The effect of functional unit allocation and register allocation on interconnection
cost is illustrated with the help of the example of Figure 1.6. Figure 1.6(a) shows a
simple CDFG with three additions and one multiplication for the behavioral speci-
fication given in Figure 1.6(b). There are seven variables involved. The number of

control steps for which the variable is active is called its lifetime. The lifetime anal-



12

FUs

REGs

4

CSs
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ysis of variables used is shown in Figure 1.6(c). Variables with disjoint lifetimes can
be stored in the same register. Thus we can form groups of (r1,v6) or (v3,v6) and
(v4,v7) or (v5. 7). The register assignments are shown in Figure 1.6(d). Variables
vl and v6 are grouped into register R1 and v5 and v7 into R5. The data path using
this assignment is shown in Figure 1.6(e). It can be scen that operation a3 can be
assigned to adder 1 or 2. No more interconncctions are needed if it is assigned to
adder 2, as is don e in Figure 1.6(e). Had it been assigned to adder 1. an extra
interconnection from register R2 to adder 1 would have been necessary which will
also necessitate a multiplexer at one of the inputs of adder 1. It can also be scen
that if variable 6 were grouped with 3, an extra interconnection and a multiplexer
can not be avoided whether we assign operation a3 to adder 1 or 2. Grouping v7
with v5 does not require any extra interconnection as both are produced by adder 2.
This clearly illustrates the effect of functional unit allocation and register allocation

on the interconnection cost.
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Chapter 2

Literature Survey

2.1 Scheduling Techniques

Existing scheduling algorithms can be classified into two groups: the iterative/con-
structive group and the transformational group [NMPC90]. Iterative/constructive
sclieduling algorithms successively schedule operations until complete schedules are
constructed. On the other hand, transformational scheduling algorithms start with
default schedules which are typically maximally parallel or serial designs, and then
repeatedly apply semantic preserving transformations to improve the initial sched-
ules.

The first approach to scheduling in high-level synthesis was probably the exhaus-
tive search. Since then, many scheduling algorithms for high-level synthesis have

been proposed. Davidson et. al. [DLSM81] discuss exhaustive search using branch-

15
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and-bound techniques, as-soon-as-possible (ASAP) scheduling, list scheduling, and
scheduling the critical path first.

In an ASAP schedule, all operations are assigned to the carliest possible control
step, corresponding to a topological sort of the graph in depth-first order. Examples
of systems that employ ASAP are Flamel [Tri87] and [HP78]. An example of CDFG
with its ASAP schedule under the constraint of one adder and one multiplier is
shown in Figure 2.1.

List scheduling schedules operations into control steps, one control step at a time.
For the current control step, a list of data ready operators is constructed, containing
those operators whose inputs are produced in earlicr control steps, and that do not
violate any resource constraints. This list is then sorted according to some priority
function, the highest-priority operator is placed into current control step, the list is
updated. and the process continues until no more operators can be placed into that
control step. This process is then repeated on the next control step, until the entire
design is scheduled [\WC91]. List scheduling is illustrated in Figure 2.2 [MPC90].
The priority function is the path length from the node to the end of block and
is given in parenthesis in Figure 2.2(a). and the list schedule is shown in Figure
2.2(b). Variations of list scheduling are used in many high-level synthesis systems,

for example, CMU’s System Architect's Workbench [TLW*90] and SLICER [PG87].

A more complex scheduling method is force-directed scheduling [PK89], which
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uses a global criterion that indicates how crowded a control step is compared with
others to decide where to schedule an operation. The probabilities of operations
being in a given control step can be calculated by using mobility, which is the differ-
ence between the ASAP and as-late-as-possible (ALAP) schedules. For example, if
an operation can be scheduled in three possible steps. it has mobility of 3. Thus, the
probability of the operation to be scheduled in cach of these steps is 1/3. Adding
all the probabilities of any control step gives a measure of how crowded that control
step is. This measure is called the distribution hecause it tells how many operations
will probably be executed in a control step and hence. how much hardware will be
required. After determining the distribution for all control steps. the effect for each
possible assignment of an operation ¢ to a control step s can be calculated. Then the
operation/control-step pair can be scheduled to minimize the distribution differences
among control steps. The quantitative measure of scheduling ¢ in s is calculated on
the distribution using an equation that is analogous to the force in a spring (spring
constant times displacement. where the constant is the original distribution for a
control step and the displacement is the change in the distribution value). Thus, this
scheduling algorithm is called force-directed scheduling (FDS). FDS is illustrated in
Figure 2.3 {MPC90]. A CDFG with three add operations labeled as a1, a2, and
a3 is shown in Figure 2.3(a). Figure 2.3(b) shows timne frames for add operations,
that is, the probability of each operation being in a given control step. Distribution

is shown in Figure 2.3(c). Calculation of force involved in assigning a3 to control
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step 2 is shown in Figure 2.3(d). As we can sce in Figure 2.3(c) that control step
2 is heavily loaded, and thus the positive force indicates that 3 should not go into
control step 2.

All of the above scheduling techniques, except exhaustive search and branch and
bound techniques, come under iterative/constructive group. Amnother approach to
scheduling by transformation is to use heuristics to guide the process. Starting with
an initial schedule, transformations are chosen that promise to move the design
closer to the given constraints or to optimize the objective. Examples are control-
step merging and control-step splitting [Cam90]. In the former, we first assign each
operation to a separate control step and then merge control steps iteratively without
violating any constraints. In the latter, we first assign all operation to a single control

step and then divide this control step until we have no constraint violations.

2.2 Allocation Techniques

The allocation techniques can also be classified into two types: iterative/cons-
tructive, and global NPC90]. Iterative/constructive techniques assign elements (op-
erations, values, or data transfers) one at a time, while global techniques find si-
multancous solutions to a number of assignments at a time. More specifically, it-
erative/constructive techniques select an operation, value or interconnection to be

assigned, make the assignment, and then iterate until all assignments are made.
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Figure 2.3: Example of FDS.
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These techniques generally look at restricted window in the scarch space, and there-
fore are more time efficient, but are less likely to find optimal solutions. Examples
of systems using iterative/constructive techniques are [HP78, HT83]. The STAR
allocation system of [TH92] uses an iterative improvement technique. It uses a rip-
up and reconstruct approach to the allocation problem. The data path is refined
globally by evaluating the binding quality of cach object, probabilistically sclecting
a cluster of heavily correlated objects (which may consist of variables, operations.
and data transfers). and rebinding them to form a better desigu or determine that
there can be no more cost improvement.

Global allocation techniques include graph theoretic formulation, branch-and-
bound algorithms, and mathematical programming techniques. Facet [TS86] uses a
graph theoretic approach in which the elements to be assigned to hardware, whether
they are operations. values or interconnections, are represented by nodes, and there
is an arc between two nodes if and only if the corresponding clements can share the
same hardware. The problem then becomes one of finding sets of nodes in the graph.
?.11 of whose members are connected to one another, since all of the elements in such
a set can share the same hardware without conflict. Graph theoretic approach is
illustrated in Figure 2.4. A schedule with four add operations is shown in Figure
2.4(a). Its compatibility graph is shown in Figure 2.4(b). The clique (completely
connected subgraph) indicates that the three operations can share a single adder. An

example of a system using branch-and-bound technique is SPLICER [Pan88]. For-
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mulations of allocation as a mathematical programming problem involves creating
a variable for each possible assignment of an operation, variable, or interconnection
to a hardware element. The variable is 1 if the assignment is made and 0 if it is
not. Constraints must be formulated that guarantee that each operation must be
assigned to one and only one hardware element, and so on. The objective then is to
find a valid solution that minimizes some cost function. This is done by Hafer and
Parker on a small example [HP83].

Some approaches have formulated combined scheduling and allocation as an op-
timization problem to be solved by general optimization techniques. Among the
optimization techniques used for this purpose are simulated annealing [DN89] and
integer programming [BM89]. Simulated annealing (SA) approach is transforma-
tional. The scheduling and allocation is formulated as a two-dimensional placement
problem of microinstructions in space and time. New states are generated during
annealing process by interchanging/displacing code operations (Figure 2.5). This
formulation allows simultaneous cost-constrained allocation of registers, functional
units, and interconnect while trading off hardware cost against execution speed. The
integer programming approach uses a constructive technique. A set of operations
called candidate operations are prepared based on the data dependency and oper-
ators availability. These operations are bound to the available operators optimally,
that is, to minimize extra interconnections. The values generated by the scheduled

operations are bound to the available registers, again with a view to minimize in-
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terconnections. This is followed by updating the structure based on the current
bindings. The updated structure is used in subsequent iterations.

Another optimization technique, simulated evolution, is used in [LM93]. Simu-
lated evolution based synthesis explores the design space by repeatedly ripping up
(like STAR system) parts of a design in a probabilistic manner, and then recon-
structing these parts using application specific heuristics. But this approach solves
scheduling and allocation tasks as separate problems. Cloutier and Thomas [CT90]
have extended FDS in an attempt to combine scheduling and allocation. Their
technique takes the same global view of the scheduling problem that is found in
force-directed scheduling. Costs of register allocation and multiplexer inputs are
not considered during scheduling and mapping is done only for functional units.

High-level synthesis is a formidable task. There are several issues involved to
obtain high quality designs. Despite these difficulties. high-level synthesis systems
are now emerging as important tools in digital design. Excellent surveys on high-

level synthesis systems appear in [MPC88, Cam90, MPC90. W91, CW91].
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Chapter 3

Genetic Algorithm and Tabu

Search

This chapter provides an introduction to the two optimization techniques employed

in this research - namely, genetic algorithm and tabu search.

3.1 Genetic Algorithm

Genetic algorithm has its roots in the process of natural evolution. In the early 1970s,
John Holland incorporated the features of natural evolution to yield a technique for
solving difficult problems which he later named genetic algorithm. The algorithm
manipulates bit strings which he called chromosomes. A simulated evolution is

carried out on the population of such chromosomes to find better chromosomes.
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Like in nature, the algorithm knows nothing about the type of problem it is solving.
There are two mechanisms which link the genetic algorithm with the problem. One
is the encoding of solutions to the problem with chromosomes and the other is the
evaluation function that measures the merit of any chromosome in the context of
the problem.

No single encoding works best for all problems. Devising a good encoding is an
important step in attacking a problem using genetic algorithm. Evaluation function
plays the same role in genetic algorithms that the environment plays in natural evo-
lution. The interaction of an individual with its environment provides a measure of
its fitness, and the interaction of a chromosome with an evaluation function provides
a measure of fitness that the genetic algorithm uses when carrying out reproduction
[Dav91). In the following paragraphs we provide a step by step treatment of the

functioning of the genetic algorithm.

3.1.1 Population

Unlike most of the optimization technicues, genetic algorithm works on a number
of encoded solutions (chromosomes) rather than on a single solution. An important
decision to be made in this respect is the size of the population. The most effective
population size is dependent on the problem being solved, the representation used,
and the operators manipulating the representation. The initial population consisting

of feasible solutions is generated randomly. Constructive techniques are also reported
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for generating initial population.

3.1.2 Crossover

Parents are selected from the population at random for mmating. Each pair of parent
undergoes crossover in which offsprings inherit parent’s characteristics. Crossover
operator distinguishes genetic algorithms from all other optimization algorithms.
It acts as a critical accelerator of the search process and combines building blocks
of good solutions from diverse chromosomes. In case of a binary chromnosome, a
building block consists of 1, 0. and # (don’t care). We say that a chromosome
has a building block if it matches the 1's and 0's on the building block exactly.
These building blocks were named schema by Holland. He concluded that genetic
algorithms manipulate schemata when they run. If the reproduction scheme makes
reproduction chances proportional to chromosome fitness, then the relative increase
or decrease of a schema in the next generation can be predicted. Holland's schema
theorem says that a schema occurring in chromosomes with above-average fitness
evaluations wil | tend to occur more frequently in the next generation, and one
occurring in chromosomes with below-average fitness evaluations will tend to occur
less frequently.

Holland described this feature of GAs as intrinsic parallelism. Each schema
denotes a hyperplane. Intrinsic parallelism means that search effort is allocated

simultaneously in many hyperplanes (regions) of the search space. The crossover
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operator is effective as long as the population has diverse members and represen-
tative samples of different building blocks of good solutions. Thus crossover is a
high performance search operator that spreads good schemata present in different
members of the initial population.

The simplest type of crossover is one-point crossover. A random location is
gencrated over the length of the two parent chromosomes as a crossing point. The
left part of one parent is combined with right part of other parent to genecrate
offsprings as shown in Figure 3.1. Therc are various other types of crossovers -
namely, order crossover, cycle crossover, partially mapped crossover (PMX), etc.
How often crossover is applied depends on crossover rate and crossover probability.
Crossover rate determines number of times crossover operator shonld be attempted
on the population and crossover probability is the probability with which crossover

is applied.

3.1.3 Mutation

Mutation is a device for reintroducing diversity into the population. It plays a
secondary role in GA. For binary representations, it is the random alteration of a
single position. The order of schema is the number of non-# symbols it contains.
Its length is the distance from the first to the last non-# position. Thus, the length
of #1#041 is four, and its order is three. Schema theorem can now be stated as:

short, low-order, above-average schemata receive exponentially increasing trials in



Parent1:1111{1 11
Parent2:0000j000

\Cross-point

Child1:1111000
Child2: 0000111

Figure 3.1: Tllustration of one-point crossover.
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subsequent generations.

3.1.4 Selection

After the application of crossover, we have the old population and a number of
offsprings. For a fixed population size GA, we have to select individuals among
these for the next generation. This selection is usually based on fitness values, but
it may take different forms. The simplest is the biased roulctte wheel in which
each individual in the population has a roulette wheel slot sized in proportion to
its fitness. A simple spin of the roulette wheel yields an offspring. This scheme is a
variation of stochastic sampling.

Various other selection alternatives have appcared in the literature. Determinis-
tic sampling is a scheme where the probabilitics of selection pselect; are calculated
as pselect; = f;/ ¥ f. where f is fitness. Then the expected number of times each
string e; should be selected is calculated as ¢; = pselect;.n, where n is population
size. Each string is allocated samples according to the integer part of the e; values.
Strings are sorted according to their fractional part. The remainder of the strings
needed to fill the population are drawn from the top of the sorted list. Stochastic
remainder sampling methods are somewlat similar to deterministic sampling. Ex-
pected individual count values are calculated as before and each string is allocated
samples according to integer part. In one variation of stochastic remainder sampling

with replacement, the fractional parts of the expected number values are used to
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calculate weights in a roulette wheel sclection procedure tha t is then used to fill
the remaining population slots. In another variation, the fractional parts of the ex-
pected number values are treated as probabilitics. One by one, weighted coin tosses
(Bernoulli trials) are performed using the fractional parts as success probabilities.
Stochastic tournament is a procedure where selection probabilities are calculated
normally and successive pairs of individuals are drawn using roulette wheel selec-
tion. After drawing a pair, the string with higher fitness is declared the winner,
inserted in the new population, and another pair is drawn. This process continues
until the population is full [Gol89)].

The overall picture of a GA is depicted in Figure 3.2. Encoding is devised for
a problem in hand. A population of encoded solutions is created. Fitness of each
solution is found using evaluation function. Two parents are selected for crossover
which results in two offsprings. Offsprings are then mutated with a very low proba-
bility. After the crossover is applied a specified number of times, we get a population
of offsprings along with the old population of size n as shown in Figure 3.3. A se-
lection function is used to select individuals from these two populations to get the
new population of size n. The above steps are then repeated for specified number
of generations. The best solution in the final population is the result of GA.

To further materialize the concepts, the pseudo code of a genetic algorithm is
given in Figure 3.4. The algorithm continues for a fixed number of generations.

Since the probability of crossover is 1, crossover rate specifies how many times the
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(Problem ) = (Encocing)
0

——| Encoded Solutiont | | aeees
EncodedSolution2 | = | ceee-

Evaluation |}
Function |

Encoded Solution n
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> Parent 1: 111|111y X ,
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Figure 3.2: Genetic algorithm: Encoding, evaluation function, crossover and muta-
tion.
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Figure 3.3: Genetic algorithm: Selection.
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crossover has to be applied. Selection procedure specifies the new population for
the next generation. Offsprings are mutated with probability P,,.

An excellent source on genetic algorithms is [Gol89]. Genetic algorithms have
been successfully applied to a number of problems. The long list includes VLSI cell
placement [CP87], circuit partitioning [JC92], floorplanning in VLSI [CHMRO1],
scheduling of task graphs [BS94b], multiprocessor scheduling [HHA90], job-shop
scheduling [BD90], Steincr trees [HMSS89], optimization of two-bit decoder PLAs
[BS94a], bin-packing [FD92] and travelling salesmen problem [WSF89]. This partial
list is a good indicator of the applicability of genetic algorithms to diverse problems.
Although it is simple to apply genetic algorithms to problems with unconstrained
objective functions, it can he seen from the above list that genetic algorithms have

also been successfully applied to constrained optimization problems.

3.2 Tabu Search

A general iterative technique, called tabu search (TS), was proposed by Glover
[Glo77, Glo89, Glo90b] for finding good solutions to combinatorial optimization
problems. This technique is conceptually simple and elegant. It is a higher level
heuristic which can be superimposed on any procedure which works by making

moves to go from one trial solution to another.

Like simulated annealing, TS does not resort to pure randomization to conquer



Create Initial population
Evaluate population
For number of generations Do
For Pop. size times crossover rate Do
Choose Parents
Perform Crossover
With probability P mutate offspring
Evaluate offspring
End 4
10. Selection
11. End 3.

©®E NGO~ WN =

Figure 3.4: Pseudo code for GA.
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intractability nor does it take the conservative approach that a proper rate of descent
will lead us to a good local optimum which may be close to global one. TS uses a
flexible attribute-based memory structures to exploit historical scarch information
more thoroughly than by techniques using rigid memory structures (such as branch
and bound and A" search) or by memoryless systems (such as simulated annealing).
Using these memory structures, TS employs a mechanism of control which constrains
and frees the search process. Thesc corresponds to tebu restrictions and aspiration
criteria. TS takes the aggressive exploration approach which seeks to make the best

move possible subject to available choices, performance, and certain constraints.

3.2.1 Tabu Restrictions

TS goes from one trial solution to another by making moves. It makes several can-
didate moves and selects the move producing the best solution among all candidate
moves for current iteration. This best candidate solution may not improve the cur-
rent solution. With this strategy, it is possible to reach the local optimum, ascend,
and then come back to local optimum in case of a minimization problem. Thus
there is a possibility of cycling. Tabu restriction is a device to avoid such cycling by
making selected attributes of these moves tabu (forbidden) to avoid move reversals.
Tabu restrictions allow the search to go beyond the points of local optimality while
still making best possible move in each iteration. Sclecting the best move (which

may or may not improve the current solution) is based on the supposition that good
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moves are more likely to reach the optimal or near-optimal solutions. The set of
admissible moves form a candidate list. TS selects the best move from the candidate
list. Candidat e list size is a trade-off between quality and performance.

Tabu restrictions are enforced by a tabu list which stores the move attributes
to avoid move reversals. Tabu list has an associated size. It can be visualized
as a window on accepted moves. The moves which tend to undo moves within
this window are forbidden (Figure 3.53). Good performance is achieved with tabu
list sizes from 5 to 12. Magic number 7 is also used in many applications. Some
experimentation is also reported which uncovered applications where preferred tabu
list sizes lie in intervals related to problem dimension rather than linked to the magic

number 7.

3.2.2 Aspiration Criteria

Aspiration level component of TS introduces diversification in the search. It tem-
porarily overrides the tabu status if the move is sufficiently good. If a move is made
tabu in iteration / and its reversal comes in iteration j, where i < j + ¢, then it is
possible that the reverse move may take the search into a new region because of the
effects of ¢ intermediate moves. Aspiration criterion must make sure that reversal
is leading to a solution which is better and is not the same as the previous one

otherwise cycling can occur.

The simplest aspiration criterion is to override the tabu status if the reversal
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Figure 3.5: Tabu list can be visualized as a window over accepted moves.
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produces the solution better than the best obtained thus far. Another approach is
to use the same attribute of the move which is used to identify the tabu status and
associate an aspiration level value with it. The reversal has to do better than this
historical aspiration level. It is found useful in some applications to give aspiration
level a tenure that parallels the tenure of the tabu list. This means that aspiration
level of the selected attribute is updated whenever that move is made tabu and

whenever aspiration level criterion is passed.

3.2.3 Algorithmic Description

A simplified description of TS is illustrated in Figure 3.6. Best solution is the
best one found so far. Initially the current solution is the best solution. Copies of
current solution are perturbed with moves to get a sct of new solutions. The best
among these is selected and if it is not tabu then it becomes the current solution,
otherwise its aspiration criterion is checked. If it passes the aspiration criterion then
it becomes the current solution, otherwise moves are regenerated to get another set
of new solutions. If the current solution is better than the best so far then the best
solution is updated.

An algorithmic description of a simple implementation of TS is shown in Fig-
ure 3.7. TS starts from an initial feasible solution s (current solution) in search
space X. A neighborhood N(s) is defined for each s. A sample of neighbor solu-

tions S(s) € N(s) is generated. Then the best s' € S(s) generated is chosen and
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Figure 3.6: Tabu scarch illustration.
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move from s to s’ made. The move to s’ is made even if s’ is worse than s, that is
o(s') > os), where c is the cost. Tabu list T consists of the sclected attributes of
last k moves for a given k, where & is the tabu list size. A move to s’ is then not
allowed if s’ is in T. \Whenever a move is made, it is introduced into T" and aspiration
level (AL) is updated. If the best admissible move is tabu then the aspiration level
check is performed. If ¢(s') < AL. then the move is accepted. otherwise a new set of
neighbor solutions is generated and above steps are repeated. Whenever a move is
accepted the iteration number is incremented. Since aspiration level is updated on
each acceptance of a move, a tabu move has to do better than the aspiration level
recorded when that move is made tabu. Another approach is to make a candidate
list of admissible neighborhood solutions and then accept the best among these.
Candidate solutions are either non-tabu or pass the aspiration criterion. Note that
TS in Figure 3.7 continues for a fixed number of iterations. Another approach is to
continue until no improvement on the best solution is obtained over a fixed number

of iterations.

TS has also proven itself to be very useful in providing good solutions for many
NP-hard problems in a reasonable amount of time. Examples include graph coloring
[HdW87], graph partitioning [LC91], VLSI placement [SV92], circuit partitioning

[AV93], maximum independent set problem [FHdW90], etc.
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X :Set of feasible solutions.
s :Current solution.

s' :Best admissible solution.
c :Objective function.

N(s) :Neighborhood of s € X.

S(s) :Sample of neighborhood solutions.
T :Tabu List.

AL  :Aspiration Level.

1 Start with an initial feasible solution s € X.

2 Initialize tabu lists and aspiration level.

3 FOR fixed number of iterations DO

4. Generate neighbor solutions S(s) € N(s).

5. Find best s' € S(s).

6 IF move s’ to s is not in T THEN

7 Accept move and update best solution.
8 Update tabu list and aspiration level.
9 Increment iteration number.

10. ELSE

11. IF ¢(s') < AL THEN

12. Accept move and update best solution.
13. Update tabu list and aspiration level.
14, Increment iteration number.

15. ENDIF

16. ENDIF

17. ENDFOR

Figure 3.7: Algorithmic description of Tabu Search (TS).
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Chapter 4

Scheduling and Allocation using

Genetic Algorithm

Scheduling refers to the assignment of countrol steps to operations and allocation
is the assignment of hardware to operations, variables and data transfers. The
hardware consists of mainly functional units (adders, multiplicrs, etc.), registers,
buses, and interconnection between them. In order to clarify the approach adopted
for scheduling, we will first sce the possible variations. Generally one can provide

the following scheduling facilities:
o Scheduling supporting operation chaining.

o Scheduling supporting multicycle operations with or without pipelined func-

tional units.
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Scheduling two operations in the same control step is referred to as chaining.
The clock cycle has to be large enough to allow chained multiple operations in the
same control step. Given a fixed step size one can schedule multiple operations in
the same control step. In the other facility, the clock cycle is equal to the fastest
available functional unit. In this case there may be operations that will take multiple
control steps. One can take advantage of pipelined functional units in this case. In
a two stage pipelined functional unit, for example, the first stage of next operation
can be started while the second stage of the previous one is being processed such
that there is an execution overlap between different stages of two operations. The
technique described in this chapter supports multicycle operations. It also provides
facility to schedule with non-pipelined as well as pipelined functional units.

This chapter describes a unique approach to scheduling and allocation problem
in high-level synthesis using genetic algorithm (GA). This approach is different from
a previous attempt using GA [WGH90] in many respects. The contributions include:
a new chromosomal representation for scheduling and two subproblems of allocation;

and two novel crossover operators to generate legal schedules.

4.1 Cost Function

In order to formulate scheduling and allocation as an optimization problem, a suit-

able cost function is required. The optimization technique will then attempt to
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optimize the value of this function. Since we want to optimize scheduling and allo-
cation tasks jointly we need to incorporate both time related and hardware related
terms in our cost function. The cost function C that will be optimized by the genetic

algorithm is given and explained helow:
C =W * Neg + Wigg * Npgg + Wiy % Ny + Wry Ny + Wi+ N (4.1)
where,

W,  weight assigned to each control step
Wieg  weight assigned to each register

Whys  weight assigned to each bus

Wy, weight assigned to each functional unit
Wie  weight assigned to each interconnection
Nes number of control steps

N,e;  number of registers

Niys  number of buses

Ny, number of functional units

Nic number of interconnections.

During the optimization process the operations are assigned to control steps and
functional units. Each functional unit has two inputs labeled as 1 and 2. Besides
assignment of operations to control steps and functional units, variables are assigned

to functional unit inputs. Constants are always assigned to the same input as it helps
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in optimizing the number of interconnections. The number of registers and buses
are optimized. Allocation of variables to registers and data transfers to buses is not
actually made. The number of registers and buses as given by the final solution
are optimal for the given schedule and these numbers can be used during data path
synthesis.

The algorithm starts with a specified upper bound on the number of control
steps. The number of control steps N, for any schedule is the largest control step
value taken by any operation. Similarly the number of functional units Ny, for a
given schedule is determined by the maximum number of functional units used in
any control step. If we think of variables’ lifetimes as segments spanning control
steps then the number of registers N,., is given by maximum density of these seg-
ments crossing any control step boundary. The number of buses V. are calculated
by finding the maximum number of parallel data transfers in any control step. This
is done by finding the number of distinct sources and number of sinks in each control
step. The maximum of these values corresponds to the maximum number of paral-
lel data transfers. Finding exact number of interconncections is not possible unless
variable to register and data transfer to bus mappings arc known. Good mappings
for both of these are computationally expensive to find during optimization pro-
cess. On the other hand, in order to have good cost function, one needs to find
computationally efficient and good estimation of interconnection cost. To satisfy

both these properties is difficult. The cstimation function for interconnection N,
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used here is based on operation to functional unit mapping and variable (involved
in operation) to functional unit’s input mapping. This gives three scts of variables
for each functional unit. Two sets for cach of its inputs and onc set for the output
of the functional unit. Left-edge algorithm [HS71] is applicd on variables’ lifetimes
in each set to determine the number of multiplexer inputs required. This provides a
compromised estimation of the interconnection cost. The interconnection cost can
further be optimized during data path synthesis.

Various parameters in the cost function affect each other considerably. For exam-
ple, in order to reduce the number of buses. one may require to reduce the maximum
number of parallel data transfers in any control step. In order to do so, number of
control steps may need to be increased which may necessitate more registers to store
variables until they are used. On the other hand, all this may reducc the number
functional units. Thus, change in one of the factors affects other factors consider-
ably. This simple example has overlooked many factors just to illustrate the point.
For a fixed number of control steps there is a large search space to explore in order
to optimize the number of registers, buses, functional units and interconnections.

As the above discussion hints this search space is highly irregular,
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4.2 Chromosomal Representation

Genetic algorithms work on the coding of the problem rather than on the actual
problem. This coding is known as chromosomal representation. Devising a good
coding is particularly necessary for better design space exploration by the genetic
algorithm. A given high-level specification of the description of the circuit is com-
piled using lex and yacc unix utilities [NIBL92]. A control data flow graph (CDFG)
is then obtained from the compiled version. Any schedule should satisfy the prece-
dence constraints implied by CDFG.

Since we want to combine scheduling and allocation into one optimization prob-
lem, the coding has to reflect this. This can be done only to a certain extent as
finding an encoding for all the parameters is nearly impossible as there are too many
constraints. More will be said about these constraints in the section on crossover
operators. The coding that is adopted is shown in Figure 4.1. Each gene has thrce
values - control step number, functional unit number. and the number of the func-
tional unit input to which the left variable of the operation is assigned. The first
row gives the operation number to which the above three values correspond. This
coding will be manipulated by the genetic operators. It is necessary to see why
this coding is good enough to optimize scheduling and allocation tasks. With this
representation the three subproblems are solved completely, namely, control step as-

signment, functional unit assignment, and functional unit input assignment. Given
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this information, the exa ct number of registers and buses can be found, whereas
only a fair estimation of interconnection cost can be obtained. The chromosome in
[\WWGH90] has operation number in a specified order and allcles corresponding to mo-
bility values that are filled constructively. Special genes at the end of chromosome

give the number of each type of functional unit.

4.3 Initial Population

Good initial population is necessary for proper functioning of genetic algorithm
reported in this research. Genetic algorithms work by adopting good structures
from the population to generate better individuals. In scheduling, if an operation in
an optimal solution is supposed to be in a certain control step, and if it is not assigned
to that control step in any member of the initial population, then the genetic search
without mutation operator will not he able to produce the optimal solution. Thus
initial solution should be as diverse as possible. In this implementation the members

of the initial population are created by using following four scheduling schemes.
1. As Soon As Possible (ASAP) scheduling.
2. As Late As Possible (ALAP) scheduling.
3. Mobility-down variation of ASAP.

4. Mobility-up variation of ALAP.



Operation Number

Control Step

Function Unit

] =] ] =
=] ol D N
DO} =] O] O

FU input

B NI No| 00

—| ol | o

Figure 4.1: Chromosomne.

51



52

ASAP scheduling assigns the operations in the carliest possible control steps,
whereas ALAP scheduling assigns the operations in the latest possible control steps.
For a given limit on control steps, mobility of each operation is calculated. The term
mobility-down scheduling as used here means that operations are scheduled in ASAP
manner within their mobility range taking care of the precedence constraints. For
example, assume operation op; precedes operation op ; in the CDFG. Further assume
that operation op; has mobility from control step 3 to 6 and operation op; has
mobility from control step 4 to 7. To schedule op; a random number r is generated
between 3 and 6 and op; is assigned to control step r. To schedule operation op; a
random number is generated between 7 + 1 and 7 and op; is assigned to that control
step. Note that in a CDFG, mobility is used from upper nodes to lower nodes and
hence the name mobility-down. If we reverse this sequence one will get mobility-up
s cheduling. In this case a random number s is generated first between 4 and 7
and op; is assigned to that control step. Then we generate another random number
between 3 and s — 1 and op; is assigned to that control step.

It is clear that mobility-down or up scheduling give a variety of schedules. But
why do we need both of them to produce solutions to be used in initial population?
The answer lies in the fact that as we perform mobility-down scheduling the oper-
ations that are to be scheduled earlier and are up on CDFG have more freedom in
selecting the control step. As we go down this freedom becomes less and less. The

net effect is the high possibility that later operations might never be able to utilize
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their complete mobility range. To overcome this problem we incorporated mobility-
up scheduling where later operations have more freedom than earlier opcrations on
CDFG.

An improvement is made in the mobility-up scheduling to have a better initial
population. As mentioned earlier we specify a control step limit to calculate the
mobility. In mobility-up scheduling when the lowest operations are to be scheduled,
a random number is generated between its start of mobility and control step limit.
‘Thus we can perform mobility-up scheduling with different control step limits. This
provides better solutions to be used in initial population.

Control step assignment is only one part of the chromosome. Functional units
for each control step are assigned sequentially. For example the first add operation
to go in control step cs; is assigned to adder 1 and the second add operation to go
in cs; to adder 2 and so on. After the assignment is complete for all the opera-
tions, the functional unit assignments are randomly perturbed within the maximum
range of that type of functional unit. For example if functional units used by (say)
three operations in control step cs; are {1,2.3} and maximum number of functional
units in the given schedule are five then after perturbation the assignment may be
{3,5,1}. More will be said on advantage gained by doing this when we will discuss
the crossover operators.

The third part of the chromosome is the assignment of left variable to functional

unit input. This is done randomly. At this point it should be mentioned that



T

o4

changing the order of variables for a commutative operation is cquivalent to changing

the input of the functional unit to which onc of the variable goes.

4.4 Choice Function

The first step to get new generation is to sclect parents on which genetic operators
are to be applied. The selection of parents is an importaut step which affects the
population in the new generation. Selection of fittest parents leads to premature
convergence. Thus an appropriate choice function is required. This depends on how

the fitness of a member of the population is calculated.

4.4.1 Fitness Calculation

Genetic algorithm works naturally on the maximization problem whereas our cost
function has to minimized. Thus the cost minimization problem is converted to
a fitness maximization problem as follows. The maximum cost C,,q» in the entire
population is determined and each cost ¢; is subtracted from this value to get the

fitness f; of individual i as follows:
fi = Cnm.r ] (42)

If the choice of parents is based on this raw fitness value, a premature convergence
will result. Fitness scaling is used to avoid this premature convergence. One method

is linear scaling [Gol89]. Given fitness f; of an individual as above the scaled fitness
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value f] is calculated as follows:

fl=ax fi+b (4.3)

where constants ¢ and b are calculated such that averages of raw fitness and scaled
fitness are equal.

Linear scaling runs into problems in later runs of the genetic algorithm when
most of the fitness values are close to cach other and some lethal members have
very low fitness values. This leads to negative fitness values. To avoid this situation
sigma (o) truncation was proposed [Gol89]. All the fituess values are preprocessed

to calculate modified fitness values f!' as follows:

f,{l = fi - (farg - Cmull X 0) (44)

where o is the standard deviation of the population and C,,. is the multiplying
constant between 1 and 3. The negative values (f” < 0) are arbitrarily set to zero.
After this truncation, linear scaling can proceed without the danger of negative

results as follows:

fi=ax fi+0 (4.5)

(1]

Fitness scaling attempts to maintain the variation in the population which is
necessary for further exploration of scarch space. Once the population consists of
same type of individuals the genetic algorithin looses its ability to explore the secarch

space until the population gains some variation by the slow process of mutation.



4.4.2 Sample Space

Based on the scaled fitness value a probability is calculated for cach individual. This

is multiplied by the size of the population n to get expected number of times an

individual should be selected (e;) as parent:

ei = (fi/D_fi) xn (4.6)
i=1

A sample space is defined based on e; values. It consists of an array of records
with two fields - a member identification number field and a probability field. For
example if e; = 2.6, then individual j will receive three slots (j.1.0), (5. 1.0), and
(J,0.6) in the sample space (Figure 4.2). Note that the first field in a slot is the
individual's identification and the second field is the probability with which this slot
should be accepted.

Assume that there are total of m slots in the sample space. To select a parent
a random number is generated between 1 and m and the individual corresponding
to that slot is selected as parent with the probability of that slot. This process is
repeated until a parent is selected. Since, the fitter individual will get more slots
in the sample space, they have high chance of being selected. The diversity in the
population is maintained because the sclection is random over the sample space.

The following types of choice functions were tested and the last one was found most

effective;

1. Random selection of parent without any regard to their fitness values.
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2. Random selection of parent corresponding to a certain slot in the sample space

without any regard to the probability of that slot.

3. Random selection of parent corresponding to a certain slot in the sample space

with regard to the probability of that slot.

4.5 Crossover

The nodes in CDFG have precedence constraints that should not be violated when
the crossover operator is applied. In [\WGH90] a simple two point crossover followed
by a modified ASAP scheduling was proposed. This technique can produce schedules
which are longer than the specified control step limit and is thus believed to take
longer to find good schedules. Note that scheduling is to be performed each time
the crossover is applied. We opted to have a crossover that will always give valid
schedule rather than a crossover where scheduling has to be done separately. Given
the coding as described in a previous section, it is a difficult proposition that is to be
resolved. If we fix the order of nodes in the chromosome a simple one or two point
crossover will result in an invalid offspring chromosome. The following schemes are

developed to generate valid offspring.
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4.5.1 Alternating Crossover

The term alternating crossover as used here means that given the same order of genes
in both parents, we take genes from the two parents in the alternating sequence
such that whenever there is a violation of precedence constraint we take the gene
from the other parent but maintain the alternating sequence. If we traverse the
graph in the depth-first (DF) order we get a specified order of nodes in the graph.
Think of a chromosome where genes represent the nodes in this order. Consider a
crossover operator in which we take alternating genes from two parents such that
whenever there is a precedence constraint violation we take the gene from the other
parent but maintain the alternating sequence. This will result in an invalid offspring
chromosome.

The above example of an invalid crossover operator indicates that order of genes
is important. Thus this became the main theme in the search of a valid crossover
operator for the given chromosome. It is found that if we put the genes in the reverse
DF order such that successors arc always on the left hand side of their predecessors,
we can use the alternating crossover to generate valid offspring. It works because
whenever we take a node that is to be scheduled all of its successors are already
scheduled and thus we can check for any violations.

A working example of the alternating crossover is shown in Figure 4.3. Figure

4.3(a) shows the two sclected parents (p; and p,) for crossover and the Figure 4.3(D)
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shows the resulting offspring (os) with genes labeled with the parent tag from which
it is taken. It can be seen that there are no scheduling violations in this example.
An example which results in such a violation is shown in Figure 4.4. Figure 4.4(a)
shows the two parents. As indicated in Figurc 1.4(b), during crossover we take
alternating genes from each parent. At one point we can not take gene from parent
1 so this gene is taken from parent 2 but the alternating sequence is maintained and

the next gene is also taken from parent 2.

4.5.2 Order Crossover

It is found that alternating crossover is not able to adopt good structures from the
parents. The main reason for this is that it works bottom up and things become
constriined for upper operations. Thus the chances of mixing the genes becomes
less. For this reason we started looking for a better crossover operator. Let us
remove the restriction on the order of the genes in the chromosome. A simple order
crossover works as follows: A cross point is randomly generated and genes on left
side of one parent are copied to offspring in those positions. The other parent is
scanned from left to right and leftover genes are stored in the remaining positions of
the offspring in that order (Figure 4.5). This ensures that no genes are duplicated
or missed.

Using this simple order crossover will of course give invalid schedules. The tech-

nique we adopted to avoid invalid schedules is as follows. The cross point is randomly
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Figure 4.4: Alternating crossover example with scheduling violations: (a) Parents;

{(b) Offspring.
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Figure 4.5: Simple order crossover.
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generated and left genes of one parent are copied to the offspring. This determines
the schedule for some operations. Given schedule for some operations in CDFG, the
ASAP schedule for the remaining operations can be determined. Those genes from
the other parent which do not violate the precedence constraints are copied to the
offspring and those which do violate are taken from the first parent. The ASAP
values are used to check any violations. An example of this is shown in Figure 4.6.
The cross point is between the third and fourth gene of parent p;. The left three
genes (A, C. F) are copied from parent p; to the offspring and the ASAP schedule
for the remaining genes as induced by genes (A, C, F) is determined. Since none of
the remaining genes from the other parent violate the precedence constraints they
are copie d without any trouble. This crossover is able to group together good

structures in an offspring which is passed from gencration to generation.

4.5.3 Functional Unit Violation

Functional unit and functional unit input assignments are also taken from the same
parent. One can easily notice that sometimes this will result in concurrent assign-
ment of the same functional unit to two or more operatious in the same control step.
One way to resolve this situation is to include a violation term in the cost function

of Equation 4.1. Thus the cost function will then become

C=W fcs X Arrs +“ch X Arrcg +‘Vbus X Nypus+ W u X N ut " /’ic X -'\‘.ic + H',viol X Nyiol (47)
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Figure 4.6: Example of order crossover tailored for scheduling: (a) Parents; (b) Off-
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where,

Weia  weight assigned to each functional unit violation

Nyio number of violations.

The weight assigned to each violation should be high enough so that there are no
violations in the final result and low enough so that the individual is not completcly
neglected. It is easy to see that one violation of a functional unit means that we may
or may not need an extra functional unit. Thus the weight assigned to a violation
is approximately the same as the weight assigned to a functional unit.

The other way around is to reassign the functional units for violating operations
only. The advantage that onc can think of for the first scheme is that one would
cxpect the functional unit assignment to improve genectically. But if there are too
many violations then it will undermine any genctic improvement. This is indeed
the case as found by experiments. In such circumstances the second scheme looks
practical. It is important to note that reassignment of functional units is like mu-
tation of the functional unit assignment part of the chromosome with a somewhat

high probability.

4.5.4 Normalization of Functional Unit Assignment

Besides functional unit violation there is one more problem that is to be handled

when we apply the crossover operator. Suppose that the maximum number of
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functional units in one or both parents arc 3. The crossover can produce an offspring
that uses only two functional units (Figure 4.7). Since we inherit the assignments
from the parents unless there is a violation. it may happen that some operations
are assigned to functional unit 3 whereas the maximum number of functional units
used in offspring are only 2. This means that one or both of the functional units are
free in the control steps corresponding to those operations. Thus the functional unit

assignments for these operations are performed again within the maximum range.

4.6 Mutation

Mutation operator occasionally introduces beneficial material into some members
of the population. It is applied on offsprings (after the crossover operation) with
a very low probability. It may also destroy good properties of the offsprings, but
since the fitness value reflects how good that member is, it is hoped that it will not
be passed to the next geueration if the effect of mutation is bad. Three types of

mutation operators are used in the present implementation.

4.6.1 Control Step Mutation

This is the most important type of mutation. An opceration is selected randomly. An
attempt is made to either move it up or down. The direction is generated randomly.

If it does not result in any violation, its control step value is changed. Otherwise,
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the mutation attempt is repeated on other operations a limited number of times. If
no valid control step mutation is found the mutation is abandoned. Control step
mutation has very far effects. It can produce better schedule and reduce the number

of functional units, buses and registers.

4.6.2 Functional Unit Assignment Mutation

An operation is selected randomly and a new functional unit number is generated.
If this one is not used by anuy other operation in that control step then the functional
unit assignment of the operation is changed to this one. If it is used by some other
operation another mutation attempt is made. This is repeated a limited number
of times after which the mutation is abandoned. This type of mutation helps in

reducing the number of interconnections.

4.6.3 Functional Unit Input Mutation

An operation is selected randomly and if it is a commutative operation then the
assighment of its left variable to the functional unit input is changed. This type of

mutation also helps in reducing the number of interconnections.



4.7 Selection

Crossover is applied on the population with a specified rate. After all the crossovers
are complete we get an increased population consisting of parents and offsprings.
We opted to have a fixed population size. Thus the next step is to transfer some of
the individuals among parents and offsprings to the next gencration. This is done
by a selection function based on fitness value. We create another sample space in
the same manner as discussed in Scction 4.4 for the increased population. Thus the
selection function is the same as the choice function. This is applied as many times
as population size to get the new population. It is found that good results can be

obtained if this scheme is combined with one or more of the following schemes:
1. Always selecting the best individual in the population.
2. Selecting a specified quantity of the best individuals.
3. Selecting some specified quantity randomly.

These schemes help in improving the scarch and maintaining the diversity in the
population, which is necessary for search space exploration, and avoids premature
convergence to the local optimum.

Replacement techuique is also tested. Replacement means that some fraction of
the population is replaced by the offsprings. The term generation gap is used in this

context. If the generation gap is 1.0 then the whole population is replaced. When
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replacement is used the crossover rate should always be greater than or equal to the
generation gap. Thus if gencration gap and crossover rate is 0.25 then 25% of the

population is replaced. Replacement technique did not produce good results.
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Chapter 5

Scheduling and Allocation using

Tabu Search

This chapter will discuss the tabu search (TS) implementation for scheduling and
allocation. An introduction to TS is given in Scction 3.2. The main tasks in order

to formulate scheduling and allocation for TS are as follows:
o Starting with a proper initial solution.
¢ Defining a neighborhood for a given solution.
¢ Generation of moves.
¢ Formulation and maintenance of tabu list.

¢ Defining a proper aspiration level criterion.

=1
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¢ Finding a good tabu list size.
¢ An efficient way to accept moves.

We will discuss these one by one in the remaining sections of this chapter.

5.1 Initial, Current and Best Solution

Although in theory the initial solution can be any feasible solution, it is found that
TS may take longer if given a poor initial feasible solution. We may start with
ASAP or ALAP schedule with a specified limit on the number of control steps.
In both these schedules only a few operations can be disturbed or rescheduled in
the beginning. Thus, it is found better to use either mobility-up or mobility-down
scheduling (see Section 4.3). In the final implementation mobility-up scheduling is
used for the initial solution. As TS proceeds we keep two solutions - one is the
current solution and the other is the best solution found so far. The best solution

found in n iterations is the output of TS, where n is specified by the user.

5.2 Generation of Moves

Given a solution, the generation of moves in the neighborhood of this solution is
an important step in TS. The following three kinds of moves are defined for this

purpose:



1. Moves based on changing the control step of an operation.
2. Moves based on changing the functional unit assignment.
3. Moves based on changing the functional unit input assignment of variables.

The first move is intended toward optimizing the number of control steps, func-
tional units, registers and buses, whercas the last two moves are intended for the
optimization of interconnections. Probabilities are assigned for each of these moves
in accordance with the importance of cach move toward optimizing the cost. Thus
the move type is selected probabilistically and N.,, moves of that type are gener-
ated, where N, is the number of candidate moves. The solutions obtained by each
move is evaluated using Equation 4.1. The moves are generated such that the new
solutions are always feasible, but some or all of the moves may be tabu or may
not pass the aspiration criterion. In terms of first type of move, a feasible solution
means that the precedence constraints are never violated. An operation is moved
up or down where the direction is gencrated randomly. Functional unit changes
are only performed if there are free functional units for the control step in which
that operation is scheduled. Functional unit input changes are performed only for
commutative operations.

Another way of generating neighborhood solutions is by making more than one
of the moves. This approach has less chances of finding the global optimum as the

solution may be disturbed too much and, in fact, it might not be in the neighborhood
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of the present solution. Thus this approach is not used.

5.3 Tabu Lists

Formulation of the tabu list is one of the main steps in mapping a problem for TS.
Since we have three types of moves, decision need to be made whether to use one
tabu list or three tabu lists. It has been suggested by Glover [Glo90a] that when the
solution depends on multiple parameters it is appropriate to use more than one tabu
list. Maintaining multiple tabu lists helps in generating search paths with different
characteristics.

In the present implementation we used three tabu lists - one for each type of
move. TS continues for the maximum number of specified iterations, n. Since
separate tabu lists are maintained, we need to count how many times the particular
type of move is performed. This number corresponds to the iteration number for
that type of move. When the sum of iterations for three types of moves becomes n,
TS stops. Attributes selcéted for the control step move are discussed next. A two-
dimensional array csTabuList is maintained for the tabu list. The first dimension
corresponds to the total number of operations and the second dimension corresponds
to the possible control steps to which an operation can be assigned. If an operation
op; is moved froin (say) control step ¢s; to a new control step csj, we store the current

iteration number corresponding to the control step moves in esTabuList{opi){cs;).
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Note that the reverse move is stored as this makes it easier to check the tabu status
of future moves.

Similarly two one-dimensional arrays fuTabuList and fulnpTabulList are main-
tained for other types of moves. The dimension corresponds to the number of oper-
ations. If the effected operation in such moves is (say) op; then the iteration number
for that type of move is stored in fuTabuList[op;] or fulnpTabuList[op;]. All these

recordings of tabu status are found effective and good results are obtained.

5.4 Aspiration Level Criteria

After all the candidate moves of a particular type are generated for iteration itr,
the best of these is selected, which may not be better than the current solution. If
it is not tabu, it is accepted. Accepted move becomes the current solution for the
next iteration. The tabu list size (Tsi.c) is an important parameter in TS. In the
present implementation magic number 7 is used for T,;.. and is same for all three
lists. Since we store the iteration number in order to check the tabu status, a move
is tabu if the difference of it» and stored iteration number is less than or equal to
Tii-e. I it is tabu, its aspiration level is checked as described below.

A common aspiration level (AL) criterion is used for all the three moves. As-
piration levels are associated with each of the operations and are initialized to in-

finity. If a move m; affects an operation op; and m; is tabu (forbidden), AL(op;)
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value is checked against c¢(m;), the cost of the solution achieved by move m;. If
c(m;) < AL(op;), the move is accepted and AL(op;) is set to ¢(m;) — 1. Otherwise
another set of same type of candidate moves are generated. A maximum limit on
regenerations are specified after which a new type is selected for candidate moves.
Note that aspiration level of an operation is updated only when it overrides the
tabu status of that operation. Thus aspiration level is not the best historical value.
It may allow to go to a previous solution reached by a tabu move, but this can
happen only once. Thus cycling is avoided. This aspiration level criterion gives
more freedom to explore the search space and is found effective for scheduling and

allocation.

5.5 Alternate Implementation

In an alternate implementation we tested with separate tabu list sizes for each
type of move. Two aspiration level criteria are used - one for the control step
moves and the second for other tvpes of moves. For control step moves there is
a separate aspiration level for each operation for each of its possible control steps.
Aspiration level corresponding to an operation for a particular control step is one
less than the cost of the solution obtained when that operation was last assigned
to that control step. It is updated each time a move is accepted and is thus not

a historical value. It serves to override tabu status to explore new search paths.
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Aspiration level for an operation corresponding to other two moves is one less than
the interconnection cost obtained when one of tliese moves was last applied to that
operation. Interconnection cost is used because these two moves are intended toward
optimizing interconnection cost. In this implementation a candidate list is prepared
and consists of solutions reached through non-tabu moves or, if tabu, then they
passed the aspiration criterion. The best among these is selected. The candidate
list size is kept between 5 and 10.

Although both implementations were able to find good solutions, it should be
noted that aspiration criteria are more strict in the second implementation than the
first one. The first implementation is not strict in selecting moves and aspiration
criterion is easy to pass. Because of the use of candidate list strategy the second
implementation is able to find good solutions quicker than the first one. An instance
where implementation 2 has achieved better result than implementation 1 is shown
in Figure 5.1. The graph shows the plot of move costs for both implementations for
the case of 7 control step limit on discrete cosine transform CDFG with pipelined
multipliers option. Note that although implementation 1 achieved its lowest cost
solution earlier than implementation 2 it was not able to reach the lowest cost

solution of implementation 2 for the same number of iterations.



Plot of moves for two implementations

(Discrete cosine transform: 7 control steps, plpelined multipliers)
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Chapter 6

Data Path Synthesis Using

Genetic Algorithm

Interconnection of registers. buses, multiplexers and ALUs is called data path and
the process of forming such an interconnection is called data path synthesis (DPS).
Allocation using genetic algorithm as described in the previous chapters has only
done some part of actual allocation. Functional units are allocated to operations
and variables involved in the operation arc assigned to the functional unit inputs.
Number of registers, buses. and interconnections are optimized in an attempt to
solve scheduling and allocation as a combined problem. The minimum number of
registers and buses for the given schedule is known. Interconnection cost is only
optimized. We still do not know the exact data path. Mappings of variable to

register and data transfer to bus still need to be done. Both these mappings have

80
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a profound effect on the interconnection cost. Different mappings will give different
interconnection costs and this can also be formulated as an optimization problem.
This is the subject of this chapter.

After we map the variables to registers and data transfers to buses, we have the
following information at our disposal about the high-level description from which

we started.

An operations is scheduled during which control step.

An operation is performed on which functional unit.

A variable goes to which input of the functional unit.

A variable is stored in which register during any specific control step.

A data transfer is performed on which bus.

Once we know all this information one can easily generate the data path for the

given high-level description.

6.1 Architecture

The architecture used for optimizing the number of interconnections is shown in
Figure 6.1. Outputs of functional units and registers are connected to buses. Mul-

tipiexers are provided at the inputs of functional units and registers if the input
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comes from more than one bus. A direct interconnection is provided in case the
input comes from only one bus. The interconnection cost is estimated by number

of multiplexer inputs.

6.2 Genetic Algorithm for DPS: A brief overview

The main task lere is how to formulate this problem for the genetic algorithm. As
described earlier, two mappings are to be performed. A chromosome nced to be
devised that can incorporate both these mappings. The fituess of each individual is
based on finding the exact number of interconnections which involves calculating the
total number of multiplexer inputs. Suitable initial population has to be created.
Choice and selection functions are somewhat similar as discussed in Chapter 4. A
crossover operator which produces valid mappings is to be found. Suitable mutation
function is required. We will address all these problems in the remaining sections of

this chapter.

6.3 Initial Population

Since we have to perform two types of mappings, the chromosome has to incorporate
both these mappings. Thus the chromosome has two parts - one for the variable to

register mapping and the other for data transfer to bus mapping.
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Figure 6.1: Architecture on which data path is mapped.
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6.3.1 Chromosome Part for Variable to Register Mapping

Given the life time analysis of the variables, the left-edge algorithm [HS71] can be
used to map all variables to registers optimally for the given schedule. (It should be
mentioned here that if a variable is regenerated then multiple life times are kept for
each regeneration as it may help in optimizing the number of interconnections). One
problem with the left-edge algorithm is that it does not take the interconnection cost
into consideration while grouping variables. This is becaunse the left-edge algorithm
considers left edges in the sorted order. This problem is illustrated in Figure 6.2.
Lifetimes are shown in Figure 6.2(a). Assume that sorted order is (vy.va. 3. vy).
Left-edge algorithm will give the grouping of Figure 6.2(1). Another grouping is
given in Figure 6.2(c). It may happen that grouping of Figure 6.2(c) may result in
less interconnections than the grouping of Figure 6.2(b). Thus there is a possibility
of interconnection cost optimization by considering various optimal (in terms of
number of registers) groupings.

We can utilize this fact to create initial population for this part of the chromo-
some. Given the lifetime analysis we can perturb the order of segments that start
from the same control step. This will not affect the sorted order of the left edges.
Applying left-edge algorithm on this configuration one can get a different grouping.

In this way, the initial population for this part of chromosome is created.
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Figure 6.2: Grouping variables into registers.
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6.3.2 Chromosome Part for Data Transfer to Bus Mapping

A list of data transfers for the scheduled CDFG can he made using depth first search.
All data transfers during control step (say) ¢ can take place on any available bus, but
only one data transfer can take place on any bus at one time. As mentioned earlier
different mappings will give different number of interconnections. An casy way to
make a chromosome out of this situation is to think of any bus as consisting of
segments for each of the control steps as shown in Figure 6.3. Data transfers can be
assigned to segments or slots. A list of data transfers is made and bus chromosonie
is filled with the particular index to the data transfer list. Some slots will remain
empty meaning that there is no data transfer on that bus during that particular
control step.

To create the initial population a sample chromosome is prepared. This can be
done by noticing that data transfers can be assigned to buses by using left-edge
algorithm. Data transfers in each column of sample chromosome (Figure 6.4) can

be interchanged randomly to generate initial population.

6.3.3 Complete Chromosome

Complete chromosome is shown in Figure 6.5. The left part is the bus chromosome
and the right part is the register chromosome. One can think of register chromosome

as hooked to the bus chromosome. Crossover is only applied to the bus chromosome
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--- Bus 1

--- Bus 2

--- Bus 3
cs#1  cs#2 cs#H3 cs#n

Figure 6.3: Structure of the bus chromosome.

interchange
1 2 Sy . 7 10 gis 1
1211 4\ __. 6 8 pueo
9 14 15 o 5 13 Bus 3
cs#1  cs#2 cs#3 cs#n

index to data transfer list

Figure 6.4: Sample bus chromosome.
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whereas mutation is applied on both bus and register chromosomes. One should

think of bus chromosome as if all buses are put next to each other one after another.

6.4 Fitness Calculation

The first step in calculating the fitness valuc for each individual is to calculate the
number of multiplexer/bus inputs. We keep the following information for each data

transfer:
1. Functional unit involved.
2. The functional unit input to which it goes.
3. The type of transfer (input or output).
4. The control step in which it takes place.
5. Register in which the variables involved are stored or to be stored.
6. Bus on which it will take place.

Given this information one can calculate the number of multiplexer/bus inputs
required. Since this is also a minimization problem, the number of multiplexer inputs
is subtracted by a specified maximum number of interconnections. The resulting

number for different individuals will not be much apart, so it is multiplied by a large



Bus chromosome

Register chromosome

Figure 6.5: Complete chromosome.
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number to create some difference between them. Following this, sigma truncation
and linear scaling is applied as usual to get the final fitness value. The sample space
is created and choice and selection functions take the same form as discussed in

chapter 4.

6.5 Crossover

As mentioned earlier crossover is only applied to the bus part of the chromosome. A
necessary property for the crossover operation is that the data transfers should not
change their control step during crossover operation. With reference to Figure 6.4,
it means that they should remain in the same column. Another required property
for the crossover is that the data transfers should not be duplicated or missed.

Different crossovers were considered that failed to satisfy one or both of these
properties. Simple one or two point crossover will change the data transfer control
steps as well as duplicate them. Order crossover or PMX will not duplicate data
transfers but they will change the control steps.

It is noticed that cycle crossover has an interesting property that can be utilized
here. In cycle crossover offspring inherits genes from one parent or the other in
the same position as the corresponding parent. An example of a cycle crossover is
illustrated in Figure 6.6. There are two cycles: 3-1-6-3 in parent 1 and 4-2-5-4 in

parent 2. We randomly start with parent 1. During first cycle, offspring 1 get genes
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3, 1, and 6, and offspring 2 gets genes 1, 6, and 3. For second cycle we start with
parent 2. During this cycle, offspring 1 gets genes 4, 2, and 5, and offspring 2 gets
genes 2, 5, and 4. Note that the net effect of the second cyele is to swap the genes
in the two parents as they are passed to offsprings.

Now, consider the two parent bus chromosomes shown in Figure 6.7. Assume
that there are four control steps and thus there are three buses. The non-negative
numbers are indices to the data transfer list and -1s indicate that there are no
data transfers in those countrol steps. One would notice that we can not apply
cycle crossover directly on this bus chromosome. The reason is that the gene's
value (alleles) are not distinct. In order to have a bus chromosome on which cycle
crossover can be applied, we fill the seginents having no data transfer (in the sample
chromosome) with the numbers greater than the total number of data transfers. In
Figure 6.7, there are eight data transfers. Thus -1s positions are filled with numbers
9, 10, 11, and 12 as shown in Figure 6.8(a). After cycle crossover is applied the

resulting offsprings are shown in Figure 6.8(Dh).

6.6 Final Data Path

As mentioned in section 6.4, we store enough information for cach data transfer that
can be used to find the number of multiplexer inputs. Using the same information

one can easily generate the final data path for the high-level description. This



Parent 1: 2 1 5
Parent 2: 1 4 2
Offspring 1: 3 4 1 2
Offspring 2: 1 2 5
Cycle 1: 3-
Cycle 2: 4 -

3
6

-1 8 6 -
11

g~

5
4

3 (in parent 1)
4 (in parent 2)

Figure 6.6: Cycle crossover example.
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Figure 6.7: An example of a bus chromosome.
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information is as follows:

¢ Functional unit number for each operation.

Functional unit input number for each input variable.

o Variable to register mapping for each control step.

Data transfer to bus mapping for cach data transfer.

Multiplexers are provided only if there are multiple inputs coming to the two
inputs of a functional unit or the input of a register. A direct interconnection is

implied if there is only one input to a bus.
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Parents
39 8 6 12 41 5 7 11 2 10
6 7111 8 9 2 10 5 3 12 4
(a)
Offsprings

37 8 6129 1 10 5 11 2
6 911 1 8 42 5 7
(b)

Figure 6.8: (a) Bus chromosome suitable for cycle crossover, (b) Offsprings resulting
from cycle crossover.



Chapter 7

Experimental Results

Genetic scheduling and allocation (GSA) and tabu scheduling and allocation (TSA)
are tested on various benchmarks. Table 7.1 shows the results for differential equa-
tion benchmark. Table 7.2 shows the results for more complicated fifth order elliptic
wave filter (EWF) benchmark. STAR system uses parallel data transfers, so that
the bus comparison with this system is of little significance. The results shown for
17 v control steps are for Loop Unfolding. Table 7.3 shows the results obtained for
discrete cosine transform (DCT) benchmark. The results are compared with simu-
lated evolution (SE) [LM93], HAL system [PIK89], SALSA II [RN93}, STAR system
[TH92], EMUCS system [HT83], SAW [TLW*90] and CATREE system [GES7].
Comparisons are given for number of control steps (CS), adders (+), multipliers
(*), registers (Reg), and multiplexers or buses (Mx). The cost column indicates

the cost achieved by the respective technique. The costs of control steps, adders,
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multipliers, registers, multiplexers, and interconnection are derived from [DN89].
The p in (*) column stands for pipelined multiplier. The (4) column in DCT table
actually corresponds to number of functional units capable of performing addition
and subtraction. It is assumed that addition takes one whereas multiplication takes
two control steps.

The performance of GSA for differential equation benchmark is shown in Figure
7.1. The graph shows the average cost versus generations. The moves taken by TSA
for differential equation benchmark is shown in Figure 7.2. The graph shows the
move costs for each iteration. The convergence trend is also shown.

Data path synthesis result using genetic algorithm for differential equation bench-
mark is shown in table 7.4. The result is comparable with the best known systems.
The performance of data path synthesis using genetic algorithm for differential equa-

tion benchmark is shown in Figure 7.3. The graph shows the interconnection cost

versus generations.
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| System | CS | ALU | * | Reg | Mx | Cost |

GSA 8 1 Ip| 5 4 11710
TSA | 8| 1 |1Ip| 5 | 4 |1710
HAL ) 1 Ip| 5 4 -
SE 8 1 Ip| 5 5 -

Table 7.1: Differential Equation Results.



{System | CS |+ ] * [ Reg | Mx | Cost |
GSA 17 [ 313 | 11 | 10 | 4786
TSA 7 13]3 11 10 | 4804
SE IT 131311 |11 -
HAL 17 3] 3 - - -
SALSAII} 17 | 3| 3 - - -
GSA 17 |3 {2p| 11 | 10 | 3986
TSA 17 {3 {2p| 11 | 10 {1006
SE 17 13 2p| 11 | 12 -
HAL 17 | 3 | 2p] - - -
CATREE | 17 |3 | 2p| 12 - -
SALSA I} 17 |3 [ 2p) - - -
GSA 1712 1p) 10 | 8 |2638
TSA 17“_,' 2 11) 10 8 2638
STAR 17[.1.’ 2 11) 11 5* -
GSA 18 122} 11 ] 8 |3484
TSA 18 {2 2| 10 | 8 |3424
SE 18 {22104 9 -
SALSAII] 18 |3 2 - - -
GSA 19 {22110 7 |3370
TSA 19 {22 |10 7 |3340
SE 19 1 2] 2 10 | 11 -
HAL 19 2] 2| 12 - -
EMUCS 19 2] 2112 ] 12 -
SAW 19 (22|12 - -
GSA 19 {2 |1p| 11 | 8 | 2644
TSA 19 1 231p) 10 | 7 }2538
SE 19 {2 (1p| 11 9 -
HAL 19 | 21p| 12 | 6 -
STAR 19 {2 1pt 11 | 4* -
SALSATII| 19 (2 |1p| - - -

Table 7.2: EWF Results.
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[System [CS{+] * [Reg]Mx [ Cost |
GSA 71618 | 19 | 18 | 10894
TSA 71618 19 | 18 | 10904
SALSAII| 7 {6 [ 8 - - -
GSA T8 |4pf 21 | 21 | 8788
TSA T 16t5p| 19 | 17 | 8442
SALSAII| 7 |8 |4p | - - -
GSA 8 {53 G | 15 | 17 | 8712
TSA 8 {531 6 | 15 | 16 | 8660
SALSATII| 8 {536 | - - -
GSA 8 |5 |4p| 17 | 15 | 7030
TSA 8 |5 |4p| 16 | 16 | 7110
SALSAII| 8 |5 |4p | - -

GSA 9 1416 | 15 | 14 | 807
TSA 9 14|61 14 | 15 | 8158
SALSAII} 9 |46 | - -

GSA 9 |413p]| 13 | 14 | 5626
TSA 9 14 |3p]| 13 | 14 | 5660
SALSAII} 9 | 4|3p| - - -

Table 7.3: DCT Results,
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GSA: Differential Equation

== !Average Cos!

Average Cost

Generations

Figure 7.1: GSA: Graph of average cost versus generations for differential equation.
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TSA: Differential Equation

= Move costs
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Figure 7.2: TSA: Graph of move costs for each itcration for differential equation.
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{ System | Mux Inputs |

DPS 14
Splicer 16
HAL 13
SE 12

Table 7.4: Data path synthesis result.

Data Path Synthesis

~ Differential Equation Example
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Figure 7.3: Data path synthesis using GA: Interconnection cost versus generations.
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Chapter 8

Conclusions and Future Work

This short chapter concludes this thesis and highlights some future work.

8.1 Conclusions

Genetic algorithm is a promising optimization technique. This thesis has presented
its application to scheduling and allocation in high-level synthesis. The work in-
volves finding an appropriate string encoding or chromosomal representation. The
initial population of solutions is constructed to get better results. Two scheduling
techniques, mobility-up and mobility-down, arc used for this purpose. Two new
crossover operators (alternate crossover and order crossover for scheduling) are pre-
sented which can find application in mauny other arcas. Genetic scheduling and

allocation (GSA) is tested on three benchmark cirenits namely differential equation,
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fifth-order elliptic wave filter, and discrete cosine transform. Results obtained are
comparable with those obtained by other systems. GSA approach is different from a
previous attempt using GA [WGH90] in many respects. The contributions include:
a new chromosomal representation for scheduling and two subproblems of alloca-
tion; and two novel crossover operators to generate legal schedules. In [WGH90] a
simple two point crossover followed by a modified ASAP scheduling was proposed.
This technique can produce schedules which are longer than the specified control
step limit and is thus believed to take longer to find good schedules. In their tech-
nique scheduling has to be performed cach time the crossover is applied. GSA
uses crossovers that will always give valid schedule rather than a crossover where
scheduling has t» be done separately.

Tabu Search is another promising optimization technique. This thesis has pre-
sented its application to scheduling and allocation in high-level synthesis. Investiga-
tion is done in finding a good initial solution to start with, defining a neighborhood
for a given solution, generation of moves, formulation and maintenance of tabu
list(s), defining a proper aspiration level criteria, finding a good tabu list size and
an efficient way to accept moves. Two implementations are reported and comparced.
Tabu scheduling and allocation (TSA) is also tested on above mentioned bench-
marks. Results obtained are comparable to those obtained by other systems. The
results of both GSA and TSA are compared with simulated evolution (SE) [LM93],

HAL system [PK89], SALSA II [RN93], STAR system [TH92), EMUCS system



[HT83], SAW [TLW+90] and CATREE system [GES7).

A novel interconnect optimization approach using genetic algorithm is also re-
ported in this research. It can be used to optimize number of interconnections for a
given schedule and functional unit allocation. It tries to find genetically good map-

pings for variables to registers and data transfers to buses with the aim of optimizing

interconnection.

8.2 Future Work

Future work will focus on designing a complete data path synthesis system using GA.
Efforts will be directed to include facilities such as chaining and loop winding. The
data path synthesis system should be able to take high-level description and produce
register-transfer level description of the circuit. Research can also be directed to find
more effective implementation for TS and designing a complete data path synthesis

system using TS with above mentioned facilities.
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