Towards an Optimal Accumulator Size
For the Hough Transform

by

Mohammad Wasim Akhtar

A Thesis Presented to the
FACULTY OF THE COLLEGE OF GRADUATE STUDIES
KING FAHD UNIVERSITY OF PETROLEUM & MINERALS

DHAHRAN, SAUDI ARABIA

In Partial Fulfillment of the
Requirements for the Degree of

MASTER OF SCIENCE
In

ELECTRICAL ENGINEERING

August, 1991



INFORMATION TO USERS

films the text directly from the original or copy submitted. Thus, some
thesis and dissertation copies are in typewriter face, while others may
be from any type of computer printer.

The quality of this reproduaction is dependent upon the quality of the
copy sabmitted. Broken or indistinct print, colored or poor quality

In the unlikely event that the anthor did not send UMI a complete
manuscript and there are missing pages, these will be noted. Also, if
unauthorized copyright material had to be removed, a note will indicate
the deletion.

Oversize materials (e.g., maps, drawings, charts) are reproduced by
sectioning the original, beginning at the upper left-hand corner and
continuing from left to right in equal sections with small overlaps. Each
original is also photographed in one exposure and is included in
reduced form at the back of the book.

Photographs included in the original mamscript have been reproduced
xerographically in this copy. Higher quality 6" x 9" black and white
photographic prints are available for any photographs or illustrations
appearing in this copy for an additional charge. Contact UMI directly
to order.

UMI
University Microfiims International
A Bell & Howell information Company

300 North Zeeb Road. Ann Arbor, M| 48106-1346 USA
313:761-4700 800/521-0600






Towards an optimal accumulator size for the Hough Transform

Akhtar, Mohammad Wasim, M.S.
King Fahd University of Petroleum and Minerals (Saudi Arabia), 1991

U-M1

300 N. Zeeb Rd.
Ann Arbor, M1 48106






I@ﬁﬁ%@@ﬁﬁﬁ@ﬁ@@ﬁ@@@ﬁﬁﬁﬁﬁﬁﬁﬁﬁﬁg

19ttt el otel el e

134

el e el el el el bel e bl el lelfel el e 9 b e b 9 bl el e

{
%4

TOWARDS AN OPTIMAL ACCUMULATOR SIZE
FOR THE HOUGH TRANSFORM

BY

MOHAMMAD WASIM AKHTAR

A Thesis Presented 1o the
FACULTY OF THE COLLEGE OF GRADUATE STUDIES

KING FAHD UNIVERSITY OF PETROLEUM & MINERALS
DHAHRAN, SAUDI ARABIA

In Partial Fuliiment of the
Requiremens for the Degree of

MASTER OF SCIENCE

ELECTRICAL ENGINEERING

AUGUST 1991

3
:
%
§
%

Y




1430

KING FAHD UNIVERSITY OF PETROLEUM & MINERALS

DHAHRAN, SAUDI ARABIA

This thesis, written by
MOHAMMAD WASIM AKHTAR

under the directiom of bis thesis coamittee, and approved by all the
members, hes been presented to snd accepted by the Desn, College of
6raduate Studies, in partial fulfillment of the reguirements for the

degree of

MASTER OF SCIENCE IN ELECTRICAL ENGINEERING

ﬂ@mm

Chairman (Dr. Mobamsmad Atiquzza-au)

Nember ( Dt. Namwar ttaye.b)

) [ 2
Ile.ber (Dr. Syed 2eki A]—Akbdar)
(-ﬁ L'
) - Nember {(Dr. Khslid Nussain Biyari)
>0 acgizal |

Dr. Samir Alwsn Al7Baiyat .
Department Chairman

M'M/\.
Dr. Ala R. Rabeh '
Dean College of Graduate Studies

Dste : &“"’4‘91




to my

Parents & Brothers



ACKNOWLEDGEMENT

Praise and gratitude be to Allah the Almighty, with whose gracious help it
was possible to accomplish this work. Acknowledgement is due to King Fahd
University of Petroleum and Minerals for extending all the facilities and
prqviding financial support.

1 would like to express my sincere appreciation and gratefulness to my
advisor and committee chairman Dr. Mohammad Atiquzzaman. His patient
guidance, innovative suggestions and continuous encouragement were of vital
help in achieving this goal. I am also thankful to my committee members Dr.
Mammar Bettayeb, Dr. Syed Zaki Al-Akhdar and Dr. Khalid Hussain Biyari.
for their critical suggestions and the invaluable co-operation extended by them.

Special thanks are to Dr. Gerhard F. Beckhoff for his help and co-operation

in expediting the completion of the thesis.

Last, but not the least, I am thankful to all the facuity, staff, colleagues and
friends who made my stay at K.F.U.P.M a memorable and valuable experience.



TABLE OF CONTENTS

Ckapter Page
ACKNOWLEDGEMENT iv
LIST OF TABLES x
LIST OF FIGURES xi
LIST OF SYMBOLS xvii
ABSTRACT xxii

1. INTRODUCTION 1
1.1 Low-level Processing 2
1.2 Intermediate-level Processing 2
1.3 Application-level Processing 3
1.4 Motivation behind the work 4
1.5 Organization of the Thesis 6

2. THE HOUGH TRANSFORM 7
2.1 Devclopment of the HT 7
2.2 Shape Parametrizations 8

2.2.1 Slopc - Intercept Parametrization ........c.ccocccececeevercermeeereesseessonesesssons 8



4.

2.2.2 Normal Parametrization

2.2.3 Other Parametrizations

2.3 Summary

VARIOUS ASPECTS OF THE HOUGH TRANSFORM

3.1 Algorithms for the HT

cvsevscsnccscescsassas

3.2 Analysis of HT Performance

3.2.1 Discretization Errors in the HT

3.2.2 Quantization Errors in the HT

3.3 Architectures for the HT

3.4 Applications of the HT

3.5 Summary

COMPLETE LINE SEGMENT DESCRIPTION

4.1 Determination of extremitics by projection

4.2 Determination ol extremitics using the

Combinatorial Hough Transform

4.3 Determination of extremities using

SUMACE FIUNE ..ottt sssssasseassessisassssssesessessessessesnsns

14

16

17

19

24

33

35

36

37

41



4.4 The Proposed Approach

4.4.1 Computation of length from the spread in the

accumulator array

4.4.2 Length and extremities of a Thin

Line Segment

443 Length and extremities through

Extrapolation

4.4.4 Length and extremities of a

Thick Line Segment

4.4.5 Drawbacks of the approaches discussed

4.5 Complete Line Segment Description without

using0__, .,

4.5.1 Optimal Accumulator Array Size

4.5.2 Detection of Multiple Line Segments

4.6 Complete Line Segment Description in the

Presence Of NOISC .ouceciscrniseessssessisssssisassssssssnsssesassassss

vii

---------------------

5t

58

69

75

81



4.6.1 Effect of noise on the spread in the

accumulator array

4.6.2 Mcthodology to overcome the effect of noise

4.7 Summary

5. RESULTS AND DISCUSSION

5.1 Computation of length from the spread in the

accumulator array

5.2 Length and extremities using 0, ;...;

5.2.1 Length and extremitics without using

Extrapolation

5.2.2 Lcngth and cxtremities using

Extrapolation

5.3 Complete Linc Segment Description without

using Opredicred

5.4 Optimal Accumulator ATTay SiZe ......ccevecevirenicsenennenssresnsannes

5.5 Complete Line Segment Description in

viii

83

&3

87

89

92

93

97

108

............... 128

e



6.

presence of noise

5.5.1 Effect of Ap and A®

5.5.2 Effect ofn___

5.5.3 Effect of the amount of noise

5.6 Results using Real Images

5.7 Reduction in the Computational Complexity

CONCLUSIONS

6.1 Summary

6.2 Suggestions for future work

REFERENCES

APPENDIX A

APPENDIX B

ix

133

134

147

148

149

155

157

158

159

16t

167

177



LIST OF TABLES

Table Page

5.1.1 Simulation results for computed length using the spread in the
accumulator amray for 0, = 23 90

512 . Simulation results for computed length using the spread in the
accumulator amray for 6, , = 73 91




2211
2221
3.2.1.1

3.2.1.2
3221
3.222
44.1

442

443

444

44.1.1

44.2.1

44.2.2

4423

4424

LIST OF FIGURES

Page
Hough Transform using Slope - Intercept Parametrization —................ 10
Hough Transform using Normal Parametrization 13
The overlapping area between the image space and an infinitc
window of width Ap 26
Elongaiion of the peak along the 8 — direction 28
Quantized straight kne segment 30
Apparent width of a thick line segment 32
Part of a typical accumulator array illustrating
Cyewr "7 Gyand ] a1
Part of a typical accumulator array illustrating
ng, and n, 56
Part of a typical accumulator array illustrating
Co k>0 4,andC, k<0, 59
Part of a typical accumulator array illustrating
the pattern of almost equal entries and zero entrics between
non-zero entrics in C, 76
Maximum anglc between the line segement and
the bar corresponding to the peak 50
A thick fine segment corresponding to 0, > 45 .cccereeeerceesrennnnns 53
A thin line segment corresponding to 0_,, < 45’ 54
Dectermination of the endpoints from the spread :
in the accumulator array using G, &k < 0, .. 55

Detcrmination of the endpoints from the spread
in the accumulator array using C,, k > Opeat  wervrerercrssmnann, 60

Xi



4431

444.1

4442

445.1

45.1
4.5.2
4.5.1.1
45.1.2
4.6.1

5211

5212

5213

5.22.1

5.2.2.2

5.2.23

Endpoints detected before and after extrapolation

Extremities of a thick line segment ( 0_,_, > 45 )
Extremities of a thick line segment (8, < 45 )

An 1solated feature point which may not
be detected accurately

Computation of extremities, independent of

Opresicaey USING G K < 0,

Computation of extremities, independent of

Opeicres UsiNg C, > 6

The phenomenon of zero votes between non-zero
votes in the accumulator array

Bars of width Ap ensuring maximum number of

feature points within 2 or 3 such bars

Computation of pX_, and p*_,, to overcome
the effect of noise

Variation in error in the computed x-co-ordinates
vsd,, for 0, = 15,Ap = 0.299, A0 = 0.6767
and A0 = 0.5625

Variation in error in the computed y-co-ordinates
vs d”'_. for 0., = 15,0p = 0.299, A0 = 0.6767
and A0 = 0.5625

Variation in error in the computed length
£ di»‘;-n for 0, = 15.,Ap = 0.299, A0 = 0.6767
and A0 = 0.5625

Variation in error in the computed x-co-ordinates

vs dp’_‘ for0, ., = 45',Ap = 0.2245, A0 = 0.9 when cxtrapolation

IS USEU aeuvvereerereierceecesssassnsssssasesssesssanssssssssasssassonennns

Variation in crror in the computed y-co-ordinates

vs dj.c,... for 0, = 45,Ap = 0.2245, A0 = 0.9 when cxtrapolation
IS USEA vt sttt s

Vaniatisn in error in the computed length

Xii

61

67

7t

78

95

98



5.224

5.225

5.226

52217

5228

5229

53.1.a
5.3.1.b
53.2.a
5320

5.33.a

vSd for 6, = 45 Ap = 0.2245, A0 = 0.9 when extrapolation
is used

Variationinermrinth_ecmnputedx-co-orditm
vs dm,..: for 0, , = 45 ,Ap = 0.299, A6 = 0.9 when extrapolation
is used

Variation in ervor in the computed y-co-ordinates
vsa;._‘ for 6, = 45 Ap = 0.299, A9 = 0.9 when extrapolation
is used

Vaxiationinmorinthgcomputedlengﬂl
_vs:z.e,a_.forod_,= 45 Ap = 0.299, A0 = 0.9 when extrapolation
is

Variation in error in the computed x-co-ordinates
vs dj..’_‘ for 0., = 15.,Ap = 0.299, A0 = 0.5625 and A® = 0.6767,

when extrapolation
is used

Variation in ervor in the computed y-co-ordinates
vs dj.’_‘ for 0, = 15.,4p = 0.299, A = 0.5625 and A® = 0.6767,

when extrapolation
is used

Variation in error in the computed length
vsd, ot for 0, = 15,Ap = 0.299, A6 = 0.5625 and A0 = 0.6767,
when extrapolation

is used

Variation in error in [, Vs 4, , for 0, = 15,

with A0 = 0.7087 and different Ap  ..cocerncnnnnciniicnneenae

V?ﬁation in error in l"’?“"‘ vsd  for0,,, = 15,
with A0 = 0.7087 and different Ap

Vflriation in error in I""!""‘ vsd, , for0,,, = 25,
with A6 = 0.7087 and different Ap

Variation in errorin [, vs d,  for 0, , = 25,
with A0 = 0.7087 and differcnt Ap

Variation tn error in 'mma Vs dw for 0,4 = 45,

xiii

100

101

102

103

.. 104

105

106

109

110

112



5.3.3.b

534a

53.4b

53.5a

53.5.b

5.3.6

53.7

538

5.39

5.3.10

5.3.11

5.3.12

with A = 0.7087 and different Ap

Variation in error in [, vsd, for 0, = 45,

with A0 = 0.7087 and different Ap

Variation in error in [, vs d,  for 6, = 65,

with A0 = 0.7037 and different Ap

Variationinemrorinl____,vsd,  for0_ = 65,

with A0 = 0.7087 and different Ap

Variation in error in Ia_?_., vsd  for 0, . = 75,
with A@ = 0.7087 and different Ap

V?ﬁaﬁm in error in I"'?"'" vsd,  for O g, = 75,
with A6 = 0.7087 and different Ap

Variation in error in [___,, and the computed extremities
averaged over 71 lines vs d_, for
Ap=09and A0 =10

Variation in error in [____,, and the computed cxtremitics
averaged over 71 fines vs d_, for

Ap = 0.9 and A6 = 0.71

Variation in error m { upuses 30d the computed extremitics
averaged over 71 lines vs 4, , for

Ap = 09 and A6 = 0.5

Variation in error in [___,, and the computed extremities
averaged over 71 lines vs d_, for
Ap = 0.2 and A0 = 0.71

Variation in error in /.., and the computed extremities
averaged aver 71 lines vs 4, for
Ap = 0.2 and A0 = 0.31

Variation in error in /..., and the computed extremities
averaged over 71 lines vs 4_ for ’
Ap = 0.2 and AS = 0.23

Variation in error in /., averaged over
71 lines vs Ap, for d,‘, = 10 and diffcrent A0

Xiv

13

114

115

116

H7

118

120

121

122

123

124

125

126



5.3.13
5.3.14
5.3.15
5.3.16
5.5.1
552
5.53.a
5.5.3.b
5.5.4.a
5.54b
) 5.5.5a
3.5.5.b
55.5.¢c

5.5.6

Variation in error in [, averaged over
71 lines vs Ap, for 4, = 10 and different A0 127

Variation in error in [, averaged over
141 lines vs Ap, for d_, = 10 and different A0 129

Variation in error in [, averaged over
71 lines vs Ap, for A8 = 0.7] and different d_, 130

Variation in error in [___,, averaged over
71 lines vs Ap, for A8 = 0.71 and different d_, 13t

Variation in error in [___, and computed cxtremitics averaged
over Il fines vsd,  usingn, =3and 0, =2 e 135

Variation in error in [___; and computed extremitics averaged

Variation in efror in [_____, and computed extremities averaged
over 8 lines vs 4, using n = 3andn,, =2 137

Variation in error in [____,, and computed extremities averaged
over 8 lines vs 4, , using ., = 3 and W, = 2 138

Variation in error in [___, , and computed extremities averaged
over 16lines vs d,  using . =3andn),, =2 s 139

Variation in error in [___,, and computed extremitics averaged
over 16 lines vs d, , using n,.. = 2and nf,, = 2 conrennnennnnnns 140

Variation in error in /___,, and computed extremitics averaged
over 25 lines vs 4, using . = 2and ql, =2 e 141

Variation in ervor in [, and computed extremitics averaged
over 25lines vsd, using . = 2and Ny = 2 ceennsnnnnnn, 142

Variation in error in /., and computed extremitics avcraged
over 25 lines vs d, , using . = dand n,, =2 e, 143

Variation in error in /., and computed extremitics averaged
over 25 lines vs d,  using ., = dand nh,, = 2 s 144

Xv



557a
5.5.76

5.6.1
5.6.2.a

5.6.2b

563

Variation in error in [, and computed extremities averaged

over 25 linesvsd, usingx, =dandvl,,, =2 o M5
Variation in error in [, and computed extremities averag-ed

over 25fines vsd, usingnm,_ = 6andnf,, . =2 oo 146
Real image containing noise 151

Line segment detected from the image in fig 5.6.1 with 4, = 9,
AO=10,Ap=099, n__ =2, v, .. =2 152

Line segment detected from the image in fig 5.6.1 with d., =10,
AG=10,A0=099, n__ =2, %, =2 153

Variation in error in [, and computed extremities of the real
image in: fig 5.6.1 vsd_, fornm,,  =2adng,,.,. =2 e 154

Xvi



Lj

N

O

LIST OF SYMBOLS

two dimensional accumulator array

cell in the accumulator array with i as the index i
the p — direction and j as the index in the 0 —
direction

apperent width of the line segment L

bar in the image planc corresponding to q, ;

k* column in 4

intercept of the fine segment on the y-axis

difference in the indexes of the columns C; and C; in
the accumulator array

half the maximum width of L

number of feature points along I. having onc of the
co-ordinates equal

gray level gradient in the x-direction

gray level gradient in the y-direction

grid constant in Freeman’s grid intersection method
onc dimensional array for projection

line segment in the image plane

actual length of L.

length of L averaged over several columns of A

xXvil



i

(x»5)

(Xiurr Vine)

(xi ) &

(.\'2, yz)

maximum length of L

nearest straight line

first likely straight line or the feedback straight line
second likely straight line

slope of L

slope of L determined from 6,5,

image size

number of feature points along /;

number of nonzero entries for which C, is scanned
between n%, and 3%, to overcome the effect of noise
number of feature points in the image -

number of votes or the count in q;

estimated number of feature points on /; such that
n, > 0.7N,

estimted number of feature points on /,

spread along the p — direction-in C,

co-ordinates of a feature point in the image planc in x
and y directions

co-ordinates of the point of intersection of the

predicted linc segment with the image boundarics

extremities of [.

Xviii



Greek Symbols

A9

asize

the resolution along the 9 — axis of the accumulator
array
the resolution along the p — axis of the accumulator

array
the error minimised for computing the slope-intercept

parameters of [,

maximum error in the computed valuc of -the x-co-
ordinatgs of the extremities

maximum error in the computed value of the y-co-
ordinates of the extremities

number of cells subtracted or added to g% or 3 as
correction

index in the p — direction corresponding to the first
non-zero entry in C,

index in the p — direction corresponding to the last
non-zero entry in C,

index of the ccll in the p — dircction whose
corresponding bar in the image planc has p = p¥_ 4
index of the cell in the p — direction whose
corresponding bar in the image plane has p = p,_,
angle of the normal to I. w.r.to x-axis

size of A in the 0 — direction

Xix



6, : angle of the normal to /,

0, :  angle of the normal to the bars corresponding to cells
in C,

Oex :  maximum value of 0

0a :  minimum value of 6

il S :  predicted value of @ using CHT

0, :  sampled value of 6

B, :  average number of pixels along L

P : length of the normal from origin to L

Pasioe : size of A in the p — direction

Pexact 1 exact value of p ( Py = Puin + Ppeat A9 )

Prigh : quantized value of p on the p — axis such that
Piigk = Posim + (p’_k +1)Ap

P; :  length of the normal to /;

Prow : quantized value of p on the p — axis such that
Piow = Pain + (Ppeat — 1) 8P

Penax :  maximum value of p

Prmin :  minimum valuc of p

P rered :  predicted valuc of p using CHT

[ :  the value of p of the bar corresponding to the ccll
upto which scanning is done

PE : the value of p of the bar comresponding to the cell

from which scanning is started

XX



(Pocruat Ocruat )
(pmoaw)

( Ppesks 9,.‘ )

( Ppreicresds Opredicned )
(pn0,)

length of the normal corresponding to the first non-
zero entry in C,

length of the normal corresponding to the last non-
zero entry in C,

standard deviation of the distribution of the feature
points around L in the orthogonal direction to L
threshold for the count in a cell of 4

threshold for discontinuties in L

threshold applied to 4 for detecting multiple line
segments

actual parameters of L

actual parameters of L computed from its extrcm:tus
indexes in parameter space corresponding to the peak
mA

parameters computed from the peak in A

parameters of /,

XXi



THESIS ABSTRACT

NAME OF STUDENT : MOHAMMAD WASIM AKHTAR

TITLE OF STUDY - : TOWARDS AN OPTIMAL ACCUMULATOR
SIZE FOR THE HOUGH TRANSFORM
MAJOR FIELD : ELECTRICAL ENGINEERING

DATE OF DEGREE : AUGUST, 1991

Hough Transform (HT) is widely used in Computer Vision. HT is a
mapping from the image plane onto the parameter space. It can detect any
shape which can be defined by a parametric equation. When HT is used to
detect straight line segments in images, the conventional approach only gives
information regarding the parameters defining the fine segment. It does not give
the exact position of the line segment. Some authors have developed procedures
to obtain the complete line segment description using the HT, but their methods
are all highly compute-bound and require large storage space. In this thesis a
new approach for obtaining the complete line segment description from the
information in the accumulator array is developed and a criterion for an optimal
accumulator size is suggested. The developed approach reduces the
computational complexity of the HT. The new approach has been tested on
synthetic images without noise, synthetic images with noise, and also on real
world images which inevitably contain noise.

MASTER OF SCIENCE
KING FAHRD UNIVERSITY OF PETROLEUM & MINERALS
Dhahran, Saudi Arabia

Xxii



Al gomyll dlil gy

Saddl Ladd

[ Hough ] Jsal Jial oelud 53 pane 323 & caaall glaie
aal s P cadliadl f""‘

WAL, S Cania D pasa—3sll

pladiSiead Jlowe 3 poall l_,.n.nsrhau-l‘,lm HT, [Hough Transform] gl

O La r o Ji5 G Slae 5o Jsall 138 5f 5 - saseasll o Lol YT Cladl

s -i‘;,s.,..js.:,_,iogsg;,i&u_,,‘,ul,_.a:.ndu..glz_,,_nau..

Lok o pbd Glisicd Calaiiad sic a¥sall Ga g oill 3a 5SI g Lo olass

Lilese Ustcn cleglen T e ¥ Lo il T, bll GLi 3 s0mall 3 TaniSns

u&.u.-.:-i&.k:...:.v.l,_.i‘,u Glayl u:.uj.uus..u,...u_.uu,ﬂu
Bais JS&s 3y geall Oa Lasdiaall Takald

chill elist JalS Ciay Lle Juasad Uk gntalall pans g5l 135

Ta,sill Tas,hdl oaa oS8 5 Laayd HT plassaly ells 3 0all 5 Tasiseall

Glao A0S ablaall ok ciy M glas LSl Jo¥: o os 33T Lale
352K 3,50 )

u-c)LalSLl.m‘,gL.-.‘- Ol ki s .\._-J_-_.U._n_,.kv:.na_,_'n_ﬂcc.ss_.dllllqi
Bae pyadlesy &mllu*nmqs.ﬁﬁlluhyldﬁwdli‘,iwl
e Talihe 3l e a3 g3y -ganll Ll oulad JBY Usnasll ol o silan
LJLLIQ_&J—LI‘WJM.J&G“JIBLM*LIQ"‘A'JA‘JLM'.J&MJ'
ulhha‘uauiwhﬁgulcm_,.ulaublyw\, R PG RPN RV
Hl'q.iz.\,.\,ll Shlubll Lysue 3 S G Hu

palall (3 puialll 3n 5
Salall y Jy mall agd elilf Taals
Lisgaaadl Tasyadl Ll — Gl yekidl
PVAAY ubiil — 4 VEVY Liaa

XXiii



1. INTRODUCTION

Of the five senses - vision, hearing, smell, taste and touch - vision is
undoubtedly the one that man has come to depend upon above all others and
indeed the one that provides most of the data he receives. A important featore
of the human vision is that each glance provides megabits of information and
data rates for continuous viewing exceed several megabits per second. Another
feature of the human visual system is the ease and speed with which
interpretation of a scene is carried out. However, the important point is that we
are for the most part unaware of the complexities of vision. Man is inventive
and is now trying to get machines to do much of his work for him. But vision

for a machine is difficult compared to that for a human eye.

Machine vision is achieved through Object Recognition - which is
necessarily a problem of discrimination i.e., discriminating between patterns of
different classes. During the period prior to 1970, image processing and
statistical pattern recognition consumed much research effort and effectively
dominated the image analysis [1]. This is one of the reasons why Hough
Transform was not given due recognition in research and was not optimized
adequately. Hough Transform was first proposed in 2 patent by P.V.C.Hough
in 1962 [44] and later developed by Duda and Hart in 1972 [2]).



2
The field of image processing and object recognition may be broadly divided
into three processing stages : [I]

I. Low - level processing
2. Intermediate - level processing

3. Application - level processing

1.1 Low - level Processing

The low - level processing stage of image processing and object recognition

involves :
-- basic imaging operations such as convolution, FFT etc;

— image filtering techniques such as median filtering, mode filtering,

and noise suppression by Gaussian smoothing.

- Thresholding techniques like image enhancement, image

segmentation, and edge detection.

1.2 Intermediate - level Processing

At this stage, the primary importance is of obtaining abstract information
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about images rather than converting an image into another which is done in low
-levelprooessingstage.’l‘hisstageofmachinevisioninvo!vmu_-seofoneor
several of the following shape detection algorithms (choice of which depends on
the nature of the image) :

— Line detection

— Circle detection
— Ellipse detection
— Polygon detection

— Hole and Corner detection

The shape detection processes listed above can be effectively carried out by
using Hough Transform.

1.3 Application - level Processing

The high - level or the application - level processing is the last stage and

consists of :
-- Abstract pattern matching techniques

-- Automated visual inspection



— Statistical pattern recognition

— Real-Time electronic hardware systems
1.4 Motivation behind the work

As stated before, Hough Transform falls in the intermediate - level
processing stage. It has been widely used for detection of parametric shapes. Its
adoption in image processing and computer vision has been slow due to its
computational and storage complexity [3]. Algorithms to overcome the above
drawbacks have been suggested by different authors. The HT has also been
efficiently implemented on various types of multiprocessor systems. Most of the
authors have used the straight line as an example of the pattern to be detected.
They have either used the m — ¢ parametrization or the p — 6 parametrization
for the straight line. When p — 0 parametrization is used, then the HT
determines only the parameters p and 0. It does not provide any information

about the length and position of the line segment.

In machine vision applications, the parameters as well as the length and
position of the line are required for accurately locating the pattern. A line
segment is completely defined by the normal parameters together with its
position and length. The position of the line segment comprises of the co-
ordinates of the endpoints of the line segment. Some auihors have looked into

this aspect and suggested various techniques to accomplish this objective. Some
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of the methods suggested include the use of projection onto the image axes,
surface fitting, and the uwse of the combinatorial Hough transform. The
suggested methods are all highly compute bound and do not consider noise. It is
worth mentioning here that the HT is usually applied to noisy images because of
its robustness against noise. Therefore, any algorithm for determining the length
and the endpoints of a line must take in to account the fact that the image will

be noisy.

It is the objective of this thesis to determine the length of the line and as
well as the co-ordinates of the endpoints of the line from the information
contained in the Hough accumulator array. The amount of computation
required in accumulating and analyzing the Hough accumulator array depends
on the size of the array. Keeping this in view, it is also the objective of this
thesis to determine the optimal size of the accumulator array. The optimal
accumulator size will be investigated in relation to finding the complete line
segment description from the accumulator array rather than just predicting the
normal parameters of the line segment. The proposed approaches are based on
exploiting the information contained in the spread of votes in the accumulator
array. Algorithms for determination of complete line segment description in the

_presence of noise have also been investigated. Al the approaches are highly

efficient in terms of computing time.



1.5 Organization of the Thesis

The thesis is divided into six chapters. To familiarize the reader with this
area of research, the Hough Transform and the various aspects associated with
it are explained in chapters 2 & 3 respectively. Chapter 4 starts with a review of
the state of the art in the area of complete line segment description along with
their strengths and weaknesses. This is followed by the approaches proposed in
this thesis. The optimal accumulator array size problem has been discussed
while describing the proposed algorithms. Results obtained by using the
proposed algorithms on synthetic images are presented in chapter 5. Wherever
applicable the results are accompanied by observations and conclusions. An
optimal accumulator array size has ‘been recommended. The thesis concludes
with a summary of the research carried out and suggestions'for future work.
There are two appendices in the thesis -— Appendix A gives the pseudo-code for
the methodology employed to obtain the complete line segment description from
the spread in the accumulator array, while Appendix B lists the FORTRAN
code of the pseudo-code described in Appendix A.



2. THE HOUGH TRANSFORM

Historically, the Hough Transform (HT) has been the main means of
detecting straight edges in image patterns [1]. It has also been applied to detect
other geometrical shapes. The HT is used to estimate the parameters of a
geometric shape in an image. The geometric shape is defined by a set of finite
parameters , for example - a line by its slope m and intercept ¢, or by the length
p and inclination @ of its normal, a circle by its radius r and centre (a,b) etc.
The computational and space complexity of HT increases as the number of

parameters increase.

In this chapter, a brief history of the HT is presented in sec 2.1 followed by
a discussion about the various shape parametrizations suggested in literature for
the line finding HT in sec 2.2.

2.1 Development of the HT

The HT was first introduced by Paul Hough in 1962 [44]. It was presented
as a means to detect curves in bubble chamber photographs [3], and was
brought to the attention of mainstream image processing community by
Rosenfield [3]. In 1972, Duda and Hart [2] in an influential paper introduced a
more pragmatic normal parémetrization of straight lines. Several authors have

used HT for detecting geometric shapes other than lines. Sklansky et-al [4]



8

explained how circular arcs can be detected and applied the technique to
medical image processing. HT techniques for other geometric shapes such as
parabolas and ellipses have been investigated by several authors - Sklansky and
Wechsler [5], Tsuji and Matsumoto [6] and Tsukune and Goto [7]. Merlin and
Farber [8] showed how the HT can be generalized to detect an arbitrary shape
at a given orientation. Ballard [9, 10] improved upon the work of Merlin and
Farber in terms of efficiency.

2.2 Shape Parametrizations

The HT is mp_able of detecting any arbitrary shape which can be defined by
a set of parameters. The HT converts a difficult global detection problem in
image space into 2 more easily solved local peak detection problem in parameter
space. The simplest geometric shape is a straight line. The HT for straight lines
initially used the slope-intercept parametrization and later developments

incorporated the normal parametrization of a straight line [2].

2.2.1 Slope - Intercept Parametrization

In this type of parametrization, a straight line is defined by its slope m with
respect to x-axis and intercept ¢ with the y-axis of the cartesian coordinate

system. The line is defined by the equation
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yF=m+ ¢ 2.1

The two parameters characterizing the line are m and ¢. Hence the parameter
space is 2-dimensional. The parameter space is the m — ¢ plane defined by the
equation

c= -mx, +y, 22

Eq 2.2 is the equation of a straight line corresponding to the feature point
(x,,y) as shown in fig 2.2.1.1. Another feature point (x;.y) will also have a
line in the parameter space intersecting with the line corresponding to (x,,y) at
(m ,c), m and c being the parameters of the line containing both (x,,y) and
(x,,y) in the image space. All feature points in the image space will have

corresponding lines in the m — ¢ parameter space intersecting at (m , ¢) [11).

The HT proceeds by dividing the parameter space into accumulator cells,
which are set to zero initially. For a feature point (x,,y) in the image space, the
parameter m is assigned various sampled values on the m — axis and the value
of ¢ is computed using eq 2.2. This value of c¢ is quantized on the ¢ — axis in the
m — c parameter space for each sampled value of m. If a choice of m results in
a solution to c in the parameter space, then the corresponding accumulator cell

is incremented i.e;
Alm, &) = A(m,o) + 1 23

where A(m , ¢} is the cell in the accumulator array. Thi$ process is carried out
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for each feature point in the image space. The parameters m and ¢, of the line
in the image are obtained by searching for peaks in the accumulator array. The
co-ordinates of the cell having the maximum value or a value above a certain
threshold are the parameters of the line in the image space. The accuracy of the
parameters estimated depends on the resolution of 2 and ¢ in the parameter

space.

One of the drawbacks of the slope-intercept parametrization of straight line
segments in the HT is that, both the slope and the intercept approach infinity as
the line segment approaches a vertical position [I1]. In other words, the
parameters m and ¢ are unbounded, and hence such a parametrization has a
singularity for lines with large slopes i.e., m— o [3]. In 1972, Duda & Hart [2],
suggested the normal parametrization of the line to overcome the problems

arising due to the use of the slope-intercept parametrization.

2.2.2 Normal Parametrization

The parameters of a line in normal parametrization are the length p and
orientation 0 of the normal to the line from the image origin [2]. The equation of

a straight line segment corresponding to this geometry is

p = xcosd + psind 24

The parameter spac.:e is the (p,0) accumulator array. The normal
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parameters are unique and every line in the image plane corresponds to a
unique point in the p — 0@ plane [2]. The HT for lines using normal
parameterization transforms a set of  collinear feature points
{(x,,y)k =0,1, ... »n},( where n_is the number of feature points in the
image plane ) lying on the line in the image space to a set of sinusoidal curves in
the parameter space defined by eq 2.4 as illustrated in fig 2.2.2.1. All these
curves intersect at a point (p , §) in the parameter space. This point gives the
normal parameters of the line. Duda & Hart [2] have established a dual
property of the point-to-curve transformation. The set of points
AN (S0 X J— (P, 6 } in the p — © plane all lying on the curve

p = xcos0 + ysin0 25

correspond to the lines in the image plane passing through the point (x,,y).

Some of the properties of the point-to-curve transformation are [2}:

1. A point in the image plane corresponds to a sinusoidal curve in the

parameter space.

2. A point in the parameter space corresponds to a straight line in the

image plane.

3. Points lying on the same straight line in the image plane correspond

to curves through a common point in the parameter space.

4. Points lying on the same curve in the parameter space correspond to

lines through the same point in the image plane.
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In the HT for lines using normal parametrization, the parameter 0 is
sampled and the parameter p is quantized in the parameter or the transform

space.
2.2.3 Other Parametrizations

Although normal parametrization described in the previous section is
primarily used in computing the HT for straight lines, there have been several
other parametrizations suggested in literature. Davies [12], suggested the foot of
the normal parametrization. In this approach, a line segment is parametrized by
the point of intersection of the normal from the origin with the line. If (x,,y) is
the foot of the normal then

?_=1_o 2.6

(x—x)x + @-—ypp, =0 2.7

where (g, ,g) is the gray-level gradient in the x & y directions for each edge

pixel in the image. The gradient is obtained when the image is passed through
edge detectors. Solving eq 2.6 and eq 2.7 for x, and y, gives
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y = g;_+% 2.10
s tg
These expressions involve only additions, multiplications and divisions unlike the

normal parametrization which involves trigonometric functions.

Wallace [13] introduced a new bounded parametrization for straight lines,
and the modified HT is called the Muff transform. The line segment is
parametrized by the two intersections or the projected intersection points with
the perimeter of the image. These points are stored as distances s, and s, along
the outer edges of the image. This representation is nseful when vsing digital
graphing techniques, and has the capability to provide uniform resolution for
straight line segments.

The feature point spread function ( feature psf) is the set of votes in the
parameter space that result from a feature point in an image [14]. Though the
normal parametrization of lines has been widely used in computing the HT for
lines, but according to Davies [I] an open research issue is to find a
parametrization that yields more nearly radially symmetric psf’s for lines or

show why such a parametrization does not exist.
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2.3 Smmmary

In this chapter the principle of the HT and various shape parametrizations
were discussed. The intricacies involved in the operation of the HT can be better
understood with a insight of the various algorithms and performance aspects
associated with the HT. These performance aspects such as the discretization
errors and the quantization errors are explained in the next chapter followed by
a brief description of the architectures for the HT and the applications of the
HT.
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3. VARIOUS ASPECTS OF THE HOUGH TRANSFORM

The HT for lines described in the previous chapter has many desirable
features. The HT can be viewed as an evidence gathering procedure [3]. Each
image point votes for all parameter combinations that could have produced it, if
it were a part of the sought-after shape. The HT is closely related to template-
matching techniques. One main difference is that the template-matching is
carried out entirely in the image domain [3]. Template-matching involves
generating from a basic template all other templates and determining how many
of these template points match the image points. An inherent drawback of
template-matching is the generation of redundant data, which is overcome in the
HT. Some of the other sailent features of the HT are : 3]

1. The HT is highly robust to noise produced by poor image
segmentation. Noise points do not contribute coherently to a single
cell in the accumulator array, and therefore produce very low-level

background counts in the array.
2. The HT is robust against discontinuities in the pattern.

3. The HT can simultaneously accumulate evidence for several

occurances of a particular shape in an image.

4. The HT degrades gracefully to the phenomenon of occlusion which is

a severe problem for other shape detection techniques.
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S. Each image point is treated independently. This underlines the
inherent parallelism offered by the HT and hence parallel processing

of all points is possible.

6. The HT combines evidence independently, which helps in detecting
partial or slightly deformed shapes.

The principal disadvantage of the HT is its large storage and computational
requirements. The determination of ¢ parameters of a pattern, each resolved
into a intervals, requires an accumulator array of o elements [3]. This could be
prohibitively large if either @ or ¢ is large. The dimensionality of the
accumulator array increases with the number of parameters defining the
geometric shape. The efficiency of the HT can be increased by devising methods
which use small sized accomulator arrays or use prior information to reduce the

range of parameters addressed [3}].

In this chapter, the various aspects of the HT are discussed in detail. Sec 3.1
-deals with the various algorithms suggested in literature for the HT. These
include the adaptive Hough transform (AHT), the fast Hough transform (FHT)
and sevefal others. This discussion is followed by the analysis of the HT
performance in sec 3.2. This analysis includes the discretization errors and the

quantization errors occuring in the HT.



19
3.1 Algorithmms for the HT

Variousalgmithmshavebeenprqposedintheﬁteramre,toovercomethe
drawbacks of storage and computational complexity of the HT. One common
observation has been that high accumulator resolution is necessary only in
places where high density of votes accumulate. A useful idea suggested by
several authors is the iterative focusing of the HT to identify peaks with high
counts. Initially the HT can be accumulated in a coarse uniform resolution
parameter space. Regions with high counts can be investigated at higher
resolutions. Consider searching for a peak in ¢ — dimensional space resolved
into a accumulator cells. Iterative use of much smaller accumulator array of size
B requires O(log(a)/log(B)) iterations to focus down to the same resolution. The
computational saving of the method is proportional to the ratio of the number

of cells in the two accumulators i.e., (a/B)' times the number of iterations. Hence

the computational saving is O((a/B)'x log(a)/log(B)) and the saving in the
storage space is O(a/B) [3]- This provides high efficiency benefits in terms of

both the amount of computation and storage space required.

Li et-al [15] have proposed a focusing algorithm called the fast Hough
transform ( FHT). The FHT uses multidimensional quadtree in conjunction
with the HT which maps image points into hyperplanes. Computational gains of
O(10% for 2D lines and O(10') for 3D plane detection can be achieved, aﬁd
easy implementation in VLSI is possible because of the regular structure of the

FHT. The quadtree data structure is static and cannot optimally adapt to
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situations which may require different parameter resolutions along different

parameter axes [3].

Iliingworth & Kittler [16] have developed an iterative coarse-to-fine search
algorithm for detecting lines and circles in 2D and 3D parameter spaces. This
algorithm is called the adaptive Hough transform { AHT ). Parameter limits are
defined independently for each parameter dimension, and hence appropriate
precision for each parameter can be achieved. The benefit of using AHT in
higher dimensions is greater than the two-dimensional case. The lack of regular
structures like k — D trees or pyramids distinguishes the AHT from other
approaches to the HT [17]. After studying the properties of the AHT, Princen
et-al [17] conclude that AHT is not applicable to a general class of object
identification problems and has poor performance in complex scenes. The
computational efficiency gains offered by the AHT hold only in the case when
small number of objects have to be identified, since the computational cost of
the AHT is directly proportional to the number of objects to be detected.

Brown et-al [18] discussed the use of addressable store i.e., hash table in
software or a cache in hardware, in place of accumulator array to overcome the
storage problems of the. standard HT. This approach has a better performance
than the standard HT when the environment in the image around the shape to
be detected is good i.e., large segments with low noise are present. When
conditions get worse, the average performahce is approximately the same.
Systematic distortion, occlusion and' feature perturbation noise are severe

problems for the cache Hough transform.
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Several other approaches to HT accumulation have been sugpested in
literature. Princen et-al [19] discuss a hierarchical approach to line extraction
based on the HT, which uses a pyramid structure for splitting the complete
image into subimages. The algorithm proceeds bottom-up with short segments
detected at the bottom level of the pyramid. The principle advantage is the
absence of formation of imsignificant peaks which occur in the standard HT.
Wallace [13] suggested a modified Hough transform called the Muff transform.
.The main difference is that a different shape parametrization is used. Muff
transform is better suited for computer graphics. Probability theory has also
been used for developing efficient HT algorithms. Stephetis [20] developed a
strong relationship between the HT and the maximum likelihood method.
Kriyati et-al [21] have discussed the Probabilistic Hough Transform ( PHT).
They use a small subset of edge points in an image selected at random as input
for the HT. The performance of the PHT depends on the fraction of the edge
points used and efficiency increases with an increase in Vthe fraction of edge

points used.

The original patent for the HT was not directly concerned with accuracy
but simply the recognition of line segments. The HT was used to analyse the
bubble chamber photographs of subatomic particle tracks, which contain lérge
amount of noise. Since then HT has been implemented digitally and applied in
machine vision and robot guidance. For this reason the issue of the accuracy

the HT has become important.



3.2 Analysis of HT Performance

The initial work on the properties and performance of the HT was
concerned with the effect of statistical measurement on the position and
localization of the parameter peaks [3] Shapiro & lannino [22] and Sklansky
[23] used geometric constructions for predicting the HT performance. Accuracy
of parameter estimation and quantization errors were modelled using geometric
constructions. Cohen & Toussiant [24] studied the density of counts produced in
the parameter space by uniform distribution of image points. They used
normalization of expected mean and standard deviation at each cell of the
accumulator to improve the peak finding. Also, the effect of noise can be
overcome by either an empirical background subtraction method or a non-linear
quantization of the parameter p, such that each cell of the accumulator contains
equal counts from random noise. Brown [14] studied the inherent noise
associated with the HT. Analytic form of the peaks in the parameter space was
developed.

Line segments are found in the Hough Transform by searching for peaks in
the parameter space. A combination of factors influence the shape of these
peaks. These factors include the discretization of the image plane, the width of
the line, the quantization of the parameter space and the resolution of Ap and
A0 in the parameter space. The resolutions Ap and A0 affect the memory space
requirements and the computational complexity of the HT. (25,26, 27] The

most important point to be considered while developing how these factors



23
(particularly Ap and AQ) should be chosen is that they all are dependent on
each other. The choice of how large or small Ap should be depends on that of
A9 and that of A on the memory space requirements. If Ap and A0 are made
too large, then memory space requirements and computational complexity will
reduce at the expense of the accuracy of the estimated parameters. Unlike this,
if Ap and A0 are made too small, then memory space requirements and
computational complexity will increase, but the accuracy of estimated
parameters is also increased. Thus a trade-off between accuracy desired and

memory space requirements & computational complexity is necessary.

Another important factor on which the performance of HT is heavily
dependent is the detection of peak. Accurate detection of the peak is dependent
on the resolution of Ap and A@ [25]. The peak starts spreading in the p direction
of the accumulator array, if Ap is made too small. This affects the accuracy of
estimated value of p of the line. If AO is made very small, then there will be
horizontal elongation in the vicinity of the peak. In addition to this, the
detection of peak becomes ambiguous and could mislead the peak detection

algorithm.

Van Veen & Groen [25] studied the discretization errors in the HT for
straight lines using (p , 0) parametrization. They also investigated the effect of
quantization of the parameter space and the width of the line on the spreading
of peak in the accumulator array. Niblack & Petkovic [27, 28] suggested a new
method for HT which involves smoothing of the Hough array prior to peak

scarching and interpolation around the peak to increase the accuracy. The main
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difference between this approach and the standard HT is in the accnmulation of
votes. In the standard HT, the value of p is computed using eq 2.4 for a
sampled value of O and quantized to the nearest value of p. The corresponding
cell in the accamulator is incremented. Niblack & Petkovic linearly distribute
this increment over a region in A(p, 0), the Hough accumulator array. Let
(x,,y,) be a feature point and 0, be a sampled value of 8. Then from eq 2.4

= xgosB, + ysinG, 3.1

P cxace

If p,, and p,, are two consecutive quantized values of p on the p— axes in the

parameter space such that

Piw = P < Pugs 32

then increment A(p,,,6,.,) by an amount proportional to (p,, — p,,,) and
increment A(p,,,,9,,) by an amount proportional to (p,., — p,.)- After

finding the peak, interpolation is used to increase the efficiency.
3.2.1 Discretization Errors in the HT

The Hough Transform of a feature point (x, , y) is performed by
computing p from eq 2.4 for all # values of 0, into which 8 is sampled. The

values of p are then quantized in m intervals of width Ap. Strictly speaking 0 is

sampled and p is quantized, while computing the HT of pixels on a line
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segment. {25] Each cell (p, 0,) in the parameter space in which 6, is sampled
and p, is quantized corresponds in the image plane to a bar-shaped window of
infinite length and of width Ap as shown in fig 3.2.1.1 [25, 26]. The detection of
peaks when the image is divided using bar-shaped windows is dependent on p
and O of these windows. The number of feature points in the bar-shaped
windows depends on the overlapping area between the image and the windows.
This area is a function of the distance p of the bar from the origin and its
inclination 0 [25, 26]

Van Veen & Groen [25] have developed an expression for the spreading of
the peak considering an infinitesimally thin line. According to them the number
of cells n, over which the peak spreads in the p — direction for a line of length /
is given by

n'=l%%a-J+2 3.3

According to this expression, minimum peak spread of 2 occurs when Ap is

chosen such that
Ap 2 I sin(A0/2) 34

where /__, is the maximum length of the line segment. But the estimate of [, is

not known. An assumption is made that the length of the line is known, which

is not true in real life images. One of the objectives of this thesis is to find [ ..
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The elongation of peak in the @ direction can be investigated by rotating a

window corresponding to a (p , 0) cell around the centre (x_ y,) of the line

segment [25] as shown in fig 3.2.1.2. The window can be rotated over an angle

a without crossing the line of length I The extension of the flat upper part of
the peak in the 0 direction is

a = 2sin’(Ap/l) - 35

If a is large, peak decays in both O and p directions. Here again, an assumption
is made that an estimate of length / is known. The smaller Ap is chosen, the
smaller is the elongation of peak in the 0 direction. (from eq 3.5). But a decrease
in Ap increases the number of cells over which the peak spreads in the p
direction (from eq 3.3). According to Van veen & Groen [25] neither

oversampling nor undersampling occurs when

Ap = Isin(A6]2) 3.6

The problem of discretization errors in the Hough Transform is also referred
to as the aliasing problem in literature. When votes corresponding to evidence of
pixels align at more than one parallel line, aliasing is said to have occured.
According to Srihari & Govindraju [26], this anamoly, occurs when the sampled

value of 8, denoted by 0, becomes 45 and 135 during sampling of 0 between 0

and 180 in all images tested by them. Every alternate p has the aliasing -
problem at these two orientations. They conclude that aliasing can occur at all

those values of O where tan(0) is a rational number, because only in such cases,



Fig 3.2.1.2 A bar comesponding to a p — 0 ccll can be rotated over an angle a without crossing
the linc segment of length 1.
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adjacent parallel lines will pass through pixels at regular intervals. But in real
life applications aliasing can occur at other orientations as well. Srhari &
Govindraju [26] sample 0 at integral values only and use Ap = 1, hence the
conclusion they arrived at holds. To overcome the aliasing problem, they suggest
the width of the parallel windows or bars be made a function of the value of 0,
Assuming h to be the grid distance, they suggét the following expressions

Ap(8) = [hoos(0)] -45<6 <45, 13556, <225 37a
Ap(®) = [hsin(8)] 45<6,<135, 250, <315 3.7b

These expressions are similar to those suggested by Sandler et-al [42] and
Sandler and Costa [29].

3.2.2 Quantization Errors in the HT

Points lying on a line having parameters p and 0 need not be collinear after
digitization [25] as shown in fig 3.2.2.1. Such type of lines are equivalent to lines
having a certain width. When Hough Transform of such lines is computed, the
accumulator array will aiso have a spread in p— direction for 6, close to 0___,.
Another important aspect of such lines is that the line is split up into smaller
segments in the direction. of one of the coordinate axes. When such a

phenomenon occurs, there will be some feature points in the line having one of
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the coordinates same for different values of the other coordinate. For a line
having 0> 45, then the feature points will have same y-coordinate for several

values of the x-coordinate. While if 0 <45, the feature points will have same x-

coordinate for several values of the y-coordinate.

The apparent width of the line segment depends on 0__, and the
quantization scheme used. [25] According to Van veen & Groen [25], the
maximum width of the line segment when Freeman’s grid-intersection method
having a grid constant £ is used is 2d_ where

d, = Zosh 45 <0 <135 3.8.a
d = a0 as<e<as 38.b

But this is not the apparent width of the line. The apparent width is b, as shown

in fig 3.2.2.2, which can be derived as

b, = fcod 45 <0 < 135 39.a
b, = fsm® 45 S0 < 45 39.b

where f,__ is the number of points having one of the coordinates equal, for
example, f__ = 4 in fig 3.3.2.2. This can be computed by detefmining the slope
M, sxs Of the line. An approximate value of the slope m,_,,, can be obtained

from the predicted value of 0, denoted by 0, e Of the line after one iteration
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of HT. The slope of the line is given by

—cosf
m = . prodicaed "3.10
prodicsed mo,“
where,
[ =—1— L 4 3.11
L S I cdicaed

Another phenomenon of lines having apparent width is that, if Ap is smaller
than the grid constant h, then completely or almost empty windows pass
through the line resulting in regular structure of no votes or low votes in the
accumulator array in the vicinity of the peak.

Due to the compute-intensive nature of the HT, several architectures have
been investigated in the literature. It has been found that the HT lends itself to
parallel processing. Several architectures for the HT are discussed in the next

section.

3.3 Architectures for the HT

One of the main charecterstics of the HT is that it consists of a series of
fairly simple calculations which are carried out independently on every feature
point in the image space. Most of the architectures suggested for implementing
the HT have been restricted to the p — O line finding HT [3]. All these
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approaches try to exploit the inherent parallelism offered by the HT. Hanahara
et-al [30] have implemented the p — 0 line finding HT which pipelines the p
intersection calculation and the accumulator incrementation steps. MC68000
was used as the main processor. Rhodes et-al [31] used the techniques of
restructable VLSI (RVLSI) to produce a HT processor from a standard wafer

containing many sum and multiply cells. This processor runs at frame rates.

The mapping of the HT onto Single Instruction Multiple Data (SIMD)
architectures was first suggested by both Silberberg [32] and Li [33]. Silberberg
suggested distributing both an image feature and a cell of parameter space
among all the processing elements (PE’s). The SIMD architecture used was
calied Geometric Arithmetic Parallel Processor (GAPP). Li considered two
schemes for running the FHT suggested by Li et-al [15]. In the first scheme each
PE is assigned an image feature while the coordinates of a parameter cell are
broadcast simultaneously to every PE by a central controller. In the second
approach, each PE is assigned a volume of parameter space and the image
features are broadcast. Little et-al [34] describe an implementation of the HT on
an architecture called the Connection Machine. This is based on a
12-dimensional hypercube in which each processing element can be reached
from any other by traversing at most 12 edges of the cube. Guerra &
Hambrusch [35] and Rosenfield [36] have proposed parallel algorithms for line
detection on mesh connected SIMD architectures. Both utilize the Massively

Parallel Processor (MPP).

Fisher & Hingham [37] compute the HT on a machine called Scan Line
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Array Processor (SLAP). This is a linear array of SIMD PE’s in which each PE
is assigned to a single column of the image and the array moves over the image
to process all pixels of a row concurrently. Bowyer et-al [38] suggest a Multiple
Instruction Multiple Data (MIMD) hypercube architecture for the HT. They
use a 64 processor NCUBE. Brown [18] uses content addressable memory
architecture to implement the HT. Instead of the accumulator array, a hash
table in software or a cache in hardware is used. Recently Ben-Tzvi [39]
suggested a synchronous multiprocessor implementation of the HT. In this
scheme both the set of image features and the parameter space are distributed
on a real-time MIMD distributed memory architecture. This algorithm has been
implemented on Overlapped Shared Memory Multiprocessor Architecture

(OSMMA) system.

3.4 Applications of the HT

The HT has proved to be a valuable shape detection tool in a wide range of
machine vision problems. One of the major reasons for this is that straight lines
and other simple geometric shapes are a common occurence in most of the
natural and man made scenes [3]. HT has also been applied in the field of
seismography for detecting linear as well as hyperbolic features. It is particularly
well suited technique for seismic analysis because of the cluttered and
fragmented nature of the seismic data [3]. Text énalysis has also been performed

using HT [26]. It has been experimented for counting the ridges in an automatic
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fingerprint analysis system [3]. Skingley & Rye [40] have used the HT to detect
faint lines in synthetic aperture radar (SAR) images. HT has also been applied
to detect cleavage cracks in minerals and rocks [3}

Apart from the above mentioned applications, HT has been widely used to
detect geometric shapes such as circles, polygons, parabolas, hypercubes etc.

3.5 Sommary

Different algorithms for the HT and various performance aspects of the HT
were explained in this chapter. With this background, the different approaches
for obtaining the complete line segment description available in literature (which
are limited in number) are discussed in the next chapter. The approaches are
briefly explained and their drawbacks are pointed out. The proposed approach

and its modifications are then explained in detail.
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4. COMPLETE LINE SEGMENT DESCRIPTION

The complete line segment description includes the coordinates of the
endpoints (or extremities) of a line in the image plane, together with its length /,
the length and angle of the normal from the origin, p and 0 respectively. Several
authors have done work in this area of Hough Transform(HT). The common
approach of all these authors is to use the information accumulated in the
accumulator array indirectly. In the subsequent sections the work of these
authors is briefly discussed and their drawbacks are pointed out, followed by the
proposed metheds for thin lines and thick lines.

4.1 Determination of extremities by projection

Yamato et-al [41], perform the line segment detection by using feedback
from the parameter space to thc image plane. The Hough Transform is used to
obtain approximate positions of the segments in the image plane and then
extensive analysis is performed in the image plane. The detection of short
segments is accomplished by eliminating Hough curves corresponding to the
longer segments already detected. The algorithm proceeds by computing the
parameters of the feedback straight line by using the conventional HT. This line

is the first likely line, I, , given by

p, = xcoso, + ysing, . 4.1
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The second step in the algorithm is to estimate the number of feature points
(black pixels), in /,. The estimated number is assumed to be N, and is given by

N, =E+F+G ) 42

where E is the number of votes in the cell (p#,e’d) of the accumulator array, F
and G are the number of votes in the cells (p,, + 1,9, ) and (p,, — 1.6,.)

respectively.

The second likely straight line L, , is obtained by moving a square window of
size 2M having the diagonal points as (x,+ A ,y,+ M) and (x,— M ,y,— M),

where (x, y) is a point on /. This is given by
7»=lp; — x,c0s0)/sin} 43.a
where
x,=2Mn, (n=1 to [255/2M]) 43b

Initially the operation’is started with M = 1. Let the number of pixels obtained
be n,, which are represented by {(x,y),s=1,2,..... n}. If n, < 0.7N,, then
M is increased by 1. Once n, > 0.7N,, the operation is stopped and that value of

M is M. A straight line which approximates these pixels is obtained in the

slope-intercept form as

y = mc+c 4550,<135, 225<0,<3IS - 44.a

x = my+c -45<6<45, 135<8<0S 445
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The line , is computed by minimising 3'¢?, where €, is given by
s=1

g =y —mx—c (s=1L2 nm) 4.5
The normal parameters of Z, are p, and 0,

The second line [, is tested for closeness to the actual line by estimating the
number of black pixels n, on L. This is done by moving a window of size 2M, on
L lfnz<0.95Nl,thennziscal;:ulatedwith a larger window as was done for
finding /. The operation of increasing M, and calculating n, is repeated until
n, > 0.95N, or a maximum of 5 times, after which the m and c having the least
error are used. The straight line finally obtained is [, which is given by

p, = xcosf + ysin6, 4.6

This algorithm detects segments in descending order of their lengths by
subtracting Hough curves of already detected line segments. The endpoints of a
line segment are computed by projecting onto x-axis (y-axis if — 45<0,<45 or
135 <0, <225"), the black pixels of the nearest line /. This projection is mapped
into an array /, whose elements are | for the black pixels and 0 for the
background. The array / is scanned from beginning to end. If an element of the
array is 1, then it is taken as the likely start of the line segment /. The likely end
is the element in the array having a I, such that, all the elements in the array
between these the above two clements contain a 1. The above two elements in

the array are _tzikcn as the likely x-co-ordinates of the endpoints of the line
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segment [, ( y-co-ordinates if — 45<B,<45 or 135<6,<225). If there are

multiple set of endpoints (which is always possible), then the set containing the

maximum number of 1’s is used.

This algorithm has the following drawbacks:

The accumulation of votes is carried out twice, first for
accumulating the array and second during elimination of
Hough curves of aiready detected line segments. In other
words this algorithm uses positive and negative accumulation.
The number of feature points lying along the line segment is
assumed to be N, ie., the total of the number of votes in 3
adjacent cells in the bar with the peak in the middle. But the
number of feature points will be the summation of votes in ail
those cells over which the peak spreads and not just 3 bars.
The spread is given by eq 3.3. .

The algorithm does not develop analytically the method to
select the window width M.

Multiple endpoints could be detected for the same line.

The authors do not discuss whether the algorithm detects the
endpoints of a thick line. In real-time applications thick lines
having certain width are inevitably present in the image plane.

Detection of endpoints in presence of noise is not discussed.
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4.2 Determination of extremities using the Combinatorial Hough Transform

Sandler et-al [42], proposed a new algorithm for the Hough Tmmf@
called the Combinatorial Hough Transform or CHT. The authors also suggest an
improved parametrization technique called the Improved Parameter Space
Normalization or IPSN. The principle behind IPSN is to vary the value of Ap as

a function of 0. Thus the resolution Ap(k) at the kK* value of 0 is defined as

ApR) = (o ~ PV, . 0<kSO__ —1 41
with
p(B) = Nsin(kAB) + N cos(k AG) if cos(kA6)20 48.a
p_ (k) = Nsin(k AG) i cos(kAG) <O 48b
p ) =0 if  cos(kA6) 20 438.c
P(B) = N cos(k AG) if  cos(kAG) <O 48d
where N is the image size. In the conventional parametrization Ap, p,, and
P... are not functions of discrete value of 6 and are given by
P = VP — 1) 49.a
Pria = -N + 1 ' 49.b

8p = (Pray = Prin)(Pire = 1) 49.c
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Srihari & Govindraju [26] also use a parametrization in which the resolution Ap
is a function of discrete value of 6.

In their approach, Sandler et-al use the contribution of each pixel for
detcrmining the eﬁdpoinls. The HT is recalkculated for only those angles and
normal distances that correspond to peaks in the accumulator array. The
algorithm uses a technique in which histograms corresponding to pixels which
contribute to the peak are updated. A connectivity analysis is performed through
these histograms to determine the extremities of the line segments. The
algorithm can be outlined as follows: '

For each peak (p, , 0) in the accumulator array, whose count is larger than
a given threshold t_( which is chosen as a function of shortest expected line

segment), do the following

I. For each pixel (x,y) in the image, check if the inequality

given by eq 4.10 is satisfied for (p;, 6)
|p; — x,cos8, — y,sin6] <Ap 4.10

If the condition is satisfied include it in the corresponding

histogram.

2. Perform a connectivity analysis through these histograms to
determine the extremities of the straight line. Rcmove the

detected line from the image plane.
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The connectivity analysis involves searching for runs of more than (t, — I)
consecutive non-zero values. For line segments with discontinuities due to noise
and occlusions, a maximum threshold t_ for the gap length is also considered.

This gap is chosen as the largest gap expected in a line segment.

Each histogram is a projection of the line onto the x or y axis. For getting
accurate results, the following heuristic can be applied depending on the
predicted value of 6 from the accumulator array using CHT i.e., 657 Use the
projection of the histogram onto y-axis if 0 <877, <45 or 135 <077, <180
and use the projection onto x-axis if 45 < 0 s < 180" If the y-co-ordinates
of the endpoints are determined from the projection of the histogram, then eq
4.11 can be used for computing the x-co-ordinates. On the other hand if the x-
co-ordinates of the endpoints are determined from the projection of the
histogram, then eq 4.12 can be used for computing the y-co-ordinates. In eq

4.11 and eq 4.12, po7L ., is the predicted value of p using CHT.

x = (pfgd - ysin(()c"Ts N/ c:os(()a”s h) 4.11
P = (Oogers ~ X000y 0 [ sn(87L ) 4.12

Scveral drawbacks of the above procedure for detecting extremities of line

segments are
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1. The values of two thresholds used ie, T, and T, are not based
on any formulations but they are chosen as functions of
expected length of shortest fine segment and maximum gap in

a line segment respectively. But in practical applications, when

an image is received for processing, use of expected values of T,
and t, could lead to computation of rather inaccurate

extremities.

2. The method may truncate longer line segments. These may be
described by two or more shorter ones.

3. The performance of the algorithm for detecting thick lines
which are inevitably present in real life images is not

presented.

4. The performance of the algorithm in presence of noise or when

several lines are present is not considered.

4.3 Determination of the extremities using Surface Fitting

Niblack & Truong [43], describe a model in which the endpoints of each
secgment and number of pixels along the segment are computed assuming a

noisc-like model. This approach is based on fitting a surface locally to the
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Hough accumulator array, where the variables of the fit are the parameters
being searched for. The accuracy of computed values of p and 0 is_improved by
using two dimensional interpolation on the contents of the accumulator array.
The feature points in the image around the line segment are assumed to have a
gaussian distribution with mean zero and standard deviation G, in the direction
orthogonal to the line segment. The average number of pixels along the line
segment is j1,. The centre of the line segment is (x,,y)) , length is L and normal
parameters are p and 0. A4 is the actual accumulator array and ;l is the array

obtained by taking noise into account with two dimensional interpolation.

The authors perform a non-linear least square minimization of 2(2 —-Atin
the vicinity of the peak. An initial guess of p_ and @ is obtained from a coarse
cstimation. The peak is detected using a window after smoothing the
accumulator array in the p direction. The endpoints are computed by examining
the columns of A(p,0) +7, based on the value of 0. In these columns
minimum and maximum p values, corresponding to bars enclosing the same
number of points as in the peak are determined. The two sets of p and 6 for
each endpoint are solved and hence an estimate of length L, is obtained.
Accuracy is further improved by using iterations. These iterations are stopped if
Z(:( — A)? decreases by less than 0.0l on two successive iterations. Typically six
itcrations are required. The size of the window used for smoothing the
accumulator array affects the accuracy of the estimated parameters. The main

drawbacks of this method are:
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1. Only one segment at a given p and 0 can be detected. Separate
~ colinear line segments cannot be detected.

2. The accuracy of the estimated parameters for a thick fine
segment having certain width is not evaluated.

4.4 The Proposed Approach

In this approach, the spread of votes in the Hough accumulator array is
utilized to compute the length of the linc segment as well as its endpoints. The
basis of the approach is the fact that each cell in the accumulator array
corresponds to a bar shaped window of infinite length and width Ap as shown
in fig 3.2.1.1 [25 ,26]. In the subsequent discussion the following notation will be
used. 4= {a,, Os<i<p_ —1,05<0_ -1} is the Hough accumulator
array, with { being the index in the p — direction and j being the index in the
0 — direction in the parameter space. b, ;is a bar in the image plane having
parameters corresponding to q, . C, is the k™ column in the Hough accumulator
array as shown in fig 4.4.1. The spread in C, in the p — direction will be
denoted by n:. (P oreet 0.na) @re the actual parameters of the line segment L.
(Ppressered ,OMH) arc the predicted parameters of the line segment L, obtained

from the peak in A. (p, ) of a line-can also be determined if the co-ordinates of

the extremities of the line are known. Let (P compured Dcompures) D€ the parameters of
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Fig 4.4.1 Part of a typical accumulator array illustrating C,



the line segment L computed from the extremities.

4.4.1 Computation of length from the spread in the accommlator array

For a infinitesimally thin line segment L of length [ __, and parameters
(P oo 9.0, the angle O__, in general will not be exactly equal to any of the
sampled value 6,,0 <k <@__ — I. Hence, the line segment may cross several
consecutive bars having normals making an angle 0,, with the positive x-axis,
resulting in a spread of the peak in the p — direction. The number of cells in

the accumulator array over which the peak spreads for a given Ap and AQ is
given by eq 3.3. This expression for the spread can be simplified as
St ., { .. S(A0]2) +

Il’ Ap

4.13

This can be best explained through an example. Assume that the expression

L, sin(A0/2)

Ap has a value of 1.9 . From eq 3.3 the maximum value of the

spread n:"" is 3. The probability that the spread will be in 3 bars for this value
of the expression is greater than that it will spread in 2 bars. And from eq 4.13
the value of spread is 2.9 which is close to 3. Hence eq 4.13 can be used as an

approximation for eq 3.3.

The maximum angle between the linc scgment L and b, is — as
ek Opeet 2
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shown in fig 4.4.1.1 . Let d, , ‘be the number columns between C, and C,, ie.,
d,, = |i — k|. For all b, , the maximum angle between the line segment L and

. AD . o s s . .
b,.Jns-E- + d, AG.Thespmdmthep—dnrechonmacolumnClxsngen
by

I so(A0)2+d _ A6)
W = s 0 T Tt 4 4.14

But the value of [__, in this expression is not known. Except /__, all other terms

appearing in eq 4.14 are known. Hence eq 4.14 can be rearranged to yield an
expression for / as '
¢ — Dap

'= wmon+ 4, 56 415

Since our aim is to make n:"" = [, we cannot determine the length of the

C,_.. Hence the length of the line can be computed from the spread in

line using
C, where j=@__. The accuracy of the computed length can be improved by
computing / at C',v and averaging them. The averaged length is given by

P B el - 4.16
M, {0 SOBOR2 ¥ 4, 20)

for different values of M. The spread in C, _, is one and hence this column is not

taken in the summation. The value of M depends on the accuracy desired.
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From simulation results on digitized images typical values of M between 1 to 5
gave accurate results. The accuracy of computed length also depends on the
values of Ap and AQ. Large values of Ap and AO will result in a loss of
accuracy, but reduce the computational complexity and the memory space
requirements of the HT. Small values of AO will increase the computational
complexity and the memory space requirements while small values of Ap will
lead to an increase in the latter. Some of the simulation results are shown in
Tables 5.1.1 and 5.1.2 which are discussed in detail in sec 5.1. Another effect of
small values of Ap is the spreading of votes in C, .- This can result in
misleading the peak detection algorithm, and peak detection could itself become
ambiguous, which will result in a failure to detect Bm and p__,.., pProperly.
Using this approach only the length of the line segment can be determined,
while our objective is to obtain the complete line segment description of the HT.
Scveral approaches to compute the lfength and extremities of the line segment

are discussed in the subsequent sections.

4.4.2 Length and Extremities of a Thin Line Segment

Digitized line segments are classified as thin or thick based on the angle of

the normal to the Jine from the image origin. In the first quadrant, a thin line
segment is one having its normal inclined at exactly 45. Lines having their

normal inclined at angles other than 0 = 45 are all thick line segments. In
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thick line segments several oon_secutive feature points will have one of the co-
ordinates equal for varying value of the other co-ordinate. Examples of thick
lines for 0>45 and 0 <45 are illustrated in fig 4.4.2.1 and fig 4422 .

The endpoints of a line segment can be determined by using the spread in
the accumulator array as shown in fig 4.42.3. In any column C,, the cell

corresponding to the first non-zero count detected while scanning from i = 0 to
p... — 1 in the p — direction is called the first non-zero entry of that column.

Similarly for any column C,, the cell corresponding to the last non-zero count
detected while scanning from i = 0 to p_, — I in the p — direction is called the
fast non-zero entry of that column. Let p, be the length of the normal to the

bar corresponding to the first non-zero entry in any C,. p, is then given by
Py = Ppin T 'q; Ap 4.17

where n; is the index in the p— direction, of the first non-zero entry in C,, as
shown in fig 4.4.2. The first non-zero entry in any C, corresponds to the

endpoint (x,, y,) which lies in b gk as shown in fig 4.4.2.3 . Similarly p, is the

length of the normal to the bar corresponding to the last non-zero entry and is

given by
P, = P + n;Ap 4.18

where n;, is the index in the p— direction, of the last non-zero entry in C,, as

shown in fig 4.4.2. The last non-zero cntry in any C, corresponds to the
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endpoint (x,, y,) which lies in b x5S shown in fig 44.2.3. The angle of the

normal to the bars in C, is given by -

k= Oy + 4, A0 4.19

The two bars corresponding to the first and last non-zero entries can be
respectively expressed in normal form as

p, = xcos(@ v+dt.o,_,A°) + pan(@ L L+ 4“_‘1\9) 420
p, = xeos(®_, a*dm_‘m + penf® |+dk-'~A6) 421

Using the coarsely-predicted values of p and 8 ie., p_ .., and 8, __, the line

segment can be expressed as

ppu‘ad = xmsem + yﬁnem 422

The endpoints (x,, y,) and (x,, y,) can be determined by solving the set of linear

simultaneous equations eq 4.22 & eq 4.21 and eq 4.22 & eq 4.20 respectively.

The expressions for the cndpoints are

() x sin(0 +d _ A0) — (p,xsind
%, = prediceed M. ks 2 r-iﬂ-') 423.a
sxn(dm”‘Ae)
— x,cos0 .
_P' = (p’-iw;inoxl p-niad) 4.23.b
predicred-

. ., ,xsin(6 . +d A0)) — (p, xsinb
x, = — e e M 4.23.c
sin(d AQ)

L
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(pjw.— i p‘Iﬁ) 4.23.d

72 sinf ;o

The above expressions hold when column C,, k < 0, is used. For C,, k> 0__
the expressions for (x,, y,) and (x,, y,) in eq 4.23 are interchanged i.e., (x,,y,) is
given by eq 4.23.c and eq 4.23.d while (x,,y,) is given by eq 4.23.a and eq
4.23.b. This is illustrated in fig 4.4.3. This is done because, now the first and
last non-zero entries correspond to (x,,y,) and (x,, y,) respectively as shown in
fig 4.4.2.4. From elementary geometry, the length of the line segment is given by

l = J (xl --xz)2 + (’1 - y2)2 424
Results for synthetic images using the derived equations are shown in fig 5.2.1.1
to fig 5.2.1.3. These results are elaborated in sec 5.2.1.

The accuracy of the computed endpoints depends on Ap and AO and the

accuracy of p,, ..., and 0___ . The computed endpoints may not lie exactly on
the line corresponding to p, and p,, but may be anywhere in the bar of width

Ap. For example, in fig 4.43.1, PS and P4 will computed as endpoints by using
eq 4.23, whereas the actual endpoints are P1 and P2.

4.4.3 Length and Extremities through Extrapolation

The method discussed in the previous section may give inaccurate resuits,

since the computed endpoints may not necessarily lie exactly on the bar which is
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Fig 44.24 Determination of the endpoints from the spread in the accumulator array using

Co k>0,
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Fig 4.4.3.1 Endpoints detected before and after extrapolation .
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used in computation. This drawback can be overcome to a certain extent by
using extrapolation. While using extrapolation, initially the points (x,y,) and
(x.y) as shown in fig 4.4.3.1 are computed from expressicns similar to eqg 4.23
except that now (x,y,) corresponds to the second non-zero entry and (x,y,) to

the last but one non-zero entry in the column. {(x,y,) is given as the intersection

of
Py = xyoosl0 o td, A0) + pyn(® o+ d, AD) 425.a
and
P = X300 o+ pysind 425b
where p, in eq 4.25.a is given by
Py = P + (Mg + DAp 4.26
Similarly (x,, y,) is the intersection of
Pe = X 0050, o b d,, A8 + psin® ., d, A0) 427a
and
Poreicned = X058,y + Pysind L, 427b

where p, in eq 4.27.a is given by

Py = Poio + (0, = D Ap 4.8
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Let p_, be the length of the line scgment intersected by a bar of width Ap as

shown in fig 4.4.3.1. The length p,, in fig 4.4.3.1 is given as

_ Ap
Pient sn(d,, A0+ A6P2) 429

The lengths p,,, and p, . which are defined analogous to p,, are determined
using the proportion of votes in the corresponding cells of that column in the
accumulator array, with the votes in the cell whose corresponding bar is such
that the line segment crosses the bar completely.

nl
Py = n_ﬂ_xph‘ 430.a
;+l.l
and
n
Pz = %Py, 430b
% - Lk

where n_, is the number of votes or the count in g, . Using (x, ¥,), (X5, ¥: Prars
Prny and 6, ., the endpoints can be determined as shown in fig 4.4.3.1. Use of

geometrical and trigonometrical techniques gives the endpoints as

x, = x, + (snb___ %p.) 431.a
Py = Py = (0058, ped™ Prad) : 431.b
x, = x, - (sinOMmdx Prexd) 431.c
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Py = Ty (00D s P 431d

While employing proportions to determine p,_, and p,_, from p,_,, the votes

corresponding to the length p,, were taken asn*”-korn‘_l'k; but depending

on the value of Ap, there may or may not be zero votes in between non-zero

votes in a column. If either n".“'t

(which is indeterminate) will take place in eq 4.30. This undesirable division by

orn

- Lk is zero, then division by zero

zero was overcome by averaging the counts over a number of cells between

Ty ork and a, ,, The number of cells having zero votes as entries were

excluded or included depending on whether Ap was large (coarse) or small (fine)
respectively. Simulation results using extrapolation are shown in fig 5.2.2.1 to
fig 5.5.2.9 which are discussed in detail in sec 5.2.2.

4.4.4 Length and Extremities of a Thick Line Segment

The endpoints of a thick line can also be determined by using the
expressions derived for the thin line. But an initial estimate of @ ie., 8, is
necessary. For thick lines, with Qw > 45, the endpoints are computed from
the spread in C,, k < §,_,. Computation of endpoints using C,, k < §,,, makes
sure that the points (x|, y,) and (x,, y,) are detected and not (x,, y,) and (x,, y,)
as shown in fig 4.4.4.1. If columns C,, k > 0,_, are used, ambiguity could result

in computed endpoints. This is because therc is a possibility of (x,,y,) and
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(x;,y,) contributing to the same cell and (x,y,) and (x,,y) contributing to
another cell.

For thick lines with 0_ ., < 45, the endpoints are computed from the
spread in C,, k > 6_,. This ensures that (x,,y,) and (x,y,) are detected and
not (x,,y,) and (x,,y,) as shown in fig 4.4.4.2. If colomn C,, k <0, is used

then ambiguity occurs in the computed endpoints as discussed before.

Extrapolation techniques can also be applied to the thick line segments for
enhancing the accuracy of the computed endpoints. The length of the line
segment is computed from the extremities using eq 4.24.

4.4.5 Drawbacks of the approaches discussed

The procedure to compute the endpoints, discussed in the foregoing sections
has several drawbacks, especially for the thick lines which are inevitably present
in real world images. In a digitized line there can be several consecutive feature
points having onec of the coordinates equal. It is possible that due to the
inclination and quantization of the line, a single feature point may be present at
the end of the line segment as shown in fig 4.4.5.1. The probability that this
single endpoint is detected using the approach discussed is very low. This is

because if column C, such that k is close to §,_, is used, then the first non-zero

entry in C, will not be due to the contribution of this isolated endpoint. It is
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Fig 44.4.1 Extremeties of a thick linc scgment corresponding to 0__, 245"
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L Fig 4442 Extremeties of a thick line segment corresponding to 8., < 4

S.
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Fig 44.5.1 An isolated feature point which may not be detected accurately.
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also possible that the predicted line segment and the bars used in the
computation of endpoints may not intersect within the image boundaries. The
intersection point will then lie outside the image plane while the endpoints lie
within the image plane. Another important drawback is that, 6, __, is used in
determining the endpoints. The accuracy of the computed endpoints depends
directly on the accuracy of O, An algorithm which overcomes the above
discussed drawbacks is presented in the next section.

4.5 Complete Line Segment Description without using 0____,

In the foregoing sections, the extremities and !ength of L were computed by

using 0’“ But failure to detect the peak properly could lead to inaccurate
value of Bw In this section, an approach which utilizes Om as a condition
rather than actually using it in the computation of the extremities of the line
segment is presented. The computation of the extremities can be made
independent of Om by eliminating eq 4.22 from the set of linear simultaneous
equations that are solved for dctermining the extremities. This can be done in
the following way (for both thin as well as thick line segments)as shown in fig
4.5.1 and fig 4.5.2.

Consider two columns C, and C, whose cells in the accumulator array

correspond to bars in the im'age plane with their normals inclined at angles Oq
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Fig 4.5.1 Computation of the extremeties, independent of 6, for 0, ., 245"



WA e

21

71

Fig 4.5.2 Computation of the extremetics, independent of 0, for 6, ., < 45.
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and 6, respectively such that 0, #6,#6__, (6, = 6__ + gA6, 6, = 6__ + rA6).
Determine nj, ng, N, 7, from 4 and compute the lengths of -the normals

corresponding to W, 7y, Mg, M, respectively as follows

P = p_-.*'ﬂ},Ap'FAzﬂ 432a
P} = P+ L0 + 22 4320
Py = P ¥ M Ap ¥ —Azﬂ 4.32c
o, = ,,_h+f.;A,,+Aza 4324

These bars can be expressed in the normal form as

Pl = X, cosd, + y, sind 433a

p; = x,cos8 + p sin 4.33.b
and

o} = x,cos0_+ p, sind_ 4.34.a

p, = X,cos0, + y,sin@ 4.34.b

By substituting the values of p¥, p}, p%, p’ from eq 4.32 in eq 4.33 and eq 4.34,
(x,»¥,) and (x,, y,) calculated by solving equation sets 4.33 and 4.34 respectively.

The expressions for the computed co-ordinates are
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_ ppsind, — p;sf

xl - a‘de' -— e) 1 4-35.3
_ pyoosd — picosd,

(il 3 435b

and

_ Ppysind, — pisinf

= sin(0, — 0) * 4362
- Pof, — oo 436.b

¥ sn(§, — 9) ) .

The length is determined using eq 4.24. As stated earlier for lines with

6

s <45, columns C, C, q > 8,,, r > 0, are used and for lines having

0, sns245, columns C, C, ¢ <0, r <8 _, are used. This is necessary to

remove the ambiguity that could result if the columns are chosen in the opposite

directions. This ambiguity has been explained in sec. 4.4.4. In order to increase
the accuracy of the computed endpoints, a ) term has been used in equation

set 4.32. The maximum error that could result in the computed x and y co-

ordinates of the endpoints will be denoted by €, and €, These errors are given

by
0 +0
£ = 4.37

x -

0 0
sin(~—5—*)
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and
Ap %O )
_ 2 2 )
g, = o —o 438
si(———1 > )

From the above equations it is seen that the error in computed co-ordinates

is a function of Ap and d,_ AB. As d_ AD increases, the error decreases (since the

sine of an angle increases with a increase in the angle). Hence the accuracy of
the computed endpoints can be increased by increasing the angle between the
normals to the bars. This can be done by either

— increasing A0 which could lead to a decrease in the computational
complexity (which is very much desired) at the expense of the
accuracy of p, .., and 8_ . But this loss in accuracy of p_ ...,
and 0, . can be overcome by computing p and O from the

cxtremities as p,,..., and O__ , uvsing eq 441 and eq 4.40

respectively.
or by

- solving for two columns C, and C, such that |¢ — r] is large.

Results using synthetic images containing single line segments are shown in fig

5.3.1 to fig 5.3.16 and are explained in sec 5.3.

-
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The principal advantage of this approach is that 8, _, is not used in the
actual computation of the line extremities. It is only used as a condition which
is tested, to select columns to be used in the computation of the extremities. The

columns C,, k < 0 are selected if 0, 245 and those with k > 0_, are

selected if 0, , <45

4.5.1 Optimat Accunmiator Array Size

In real-world images, most of the images encountercd contain thick lines. In
order to increase the accuracy of p_ ., and 0,“ the resolutions Ap and AO
are made small which results in undesirable increase in memory space
requirements and computational complexity of the HT. For thick lines, a
decrease in Ap could result in two types of patterns in the accumulator array,
which are undesirable from the view-point of the peak searching algorithm.

These are

t. A pattern of almost equal entries along any column C,, such that
consecutive cells within that column differ by one vote, as shown in
fig 4.4.4. This could mislead the peak detection algorithm. Failure
to accurately detect the peak will result in high errors in the values

Of P preiperea 20 O, s

2. If the line is too thick and the feature points are such that, a bar of
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Fig 444 DPart of a typical accumulator array illustrating the pattern of almost cqual entries and zero

entries between non-zero entrics in C,
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width Ap passes without enck)smg any feature points as shown in
fig 45.1.1, then a regular pattern of cells containing zero votes
between non-zero votes will result, which is illustrated in fig 4.4.4.
This is particularly undesirable in C._..

The above two undesirable features in the accumulator array of the HT can
be avoided by using a value of Ap such that, a bar of width Ap includes_ the
maximum number of feature points on the line as shown in fig 4.5.1.2. This
means that Ap has to be increased which leads to 2 loss in accuracy of p__, ..
But accurate p can also be obtained, once the endpoints of the line segment are
detected accurately. Hence, Ap can be increased to avoid the previously
described undesirable patterns. How large Ap should be, depends on the number
of feature points in the image line having one of the co-ordinates equal. An
estimate of this can be obtained by using Ow from which, the approximate
slope m___, of the line can be obtained using eq 3.10. The number of feature
points having one of their co-ordinates equal f,__ is given by eq 3.11. Van veen
& Groen [al] have stated that Ap should be atleast d_, where d_ is given by eq

3.8. But this value of Ap would also lead to the phenomenon of regular structure
of zero votes in the array, if the line segment in the image has a high value of
f... But if Ap is chosen such that, a bar of width Ap contains the maximum
number of feature points, then the above drawback will be overcome. This can

be achieved by using a value of Ap given by
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Ap = [fa-z-] x d 4.39

An approximate value of f__ can be obtained from 0__, and then the Ap
given by eq 4.39 can be used in subsequent accumulation. The information in
the accumulator array with this Ap can be used to determine the extremities of
the line segment in the image plane. The normal parameters of the line segment
can be determined from the computed endpoints. If (x,, y,) and (x,, y,) are the
endpoints of L, the inclination @ of the normal to Lisgi\n;n by

T 70 . B T
0 ,—tan(—_xl-) 90 4.40

and the length p of the normal is computed as

Xy X Py X X Py

P = 441
= Vo) 0, -5

For lines having 0m245', with Ap chosen as given by eq 4.39 a pattern of
zero votes in between non-zero votes will result in A, in columns C, where
k> 0”‘. Howecver, this will not cause any accuracy problems, since for such
lines, columns C, having k < ()m,l are used in the computation of the co-
ordinates. A similar pattern of zero votes between non-zero votes in columns C,
having k < ()‘m,i will result for lines with 0 Mm<45'. But then, for such lines,
columns C,, k >0, are used for dctermining the co-ordinates of the

cndpoints.
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The principal advantage of the suggested value of Ap ( eq 4.39 ) is that,

C,_, will have a maximum spread of 2 or 3 cells. This will result in unique peak

and accurate computed values of the extremities of the line segment, thereby
giving highly accuratep____,and6____

4.5.2 Detection of Muitiple Line Segments

Though images with multiple line segments are not considered in this work,
a procedure is suggested, which has to be exhaustively tested. For images
containing multiple line segments, the Hough accumulator array is constructed
using the conventional approach for the HT. Detection of peaks can be carried
out by applying a threshold t, to the celis in A. All those cells a, , having

n, 21t arc taken as cells corresponding to the indices of the parameters of

different line segments in the image plane. The extremities of different line
segments are computed individually by using the procedure for single line
segment. Reasonably accurate values of p and O are obtained from the

computed co-ordinates. The value of T, has to be chosen depending on the

quality of the image and the type of the noise present in the image.
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4.6 Complete Line Segment Description in presence of noise

In the preceding sections, the proposed method for obtaining the complete
linc segment description from the spread in the accumulator array was
explained. The proposed approach was initially developed for detecting ideal
images ie., noise free images. But in real world images noise is inevitably
present in the images. As explained in earlier chapters, the HT is applied after
the image is passed through several stages of electronic instruments such as
filters, edge detcctors etc. These electronic systems also add noise to the image
which is finally processed by the HT. But HT is inherently robust against noise
problems. This is true when HT is used only for predicting the values of the
normal parameters of the line ssgment. But when the proposed method is used
for obtaining the complete line segment description in presence of noise, then
considerable amount of errors result. This is because in computing the
extremities of the line segment from the spread in the accumulator array, large
values of Ap and AO were used and under these circumstances noise points

could get detected as the extremities of the line segment.

In this section, a modification is suggested to the method described in sec
4.5 for efficiently computing the extremities of the line segment in presence of
random noise. The underlying principle of the method described in sec 4.5 still
holds i.c., once the extremities of the line segment are computed accurately, the
p and 0 of the line segment can be computed using eq 4.41 and.eq 4.40
respectively. '
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4.6.1 Effect of noise on the spread in the accamulator array

Noise affects the spread in the accumulator array. Isolated groups of non-
zcro entries in the accomulator array resuit due to the presence of noise. In the
new approach described in sec 4.5, for computing the extremities of the line
segment, columns C,_ and C, in -A are chosen depending on the value of 6__
In these columns, the values of ng . 7 ., corresponding to the
contributions from the actoal line segment have to be determined accurately.
Determination of ng g, W, .M, as explained in sec 4.5 could lead to
considerable errors since these could be due to the contributions from the noise
pixels. The methodology adopted to overcome this misleading contributions is to
scan columns C_and C, for ng i, Ng N, not from 0 to p_.. — 1, but from

cells containing votes, which are contributions of the feature points. A method

to achieve this objective is explained in the next section.

4.6.2 Methodology to overcome the eifect of noise

Find the value of p!_, and p}_, in any C, as shown in fig 4.6.1. This is
done by finding the value of the co-ordinates of the point of intersection of the
predicted line segment with the image boundaries ( y-axis if ONM 2 45, x-axis

if 0, yos < 45). From these intersections, the values of p*_, and p*_, can be

calculated by using the following equations:



V,
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Yo Withx = 0

N\
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Yy Withx = N =1 '
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Fig4.6.1 Determination of pl,,, and pl,,,4 o overcome the cffect of noise
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":-« = Xy 0080, + ., 50, 442
P = X, oS0, + p_ sind, 443

In eq 442, x_ =0 and y_ is the value of y obtained from eq 422 by
substituting x = 0. Similarly in eq 4.43 x_ = N—1, where N is the image size (
in our simulations we used N = 128) and y__ is the value of y obtained from eq
422 by substituting x = N—1. These are valid when 0___,>45. For
L
( for obtaining the intersection with the x-axis ).

< 45, the x’s and y’s in the foregoing statements have to be interchanged

After pt_, and p!_, are computed, the value of the corresponding indices in
the p — direction between which the scanning for non-zero entries is done are
evaluated. These indices are obtained by dividing p_, and p%_, by Ap and

quantizing the result to the nearest integer (o obtain the indices in the p —

direction, of the cells in C,. Due to this quantization, some errors could creep in

the values of the indices in the p — direction between which the scanning is

done. This can be overcome by correcting the indices as

k_ - pm ok
n, = inK Ap ) -9 4.44.a
-and
ot
n, = in( =Ry 4 ot 4440
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where n*__ is the number of cells subtracted or added for accounting for the

errors that could occur due to the quantization of p!_, and p%__ respectively

and int(.) denotes the integer function.

Once these indices i.e., 1} and 1, are obtained, column C, is scanned from
nt to p__ — 1 for n___ non-zero entries. The value of n___ depends on the
density of the noise present and the value of Ap. Similarly C, is also scanned
from 7, to O for n____ non-zero entries. This operation is repeated for two

 different colemns C, and C,

After the columns are scanned, the extremities of the line segment are
computed from eq 4.35 and eq 4.36. In eq 4.35 and eq 4.36 p{ ,p, p; ,p, are
determined from eq 4.32 where W, ,ng, N .7, are now replaced by nj ,nj,
N .My, respectively. The columns C, and C, are selected by using the criteria
mentioned in the pn;,vious sections i.e., ¢ > 6,_, and r> 0, if 0, .., <45
and ¢ <6, and r<0_, if 9’“245'. Results using this approach on
synthetic images containing random noise are shown in fig 5.5.1 to fig 5.5.7.
These are discussed elaborately in sec 5.5.
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4.7 Summary

In this chapter, the limited numbef of approaches available in literature for
obtaining the complete line segment description have been discussed. A new
methodology for obtaining the complete line segment description from the
spread in the accumulator array has been explained elaborately. The new
approach has been developed for thin as well as thick line segments with and
without using extrapolation. The new procedure has been refined effectively to
overcome the drawbacks associated with the previous approaches by computing
the extremities independent of 6,“ A modification of the new approach to
overcome the effect of noise has also been explained. Results obtained using this
ncw approach and its modifications are presented and discussed in the next

chapter.



S. RESULTS AND DISCUSSION

The various approaches to determine the endpoints of a straight line from the
spread in the accumulator array were discussed in the previous chapter. The
proposed metheds have several advantages over the existing methods. The new
methods can detect the endpoints of a thick line segment (which to our
knowledge is the first attempt at determining the extremities of a thick [ine
segment). Rwsonably accurate values of the extremities are obtained by using
large values of Ap and A9. This also reduces the memory space requirements
and the computational complexity of the HT (this has been achieved, by
abandoning the conventional way of computing p and 0 accurately from the
accumulator array and focussing on how to compute the extremities accurately;

once this is done p and 0 can be computed from the extremities).

The new methods have the disadvantage that the extremities of the line
segments having discontinuities cannot be computed. And also the extremities of

the line segments in images containing multiple lines cannot be computed using

the proposed approach.

In this chapter, the results obtained using these approaches are discussed in
detail. In sec 5.1 the results obtained by computing the length from the spread
in the accumulator array (sec 4.4.1) are discussed, while in sec 5.2 results

obtained by computing the length and extremities using OW (sec 4.4.2, sec
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443 and sec 4.4.4) are presented. In sec 5.3 and sec 5.4, the results obtained by
computing the length and extremities independent of 0 .., (sec 4.5) are
discussed. The results illustrating the noise performance (sec 4.6) are presented

in sec 5.5.

All the results presented are in terms of number of pixels. Percentage error
is not used sirice this could be misleading, because the error is independent of
the length of the line. For the same value of the error in terms of pixels, the
percentage error for two lines having different lengths wopld be different.

Hence the error is computed in terms of pixels.

5.1 Computation of length from the spread in the accomulator array

In this approach, the expression developed by Van veen & Groen [25], for
spread in the accumulator array forms the basis. The expression for the length
of the line segment is given by eq 4.16. This expression was applied to various
synthetic images. Table 5.1.1 and Table 5.1.2 give some of the results obtained
using this approach. The accuracy of [, depends on the number of columns
over which eq 4.16 is averaged i.e., the value of M. From the results it can be
seen that, if Ap is made small (which is done for improving the accuracy of the

computed value of p), the accuracy in the computed value of the length
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decreases. This happens, because as Ap is made smaller, the phenomenon of
zero votes between non-zero votes as explained in sec 4.5.1 occurs, thereby
leading to inaccurate values of r;. Another drawback in using this approach is
that, only the length and the normal parameters can be estimated. The
extremities of the line segment cannot be determined using the approach
discussed in sec 4.4.1, which means that the objective of obtaining the complete
line segment description from the si)md in the accumulator array remains
incomplete. Techniques to overcome this shortcoming were discussed in sec 4.4.2
to sec 4.5. Results from these approaches are discussed in the subsequent

sections.

5.2 Length and extremities using 6.,

The expressions to determine the extre;niti&s of the line segment from the
spread in the accumulator array were derived in sec 4.4.2 (eq 4.23) and sec 4.4.3
(eq 4.31). The approach in sec 4.4.2 does not involve the use of extrapolation
while that in sec 4.4.3 uses extrapolation in determining the extremities of the
line segment. Once the extremities of a line segment are determined, the length
could be computed from eq 4.24. Tﬁe results of these two approaches are

discussed in the following two sub sections.
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5.2.1 Length and extremities without using extrapolation

This section presents the results obtained using the techniques discussed in
sec 4.4.2 for determining the extremities and length of the line segment. The
results are shown in fig 5.2.1.1 to fig 5.2.1.3. These plots show the variation in
error in the x-co-ordinates, the y-co-ordinates, and the computed length
respectively, with 4, — where C, is the column in the accumulator array whose

bars are intersected with the predicted line segment. The error is in terms of
pixels and is shown for two different values of AO. The point ‘0’ on the x-axis
corresponds to a',".’_-.r = 0. The points on the right side of the ‘0’ correspond to
d, - k > 9,..1 and the points on the left side of ‘0’ correspond to

d,

k, Opeuy” k < en-i

It can be concluded from these plots, that as 4 oot increases, the error (in
terms of pixels) decreases. This is due to the fact, that the calculation of p, and
p, (eq 4.17 and eq 4.18 respectively) using C,, where |k - OMI is small, can be
rather inaccurate. Since near the peak, the spread in a column is such that, it
could result in low votes in the first and last non-zero cells in that column. The
vote count in the first and last non-zero cells in a column could be as low as 1 or

2, unlike the vote count in the other cells of the column which is relatively

higher. This could result in inaccurate calculation of p, and p,, thereby leading

to rather high errors in the computed extremities and the length using the
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columns near the peak. As d,_.’_. increases, the spread becomes more uniform

and the corresponding errors are less.

5.2.2 Length and extremities using extrapolation

As mentioned in sec 4.4.2 the co-ordinates of the endpoints of a line segment
are computed by determining the point of intersection between the predicted line

segment and b &1 OF b e While doing this it is not necessary that an endpoint

of the line segment lies exactly on the boundaries of the bar that is used in
determining that endpoint. This error could be further reduced by using
extrapolation techniques discussed in sec 4.4.3. The results for this approach are
shown in fig 5.2.2.1 to fig 5.2.2.9. Fig 5.2.2.1 to fig 5.2.2.3 show the variation of
error in the x-co-ordinates, the y-co-ordinates and the computed length for
Ap = 0.2245 and AO = 0.9, while fig 5.2.24 to fig 5.2.2.6 show these same
errors for Ap = 0.2990 and A0 = 0.9. In sec 4.4.3, three different types of
extrapolations were discussed. The results for these three types of extrapolations
are similar for those values of Ap, for which the phenomenon of zero votes
between non-zero votes is not pronounced. Again for extrapolation also, the
error in computed co-ordinates decreases as the angle between the predicted line

segment and b

o O b b k increases. Fig 5.2.2.7 to Fig 5.2.2.9 show the variition
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of error in the x-co-ordinates, the y-co-ordinates and the computed length for
different values of A6. For fixed d,_._. the errors for small values of AO are

higher than errors for large values of AQ as shown in fig 5.2.2.7 to fig 52.2.9.
This is because, as AQ is made small for a fixed valueofd“_i,theangle

betweenb"‘orb‘kandthepredicted Iine segment decreases, which results in

a decrease in the accuracy of the computed co-ordinates of the endpoints.
Hence, using higher values of AQ would result in more accurately computed
extremities of the line segment. Higher values of A@ would also result in
reduction in the computational complexity of the HT.

With the approach discussed in sec 4.2.2 and sec 4.2.3, it is possible that the

intersection of the predicted line segment and b"'. or b..;,. may actuoally ke

outside the image plane. This phenomenon happens when the bars in C, are
chosen such that k is in the vicinity of 0”‘. This will lead to the computation of
thase points as extremities, which are not even the feature points of the image.
This serious shortcoming can be avoided by making the computation of
endpoints independent of the predicted line segment as was discussed in sec 4.5.

Results using this metﬁod are presented in the next section.
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5.3 Complete Line Segment Description without using 0,

It is desirable that, the endpoints are computed independent of the predicted
line segment. This ensures that the errors occurriag in Prrescaes 20d 0, do mot
reappear in the computation of the co-ordinates of the endpoints. This can be
achieved as discussed in sec 4.5 and the corresponding expressions for the co-
ordinates of the extremities of a line segment are given by eq 4.35 and eq 4.36.
Once the extremities are detected accurately, p___, and @____, can be
computed accurately using eq 4.41 and eqg 4.40 respectively. Eq 4.35 and eq
436 were used in determining the extremities of line segments for different
values of 0__, and from these computed extremities the length was calculated
using eq 4.24. The error in the computed value of length is plotted against d_,
in fig 5.3.1 to fig 5.3.5, for different line segments.

From these graphs, it is seen that as the difference between the columns
increases (which means that the angle between the normals to the bars in the
two columns increases), the error decreases. The maximum error that could be
present in the computed x and y co-ordinates was derived in eq 4.37 and eq 4.38
respectively. These expressions are corroborated by the results obtained which
are shown in fig 5.3.1 to fig 5.3.5. Theoretically, from eq 4.37 and eq 4.38, as

the difference (6, — 0) increases, the sine of the difference also increases,

resulting in a decrease in the error in the computed values of the x and y co-



109

06 =

1N 1

Q -W— = o

'$E1 w N UY WMOUIP puv LEOL'D = OV 40 ‘TP ua P up souo up uopupey ey Bi

o] 8 8

BUWIN|OY U] 99URJaIQ

| 1 1 i

.::x.l.:..:..... .....s
=

Seayy

o g,

-ai -.‘-- oIl N
o

e -::.......:..:..if.....::._. .

........:0.......:.. \n..

A

o\\ M,
\..\

ér.ﬂ.. SR

P62 =0Yd D}OP M~

S22 '=0yd D}|OP e

96L | '=0yJ D}|6p -0

LB¥ | =0yl D}jep @~

o

¢
)

ol

sjaxid jo suuay uy yibuaj ul Josia



110

1190 4 ..v._ - t.t..c

‘06 =
‘921 w N 'Y UOIYIP PUE LEOL'0 = OV 9) “hp wa P up soue up uoneues  G1gs Bil

8UWN|OD U] @OUBJAHI]

Ql 8 8 L 9 ] 14 [4 l
| ) _ \ \ | | oL-
lnm.l-
T mr O o

€8T 1 =0yd D}OP M-
€Z11'=0Yd D}OP -
8660°'=0YJ d}|ep o~
8680°=0yJ D}ep @~

_..

_....

o,

....

, n..f.«rd..kxu.{. - O..cyﬁ ..... r® 0\

l*.l seansses

............ w..x

%";

1 4
n

ol

sjaxid jo suwia} ui Yjbuaj ul sousd



jon v

.c& - ?:t-& ..W.N - c
‘Yri w N 'y oiayIp puv LHOL0 = OV 40) *Tp sa MUY up souo up wopeues vTCS Bul

: 8UWN|0D U| 90UBJBYIQ
ol 8 8 L 9 ] 14 £ [4 l

] ] L l ] ]

w
—
|

T

o

—
|

answilPrny,
..._Eu”u........”m.....x ._........._ﬁ......._uu...:....

§Ea80RIMARTRNI NI

:s.-....-.

--co-

........

667 =0UJ DYOP ¥~
CY T mOYd D} BP i
96/, '=0yJ D}|Op -0 \
L6¥ | =0y D}|8p @ y

sjaxid jo suua) u; Yyjbuay ul Jowss

e
|

o

-

)
—



112

.CQ - \tasu.ﬁ— .-W.N - stzuto
“Up wa P g 3000 UL UORBMEA  Q'TCS Bid

'Be1 w N OV UOYIP pue LYOL0 = OV 30)
SUWN|OD U| BOUB.BHI]

ol 8 8 L 9 g 4 ¢ [4 l

] | ] | | ] ] 1 Sl—

I.O—.I..

o
o
v 4, e
4 AV o aooe
T haon, K0 QTR T " o, b, K
o ovn, o $ 00y -, (SRR hoag, sy
Ul 1 W L Hemesinsine ............:.Q .::.
b,
.
)

£8Z | =OyJ D}|Op ¥ s
€Z ) | =0yl D}Op -
8660°=0yJ D}jep -o-
8680°=0yJ D}|ep @~

o
sjaxid jo suwd) ul yybuaj up Jousd

I
O
-—

)
-—



13

‘ol w N COY JUMOYIP U L80L0 = OV 40§ ‘P wa

ot 6 8

L

windues

8UWN|OD U| 90UBJBYI(]
9 1] ¥

‘06 = 1oniss g ..mv = tatcc

7 Ul J0MD Ul uopusHup  wegs 81y

m— -
ﬂ;ré s e,
(UL T

P¥6¢ =0yJ D}jep

_.x..-

G2 =0yl p}|ep

.

96 L'=0yJ D}|ep

:6:-

LBY|'=0UJ DYOp

..x-..t v
h,, N \”-.. ....°.l........:. .
R I (T ..u‘.’o-t LPrriminng,, o
v, “-. a J....wf.?\\

ot

g e

et
g

oo

w
-
|

T

o

—
|

I
Te]
!

/

b, -~
e e,
:....:Q. "

o
sjoxid jo suwua} u yybuaj ul Jouia




114

‘B2 w N AV JUOIOLIP PUB LBOL) = OV 0}

. SUWN|02
ol 6 8 L 9

iy
0

'06 = """ Sy =
Uy sa P gy soao up uopeMBA  Q'CC'S Bul

uj 83UBJOHIQ

S 14 £ [4 l
_ I

-

" ._._..;...___n_nunu.. o _..EB.".: I

) o, ..
..J"{...n:n”".:l.-:...

cT...:......::...:

£QZ L =0yJ D}Op X
€ZL | =0yl D}|Op v
8660' =0y D}|op -o-
8680'=04J D}ep -@-

\. .
¢
\\
.....lo..._l:.::.....:..o ¢ A =]
\ .ﬁm_....x.".::.*!.r \
presions! J.f -.-...H\
R et £ M
R
......lf:............ .x.: .......... .:....x i

o

{
w

o]}

sjaxid jo swiuay ui yybuaj ui Joua



Jons20
0

06 = vy _.mc -

‘Y1 w N OV URSLID PUY LBOL'0 = OV 203 *"p 9A P up soud up uopepus whes Su

It5

0l .

BULUN|OD Uj BoUeJe]
9 e ¥

o
T

e
o 0
T

$662'=0yJ D}Op M-
G¥TZ =mOUl D}OP v
9641 =0yJ D}Op -0
L6Y | =0y D}|ep @~

o~
) ..:-:.:.. !-T ey o
. ‘T... lmll
o
..\.
—...\. \
E —..0“.....-.-...:.::..1.?.5 5 ....-. | o
HH x. ....-s.._. ..:....:..a ...-..f. -.....x..-.\.y\...z
O - W = e u
pLITIT x... ...:..x:. . m

*,
>
.-.m....::l.:.:..l...ﬁl
/»
A, ..“'..
%,

kS
N

Yo

sjaxid jo suwua} ul y)bua| u Jou

0c



t16

'§T1 = N IV JuoagIp puv L80L0 = OV d0) ‘P v

0l 6 8

L

8UWN|OD U] 8duaJe}liQg

9
|

S

ponduivs

/

06 = """d 9 =

1ons20

0

ul J0M0 Ul UOnEMBA  q'Pes 81y

.v

L

€871 '=0yJ D}jep

" x.:

€21 1'=0yJ byjep

rofense

8660'=0yJ D}j8p

wln

8680'=0yJ p}jep

o

]
Tg)
i

sjaxid jo swua) ur Ybus| ul Jossa



§C1 w N AV quololp puv (0L

117

(o]}

L

)

m Oy 0] ‘Up A

.co = \!:u.& ..ﬂb = t:.t-@
poinduios

1 Ul Joud up uopepep  eges S

SUWN|OD U| 89UBJeHIQ

S S 14
| | [ I |

" -.x.::..x.:...::::

¥66¢'=0y. D}|8p

SYTT =Oyd Dyjep

_.+=.

96.1"=0yJ D}jep

non

L6V | '=0UJ D}jep

W, ;
ony, .....x..

Ts}
—
1

i
o
—

i

]
Te]
|

o el - i
o W ", et ]
* ..0-..:?4”.;::.:...6 ...\..\ ..n......
...:... Jol'-. ...s...
..........."s"-:

....:................rf:.:

sjaxid jo swua) ui yybuaj ul Jowsa

!
o
—

)
—



118

t:.:-

06 = "0 5L =
'8¢1 w N 'V JunIOlIp puu L8OL'0 w OV 10} ‘'p A M) up Jowo uj uonues Qges mE

wCE_J_OO C_ DOCO.»OtPO
0O 6 8 L 9 S ¥ £ 4 .

]
-

Ts]
|

LTIV ...::.:E
4

..l.::i—.-"l...
,

ETTTITHY ..._.sz Hues

..:....

LOTITTI ......-.:

"
e .....:.....:..

€827 | =OyJ D}BP ¥4 /
€21 | =0y D}OpP s f
86680'=0yJ D}|Ep -0
8680°'=0yJ D}|Op -B-

-~
|
w

oL

o
|

sjaxid jo swuad} w yibuaj ut sona



19
ordinates respectively. Using synthetic images, decreasing nature of error was
obtained in the computed length with increasing (6, — 9). It is apparent from
fig 53.1 to fig 5.3.5 that when the columns are relatively far apart, an error of
+3 to +5 pixels was obtained in the computed values of the length of the line
segment.

An interesting study is the behavior of the errors averaged over a2 number of
lines for different values of the parameters such as d_,, Ap and AO. The
behavior of the error in the computed extremities and the length of the line
segment (averaged over 71 lines), with respect to d_,, is shown in fig 5.3.6 te fig
5.3.11. Fig 5.3.6 to fig 5.3.8 are for Ap = 0.9 and varying values of A whereas
fig 5.3.9 to fig 5.3.11 are for Ap = 0.2 and varying values of A0. The difference
betwee_n the angles of the normals is in terms of the number of A0 s apart. As
is evident from these graphs, the error decreases as the difference between the
columns used increases. It can also be concluded that as A is made smaller,
the errors increase while as Ap is made smaller the errors decrease. This also

verifies the predicted behavior of error given by eq 4.37 and eq 4.38.

Fig 5.3.12 and fig 5.3.13 illustrate the variation of error in the computed
length (in terms of pixels, averaged over 71 lines) with respect to Ap for different
values of A9 and for fixed 4, ,. These plots also corroborate the predicted
behavior of the error in eq 4.37 and eq 4.38. As A0 is made smaller, (which is

usually done to increase the accuracy of 6, .., ), the error in the computed

extremities increases, thereby resulting in an increased error in the computed
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value of the length. Fig 5.3.14 shows this variation averaged over 141 lines.
From eq 4.37 and eq 4.38, the errors increase as AOQ is made smaller because,
with a decrease in A0, the sine of the difference between the angles of the two

columns decreases thereby leading to a increase in €_and €,

Fig 5.3.15 and fig 5.3.16 depict the behavior in the computed value of the
length (in terms of pixels, averaged over 71 lines), with respect to Ap for various
values of d_, and for a fixed value of AG = 0.71. It is seen from the figures that
the average error in length is higher for smaller values of d_,. This further
endorses the behavior of error predicted by eq 4.37 and eq 4.38. From fig 5.3.6
to fig 5.3.16, it is obvious that the extremities of a line segment can be detected
accurately with an average error of +3 to 5 pixels for particular values of Ap
and AQ. These values of Ap and A0 could lead to the optimal accumulator array

size as discussed in the next section.

5.4 Optimal Accumulator Array Size

The approach for finding the optimal accumulator array size is based on the
objective that, if the extremities of a line segment are determined accurately,
then the (p, 9) parameters of a line segment can be determined using eq 4.40

and eq 4.41 respectively. An opening can be made in the goal of finding the
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optimal accumulator array size ( specifically for the resolution A0 ), from the
results discussed in the previous section. Comparing the results shown in fig
5.3.6, fig 5.3.12, fig 5.3.14 with all other figures which illustrate the similar
results, it can be concluded that higher values of AQ would give better results
with respect to the error in the computed co-ordinates of the endpoints of the
fine segment. But using very high values of A would lead to an increase in
errors since, in this case, ()‘m,‘mv will not be determined accurately. Hence C, and
C, will be selected incorrectly. In our simulations, a value of A@ = 1 was used
(which is rather coarse) and a accuracy within +3 to +5 pixels in the computed
co-ordinates of the endpoints is obtained.

One would argue that, a coarse value of A9 might lead to an increased error
in the value of predicted 6 from the spread in the accumulator array. But this
error in the predicted value of 0 can be overcome, by computing the value of 0
from the extremities of the line segment using eq 4.40. The computed extremities
are more accurate for higher values of AQ. Another important advantage of
using higher values c;f A0 would be a reduction in the computational complexity
of the HT. The computational complexity depends on the value of AB. A high
value of A0 would mean fewer number of calculations of p using eq 2.4 for

every feature point in the image.

With respect to the resolution Ap, it is seen from fig 5.3.12 to fig 5.3.16 that,
the error is less for small values of Ap. This is also evident from eq 4.37 and eq
4.38, as the error in the computed X and y co-ordinates is directly proportional

to Ap. But reducing Ap to very small values could result in the phenomenon of
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zero votes between non-zero votes and also bars containing cells of almost equal
votes as discussed in sec 4.5.1. This can be overcome by using a value of Ap
given by eq 4.39; but this value of Ap can be employed only after a initial
estimate of the value of the 0 of the line segment is known. Another way to
overcome this could be the use of variable Ap i.e., making Ap a function of the
sampled value of 8. Hence a trade-off has to be made between the accuracy
desired and memory space available, since reducing Ap increases the memory
space requirements of the HT.

If the machine on which the HT is being computed can support large
memory space requirements, then a small value of Ap could be used, which
reduces the error in the computed values of the extremities of the line segment.
Once the extremities are computed precisely, then the normal parameters 0 and
p can be computed using eq 4.40 and eq 4.41 respectively.

5.5 Complete Line Segment Description in presence of noise

Noise plays a very critical role in dctermining the accuracy with which the
extremities of a line segment can be computed using the HT. An approach to
tackle the problem of noise in computing the extremities was described in sec
4.6. From the discussion in sec 4.6, it can be concluded that the accuracy of the
computed extremities depends on several factors which interact among

themselves in influencing the accuracy of the computed extremities. These
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factors could be [isted as the resolutions Ap and A9, the correction factor n*__,
the number of consecutive non-zero entries #,,,,, for which the columns C, and
C, are scanned, the angle between the two columns used in computation ie.,
Ir — 4] A9 and above all the nature of noise present in the image. Results using
the approach discussed in sec 4.6 on synthetic images containing noise are
presented in the subsequent discussion (these are shown in fig 5.5.1 to fig 5.5.7).

It is clear from these results that the accuracy of the computed parameters
depends heavily on the factors listed above. The effect of the various factors is
discussed below.

5.5.1 Effect of Ap and AG

The values of Ap and A influence the accuracy of the computed
extremities. As A9 is made large and Ap is made smaller the errors should
decrease as predicted by eq 4.37 and eq 4.38. But in the presence of noise,
decreasing Ap leads to a increase in the errors as shown in fig 5.5.3.a and fig
3.5.3.b. This is because in presence of noise, smaller values of Ap result in
scattered non-zero entries in the columns of A. This can be avoided by
increasing the value of Ap, so as to make the spread of non-zero votes more
uniform. The relation between the behavior of errors with respect to Ap as given
by eq 4.37 and eq 4.38, does not hold good effectively in case of images

containing noise. This is because of the scattering of non-zero votes in 4. When
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this type of scattering occurs, it is possible that the scanning for n____ non-zero
votes along any column may fail, which leads to high errors. The condition of

n non—zerovotcshastobesaﬁsﬁedinordertoaswrtainthattiievotsare

due to the feature points rather than the noise points. The effect of the value of
n__is discussed in the next section. The predicted behavior of errors in eq 4.37
and eq 4.38 with respect to A0 still holds as shown in fig 5.5.6.

55.2 Effectofn____

The value of n____ also affects the accuracy of the extremities computed
from the spread the spread in A. The value of n____ has to be such that, the

detection of cells corresponding to the contributions from the feature points is

accurate. The value of n____ depends on the nature of the image i.e., the amount

of noise present. If the image contains large amount of noise, then a higher

value n____ would be required and vice versa, as can he seen from the results
shown in fig 5.5.7.a and fig 5.5.7.b. The value of n____is not only related to the

amount of noise present in the image, but also to the value of Ap. Smaller

values of Ap would require large value of n_, while larger values of Ap would
require small value of n__ . This ensures that the cells containing votes from

feature points are detected properly. Fig 5.5.2 to fig 5.5.4 illustrate the poinis

discussed in this section.
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5.5.3 Effect of the amommnt of noise

The amount of noise in an image is perhaps the most important factor
which determines the accuracy of the computed parameters. The lesser the
amount of noise the better is the accuracy. The effect of the amount of noise on
the accuracy of the computed parameters is illustrated in fig 5.5.1 to fig ‘5.5.7_.
As the noise increases i.e., the ratio of the feature points to the noise points
decreases, the accuracy detoriates. An improvement in the accuracy obtainable
also depends on other factors such as the values of Ap, ABand n___.

From the results shown in fig 5.5.7, it can be concluded that the accuracy of
the procedure to obtain the complete line segment description from the spread in
the accumulator array, in presence of noise, depends on a variety of factors.
These factors are related among themselves in rather a complex way and their
effect on the accuracy of the computed parameters depends on how they
interact among themselves. An effort has been made to obtain the complete line
segment description accurately in presence of noise. This could be further
refined to obtain more accurate complete line segment description in the

presence of noise.
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5.6 Resulfs using Real Images

The proposed approach for obtaining the complete line segment description
from the spread in the accumulator array was tested on a real world binary
image. The image is binary since the pixels can have only two gray levek;--either
0 (backgromid) or 1 (image). Since real world images inevitably contain noise,
the modification suggested for tackling the problem of noise in sec 4.6 was
adopted. The real image tested is shown in fig 5.6.1. It contains a line segment
with noise and its size is 128 x 128. The detected pattern is shown in fig 5.6.2.2
and fig 5.6.2.b. Fig 5.6.2.a illustrates the detected line segment with d, | = 9,
where C_and C, are the columns used in the computation of endpoints with

q = 0, 5. The resolutions used were AO =10 and Ap =099 with
n__=2 and n. __ =2 Fig 5.6.2.b shows the detected line segment with

d, . = 10 and all other factors remaining the same as in fig 5.6.2.a.

From these results, it can be concluded that by employing the proposed
approach, single line segments can be detected accurately by using large
difference between C_and C, i.e., large 4, , and by choosing the values of n____
and ‘1:...., according to the values of Ap. Fig 5.6.3 illustrates the variation of
error in the computed length and the extremities with the difference between
columns ie., d,  for Ap =099, A8 =10,n, _=2andn, =2 Asd
increases, the errors decrease as was the case in synthetic images. The accuracy

of the proposed method can also be judged from the following comparision
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(based on the results for the real image shown in fig 5.6.1) :

(D p and O determined from the peak in the accumulator array are

Proiicacs = 59369 and 0, = 47 respectively.

(i) p and 0 computed from the extremities which are obtained from the
spread in the accumulator array with d =9 are

Poompused = 39200 20d 0____, = 46.969" respectively.

(iii) p and 0 computed from the extremities which are obtained from
the spread in the accumuiator array with 4 = 10 are

P roupuiea = 59197 and 6, = 46.961 respectively.

From (i), (ii) and (iii) it is obvious that using the proposed method is
advantageous than the conventional HT because, by using the conventional HT
only p and 0 of a line can be obtained, but by using the proposed approach, not
only p and 6 are computed accurately, but the precise location of the line
segment in the image is also obtained from the computed extremities. In
addition to this advantage, the computational complexity with respesct to
construction'of the accumulator array is reduced compared to the conventional

HT, since coarser values of Ap and A0 are required in the new approach.
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5.7 Reduction in the Computational Complexity

The computational complexity of the HT depends on the complexities of the
step of constructing thc accumulator array and the algorithm to find the
extremities. The complexity of constructing the accumulator array is dominantly
dependent on the value of the resolution AQ. This step has the same order of
complexity in all the approaches (the approaches available in literature and the
proposed approach). The complexity of this step is O(N?), where N? is the size
of the accumulator array. The number of computations required for
constructing the accumulator array in the conventional approach are large. This
is because, in the conventional HT the primary objective is to determine the
values of p and 0 accurately and to achicve this the resolutions Ap and A0
should be small. As A0 is reduced, the number of sampled values of § increase,
thercby leading to an increase in the number of computations required for
constructing the array. In the proposed approach the complexity of this step is
reduced by using higher values of A0. This leads to a significant decrease in the

number of computations required in constructing the array.

Let n, be the number of feature points, n, be the number of iterations

required to determinc the extremities and N? the size of the accumulator array.
In Yamato’s [41] approach (sec 4.1) the complexity of the steps of determining
the feedback straight line and estimating the number of points lying on the
feedback gtraight line is each of O(1). After this step, the second likely straight

line is computed iteratively using the heuristic described in secc 4.1. This step .



takes a time of Ofn,n). After the second likely straight line is found, the
estimated number of feature points are found by projections onto a one-
dimensional array which takes O(n) time. The scanning of the array for likely
endpoints of the line segment s O(N). The complexity of the algorithm is the
complexity of the step taking maximum time. In this approach the complexity of
the algorithm to determine the extremities of the line segment is O(n,n, + N).

Sandler’s [42] approach was described in sec 4.2. After the Hough
accumulator array is constructed using the combinatorial Hough transform, a
ocne-dimensional histogram is obtained. The size of this one-dimensional
histogram depends on the number of pixels (satisfying eq 4.10) and hence the
time taken to construct this histogram is O(n). Similar to the scanning of the
one-dimensional array in Yamato’s [41] approach, a connectivity analysis whose
complexity is O(N) is performed to determine the extremitics. The complexity of

the algorithm to find the extremities of the line segment is then O(n, + N).

In Niblack’s [43] approach the principle of surface fitting is used as
described in sec 4.3. Computation of the surface to be fitted to the actual Hough
accumulator array once takes a time of Xn, n, N). The fitting of the surface is
continucd until the difference between the actual array and the fitted array is
less than 0.01. Multiple fittings of thc array increase the number of
computations. A least square minimization is used to reduce the difference

between the actual array and the fitted array. This algorithm has a complexity

of O(N?). Hence the complexity of the algorithm to determine the extremities of



the line segment is O(n,n, N + N').

The approaches available in literature do not use the information in the
accumulator array directly. Techniques such as feedback to the image plane,
least square fitting and iterative error minimization are used. which make all
these approaches highly computation-intensive as is obvious from the complexity
of the algorithms to determine the extremities of the line segment.

In the proposed approach, the extremities of the fine segment are computed
from two simultaneous equations (eq 4.33 & eq 4.34). These equations arc
obtained by examining the columns of the accumulator array (as described in
sec 4.4) for the first non-zero entry and the last non-zero entry. The solution of
the two simultaneous equations requires basic mathematical operations such as
addition, multiplication and division which take a constant amount of time.
Hence the complexity of the new approach is O(I). This significant decrease in
the complexity of the algorithm has been achieved at the cost of a small

degradation in accuracy as compared to other methods.
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6. CONCLUSIONS

The Hough Transform is a widely used technique for shape detection in
computer vision and object recognition. The main drawback of HT is that it
requires large storage space and is highly computatibnal. This is because of the
large accumulator array, which is required to improve the accuracy of the shape
parameters predicted by the HT. On the other side, the information
accumulated by the HT has not been fully exploited in literature with respect to
obtaining the complete line segment description from the spread in the

accumulator array.
Keeping these points in view, the main objectives of this thesis were

-~ to obtain the complete line segment description from the spread in

the accumulator array
and

- to examine the possibilities of what the optimal accumulator size

should be.

In the subsequent sections the work done in this thesis is summarized and areas

of future work are suggested.
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6.1 Sumumary

The work done in this thesis can be briefly summarized as

1.

An extensive literature survey and a thorough understanding of the
principle & properties of the Hough Transform for straight line

detection.

Determination of length of the line segment from the spread in the

accumulator array.

The expressions to determine the complete line segment description
(which includes the extremities and the length together with the
normal parameters of the line segment), for thin line segments are

developed.

The expressions for determining the complete line segment description

of thick linc segments are developed.

An effort has been made to determine the optimal accumulator array
size for the Hough Transform. The approach is based on the fact
that, the resolutions Ap and A0 be chosen such that the extremities of
the line segment are determined accurately and from the computed
extremities the value of p and 0 can be calculated. (In the

conventional approach to the HT, Ap and A0 are chosen such that p
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and 0 are computed accurately, rather than obtaining the complete
line segment description).

A reduction is obtained in the computational complexity of the HT
by using higher values of AQ effectively.

The new approach has been modified to tackle the problem of noise

which is inevitably present in real world images.

6.2 Supgestions for future work

The following areas in the field of Hough Transform are open for further

research

Determination of the complete line segment description for images

containing multiple line segments.

Finding the optimum accumulator array size, which could be applied

universally (without using an initial estimate of 0).

Refinement in the methodology to obtain the complete line segment
description in the presence of noise. One way to accomplish this could
be the use of variable Ap i.e., use a value of Ap which is a function of

the sampled value of 0.
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4. This thesis has assumed a continuous straight line. The algorithms
presented in this thesis can be modified for straight lines having
discontinuities.
5. Efficient implementation of the HT om the emerging line of
multiprocessors such as the hypercube.
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APPENDIX A

This is the pseudo-code of the algorithm discussed in sec 4.5 for determining
the extremeties of a line segment in the image plane. From the computed
extremeties, the length of the line segment and its normal parameters are
determined. The pseudo-code uses the following notation:

¥ : Set of all feature points in the image space
X, Y : Dimension of the image space

P s 0. : Dimension of the Hough accumulator array

A(p , 0) : Accumulator array

P pest ,9’“ : Cell corresponding to the maximum count in the

accumulator array

j2 : The index in the p — direction, corresponding to the first non-

zero entry for any 0,

J3 : The index in the p — direction, corresponding to the last non-

zero entry for any 0,
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step I:  (* initialization of the hough accumulator array *)
fork=0t00__, -1
for/l=0top_, — 1
Ak, D) =0
endfor

endfor
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step 2:  (* construction of the hough accumulator array *)
forall(x,y) e ¥
fork=0to0_, — I
0, =k x AD
. = xcosf, + ysin0,
if P < 0
I = int((p, — Pud/BP)
Ak D= Ak D+ 1
er;dif

endfor



step 3:  (* peak detection and coarse prediction of 6 and p *)
max =0
fori=0to0__ — 1

forj=0top_ —1

if A(i,j) > max
max = A (%))
O = i
Preat = J
endif
endfor
endfor
0 tcns = Oia + 1 AD
Prectcet = Pain T 7P T %P—
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step4: (*spreadin A (0, k) %)

j=0

first: if A(0,/) =0

else
2=]j
endif
J = Peiw — |
fast: if A (0. /) =0
i=i-1
go to last
clse
B=i

endif

n:”"‘=j3—/2+l'

i71
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step 5: (* computing the extremeties, the length and the normal parameters

independentof §___ ., %)

loop
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0., <45
xic = P2 Ss':::e '—_p,é 'S)mﬂi
yle = pﬂo::(’o:‘—p;:;ose'
x2c = P&t :::36 r-—P,(; jmel
y2c = 22 25:’(30"_935050,

else
vl = Pa ss‘:::b "‘_Pg;in()!
ylc = Pa °:;n‘“(.0 '—_p,(;')coso,
x2¢c = Po 2::32) ”_P,(; j)inﬂq
y2c = 2o, — oy cosh,

sin(6, — 0

endif
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l = J(xlec — x20 + (ylc — y20P

‘computed
— tan-lr Y2¢ —yley oo
e“""““ tan (x2c - xlc) %

p _ x2c x yle — xlc xy2c
== Jxle - 20 + (yle — y20°
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step 6:  (* modification to overcome the problem of noise *)

0, > 45
Play = Vi SinG,
Plos = (N — Doosh + y,_ sinf,
Pras = Vi SING,
Praa = (N — D) cosB, + y_, sinf,
else

Pt = iy €058,

Pl = X, €058, + (N — 1) sin@,

Proy = X, C0S0,

Pres = Xug €080, + (N — 1) sind,

q

N = int( pZ;,,) ~ correc
q

n, = int(p“""

Ap ) — corre-c



End ;

s : 2:1" — correc
m, = int (5=

i ? P;-u — correc
‘l,.=mt( Ap )

g0 to loop in step 5 with
Loy = M3

Uy, = Mg
l r

ar = Mg

r
Uy = Ny

176
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APPENDIX B

C S EEETEEEFTEREEITEEETELETTEIALTILLITITTEITLTFFTLREITAFTRREEES

C THIS IS THE FORTRAX CODE FOR THE ALGORITHM DEVELOPED TO

C DETFRMIXE THE COMPLETE LINE SEGMEXNT OESCRIPTION OF THE

C LINE IN THE IMAGE SPACE USING THE HULGH TRAXSFORM.

C xxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxx Foeo 44

C .

C 1MAGE - IMAGE SPACE OF SIZE X * Y COANTAIRING A DIGITIZED LINE
C X - DIMEXSIOX OF THE IMAGE SPACE IN THE X-DIRECTION

C Y - DIMEXSIOK OF THE IMAGE SPACE IX THE Y-DIRECTION

e

C RHO - ACTUAL LENGTH OF THE NORMAL FROM ORIGIN TO THE LINE
C IN THE IMAGE SPACE

C THETA - ACTUGAL INCLINATION OF THE NORMAL FROM ORIGIN TO

Iy LIS IN THE IMAGE SPACE, WITH RESPECT 10 PUSITIVE

v X-ANiS

€ ST &

C XEXND THY LIMITS O% THY \-iX!S BETWEEN WHICE THE DIGITIZED
C LINE IS GEXFRATEDR

C ROMIN + MINIMUM VALUE OF RHO

C ROMAX o MANIMIM VALUE OF RHO

C THMIN © MINIMUM VALEE OF THETA

C THMAX c  MAXIMLM VALUE OF TRHETA

¢

(o (IR} = ACCUMULATOK ARRAY

N EAROI - THF MANIMUM SIZE OF THE ACCUMEIATOR ARRAY 1N THE

C RHO-DIRECTION

¢ HARO - THE SIZFE OF THF ACCUMULATOR ARRIY IXM THE

« RHO-DIRECTION, USED IN COMPUTATION

[ HATH - THE SlzEF OF THE ACCUMULATOR ARRAY IX THE.

C TRETA-IRECTION

¢ BEERD - THE RESOLUTION DELTA RHO OF THE ATCUMULATOR ARRAY

v BELTH - THE RESOLUTTON DELTA THETA OF THE ACCUMULATOR ARRAY
¢

[ &k S8 - LOOK-UP TARLES FOR COSINE AND SINE FUNCTIONS OF

(5 ANGLFS BETWEEN THMIN AND THMAX

-

N :*xx*‘xx*x*xx*x*ttzxxx*xx:*xt*ttxtxxxx*x***xt******x**x4*xxtt

-

CSSTATEMENTS=0
CSTIM==1009

£ !*$*i***********************#***#**i**t****t**xi*t**lk******i

PNTEGER*2  IMAGE(0:127.0:127)

UNTEGER N, Y, THMIN, THMAX, HATH, HiRe, HiROL
PATECER YIT OASNDL YST. YERD

(NTRGELFY HAGT: 127,6:20000
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meMOanMaeannn

o™

~

N Ra ke

M

™ OO

PO P . T I N
e T T " T

v

RFAL C{0:127), S(0:127), X1(0:127), Y1(0:127)
REAL FBR2(-10:10)

REAL LEXA, LENCA2

COMMON XY

P R S s P s e s e s rre Tttt e s s s+t st s s s st tses s sttt srrssttorteisee sy

P ST 3333233322222 2222222222222 222222222 22222222 222222222222 24

DEFINE THE METHOD OF EXTRAPOLATION TO BE USED iN COMPUTING
EXDPOIXTS USING THE COARSELY PREDICTED LINE SEGMENT

EXTRAP = 0 ———- DIKECT EXTRAPOLATION
EXTRAP = 1 —---- EXTRAPOLATION USING AVERAGING
INCLEQ = 8 ——- EXCLUDE THE CELLS CONTAINING ZEROES
INCLEQ = 1 - INCLGDE THE CELLS CONTAINING ZEROES
EXTRAP = 1
INTLEG = O

P T TPt ss2 e s 2222222222222 222222222 22 2 2 22 2 2 2 d

RHO = 9G

X = 128

Y = 128
IST = 69
XEXD = 85
VST = 20
YEXD = 100

P T T Tt T s o s 222222222222 2223222 222222222 223 2 2 2 2 2

DEFESE THE NUMBER OF COLUMNS ON EITHER SIDE OF THE PEXR TO
TO BE USED WHILE TOMPUTING THE AVERAGED LENGTH

41 = 3

P T T ST T e s et 2 L2222 2222222222 222 222222 222 2SS 22 S22 2 2l

THUIN = ©

ROMIN = 0.0

ROMAX = {X-1)¥{SQRT (2.0}}
THUYAX = 90

HATH = 121

HAROT = 2001

DELTH = FLOAT{THMAY - THMIN}/FLOAT{HATH - i}
WRITE ¢1i,%) "IMAGE SIZE = 7 , X .7 * Y
VRITE (11,%} "ACTEAL R = ', RHO

WRiTE (11,%} "HA THETA SIZE = * , HATH
BRITE €11,%) "HA REG S1ZE = ', HARG
WITE {31,%) "DELTA THETA = ' , DFLTH

wegib (B4 CDELTA RHO
WHOTE(NY, #)

wRITECLELA)Y (R2, B2 = -10,10
FORMAT(& S, 21 (128,3N1)
WBITRIVE %y °

. DELRO

.-

TTECET, G
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C6 FORMAT(1X, THETA’,2X, *BAR1’,2X, *BAR2’,6X, *X1C’,6X, *YIC’ »

C

C

-
~ o~

* 6X,'Y¥2C’,6X,’Y2C’,5X, LENC’)
DO 10 M5 = 45,45
THETA = M5
WRITE (6,%) * THETA = *, THETA

t*xzxx;xxxxx;;xxx;x**;;;xxx;;xt;;;x¥¥x4‘;;;44;;¢;4;¥¥;;¥*;;¥*
W2ITE {iC,*) "IMAGE SIZE =" , X , ’ * . Y
WRITE {i0,¥) ’ACTUCAL THETA * . THETA
ARITE {:0,%} "ACTGAL RHG » RHO
WRITE {10,*%j "HA THETA SI17E ’ , HATH

“RITE (190,%¥) "HA BHO SIZE = ' , HARO
RITE {10,*} °DFLTA THETA = ' , DELTH
WRITE (i0,*} *DELTA RHO = " , DELRO

FE3FF PR ISR FIFIFIFTIIEITT IR I ISR LIRS EX L LSRR EX

CALL INIT (IMAGE, X, Y)
R S 2 e e T S S e Y eI TS 2 T st

CALL LINE (RHO, THETA, X, Y, X1, YI, XST, XEND, YST, YEND,IMAGE}

*ti**x#*****ttttt*xxt:*#t*t**t***t**tttt*t*t****t#***t*******
CALL RESULT (IMAGE, X, Y, THETA)
*ttt*:xx#*t*t**tttttttxxt33::*&x*xtx*:*t*t*txttttxtxtt:t**:t*
CALL ACTUAL (IMAGE, X, Y, THETA, Y1, YIi, X21, Y24i)
***21***f**#**t*t*tt*t**t****t#***S***t**t**#*ttt**tt:*tt:tt*
¢ 8 121 = GOCG, 1200, 200
G g IZ: = 158, 150
**3*it***ti**t#*z*****t*tt*x********#***2***2***2*‘******t*tt
HARO = 12i
BELRG = (ROMAX - ROMIX}/FLOAT(HARG - 1}
t*t***ttt*8**8*33**882**1**t*****tt****t********#*****t***t**
CALL INITI {HA, ROMIN, ROMAX, Ti#MIN, TilMAX, HAROI,
* HARO, HATH)
*t*tt?i!ttx7#***#1t**?***?**#*!?*3*****3***3***#*33*!*#xt****
CALL Ci {THMIX, TUMAX, HATH. DELTH, C, S}
*#tkk**kt*!?****?*t****f***************X*t*¥t***t**t*¥t**$***
CALL HOUGH {IMAGE, ROMIN,RCMAY, THMIX, THMAX, HAROI,
* ARG, HATH, X, Y, C, S, DELTH, DELRO, HA)
t*t#?3**Ttttf#*****t*ttt#tt**#**t**t*#****************t******
CALL MANIJS (HA, TIBIXX, TEHMAX, ROMIN, ROMAX, HATH, HARO1,
* ARG, GELTH, DELRO, THP, ROP, MTH, MRO)
¥***#*itt*X!xt?****it***#t****tt***t****3**************#*****
CALL RESULTT (HA, THMIN, THMAX. ROMIN, ROMAX, HATH, HAROI
* R0, BELTH, DELRO, THP, ROP, VTH, MRO)
t*t*Zx#*t*t:#*#t***tti*t*t**t***#*************i!**********t**
CALL SPREAD (HA, THMIN, THMAN, ROMIN, ROMAY, HATH, HAROL,
* ARG, Til, ROI, DELTH, DELRG, MTH, MRO, NCOUNT)
**?1$AS$T1*1*$*2!*t*x*:?**#**1t******xt******************x***

L MERAGE HAL THMIN, THMAX, ROMIN, ROMAX, HATH, HAROI,

¥R, DHLYH, DELRO, THD, ROP, ST, MTH, MRO, AVL)
FEERE F I AR PR R R R R RS E XN R R RR R KRR LR LR LA
CARL TRICKR (HA. THMEN, THMAX, ROMIN, ROMAX, HATH, HAROT,

EEN R TTRLORIRO, THD. RAD . OMTHL uDA AV NCARNT 7y

179
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* WIDTH)
C B Z 2 o e s o oo 2 2o o s s o T T T T T T
C CALL COORD (THETA, HA, THMIK, THMAX, ROMIN, ROMAX,
C * RATH, HARC1, HARO, DELTH, DELRO, THP, ROP, MTH, MRO,
C * X1A, Y1A, X234, Y23, EXTRAP, INCLUO, &RZ
C X‘;x;;xixx;*ii;ii;;x;ixlti;xx;;x;6;;x;;xx;;xxs;;x;;;xs;;x;xxJ.K
C xtxzxtt:‘;txt::xx*x:*ttzxzxnmzx:zmmmmzt”ttx
B0 7 122 = 10, 10
iF{TdP. LT 5.0} THEX
TBAR! = MTH + 20
IBAR2 = IBARI + 122
ELSE
IBAR] = MTH - 20
IBAR2 = IBAR1 - 122 .
cNDIF

O it E s 2y g T T T T T S T OO R P P en
CALL COORDZ (THETA, HX, THMIN, THMAX, ROMIN, ROMAX, HATH,

* HAROI, HARO, DELTH, DELRO, THP, ROP, NTH, MRO,

* XIi, YiS, X248, Y24, IBARI, IBAR2, LENA, WIDTH)

C **********t**t**x*tt*”t*”233”‘*&**”33”&3323:33*!**t***tt
7 COXTINGE
8 CONTISCE )
C SRITE (10,*} 'PREDICTED THETA ="', THP
e WRITE (10,*) *PREDICTED RHOC = * , ROP
o WRITE (10,*) "CELL THETA PREBICTED = * |, MTH
C WRITE (10,%) "CELL RHO PREDICTED = ' , MRO
C WRITE (10,%) ° XO: OF CELLS USED IN LENGTH COMPUTATION = ', 2351
C WRITE (10,¥) 'AVERAGE LENGTH = " , AVL
< WRITE €(11,8) THETA, {(ERR2({K2), K2 = -10,10)
c8 FORMAT {1X,F$.1,21{F1.1,2X))
< WRITE(11,%) °
C WRITE (11,%) *X13 = *, ¥14, ® Y13 = *, YlA
C FRITE (11,%) *X23 = ', X231, * Y21 = ", Y2A
C WRITE [11,%) * ACTUAL LENGTH = ', LENA
4 WRITE{11,%) °®
i WRITE(11,%) °*
c WRITE(1l,*) °*
C t**t**x**t*****************t**********t***x***tt***tt**tz**t:&
10 CONTINUE
STOP
EXD
C :*ttxx!***!**!*t*******t*!*i**t****************t**tt*t**#**tt
C THIS SUBROUTINE INTIALIZES THE ARRAY IMAGE

O i s e S e e e TP P P T PP L ey
SUBROUTINE INTT {IMAGE, X, Y)

INTEGER X, \.'
i NTEGER®2 MALE6:X +0:Y-1)
o z0 I o= '; X-1
oG l;':J=0.'ll
TMACGE(T !} = 0
1% UORTINGE

20 CONTINUE
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RETURN
END

C IR R R LT R R R IR T TR XL XL TE LS TLR LTS EL K £

C
C
C

C

¢
¢

.-

oot

THIS SUBROUTINE GEXERATES A LINE FOR A GIVER VALGE OF RHO AXD

THETA; THE GENERATED LINE IS STORED IN THE ARRAY IMAGE.
FEEFFEEEELEFEIIRTTE S ETEIRXLLTLETLTETTLTLTRILRILSLESTEISILL LS

N
(3]

3G

-
>

SUEROUTINE LINE (RHO, THETA, X, Y, X1, Y1, XST, XEXD,
YST, YEND, [MAGE)
INTEGER X, Y
INTEGER XST, XEXD, YST, YEND
INTEGER®2 IMAGE(0:X-1,0:Y-1)
RFAL X1(0:X-1), Y1(0:Y-1)
Pt = 3.142857143
RAD = (THETA)*(PI/180.0}
Do 25 I = XST, XEND
Y1{1} = {(RHO)}/SINX(RAD} - I*COS{RAD)/SIN(RAD:
2 = YH{I)
Kk = INT(Z)
'F (K.GE.0) THEX

IF(K.LE.Y-1) THEX

TMAGE(T,K) = 1

ENDIF
ENDIF
CONTINUE
B0 30 J = 0,Y-1
X1(J) = (RHO)}/COS{RAD} - J*TAN({RAD)
¥ = X1{J)
L = INT(W}
1F (L..GE.XST) THESN

IF(L.LE.XEXD} THEX

IMAGE(L,J) = 1

ENDIF
ENDIF
CONTEINUGE
RETURN
EXD

PRI TSR 222222222322 2222222222222 2222223222222 23322522222 222 31

€ THIS SUBROUTINE STORES THE CO-ORDINATES OF THE IMAGE PLANE

CORRESPONDEING TO THE POINTS OF THE DIGITIZED LINE
RS2 e 2SR e R e 2T g T T T T I

SUBRCUTINE RESULT {IMAGF, X, Y, THETA)
INVEGEE X, Y
INTEGERFS IMAGE(O:\-1,0:Y-1)
RSUM = 0
GO 40§ = 0, X-1
DO 35 J = 0, Y-1
[F (IMAGE(T,J}.EQ.1) THEN
WRITE {7,%)} [,
KSUM = KSEM + 1
ENDIF
CONT [NUE

Lpas et ety g
CRTiINtL

181
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WRITE (6,%) 'NUMBER OF POINTS ON THE IMAGE LINE = * , KS
RETURN

END
(MR 222222222222 222222222222 22222222222 22222222222222222222222 22

€ FFIETTRRLTETEIEITLXLIXLLLLTTELTTLLLLTTELLLTTIILILLITLRTLLLL SR
C TH1S SUBROUTINE READS THE ACTUAL EXNDPOIXTS OF THE LIXE
C SEGMENT IN THE IMAGE SPACE
C FERF SRR R R PR R RN R R R RS TR TR LTI RTTF TR FRLSITTRERE

SUBROUTIXE ACTUAL {IMAGE, X, Y, THETA, X14A, YA, X23, ¥2

INTEGER X, Y

INTEGER*2 [IMAGE(0:X-1,0:Y-1)

JIF (THETA.LT.45.0) THEN

DO 43 K1 = 0,X-1
Do 43 Lt = Y-1,0,-1
TF(IMAGE(K!,L1}.FQ.1) GO TO 14

13 CONTINCE
44 X2a = K1
Y28 = L1
ELSE
PO 43 L1 = 0,Y-1
DO 45 K1 = X-1,0,-1
IF(IMAGE(K],L1}.EQ. 1)} GO TO 16
45 CONTINUE
16 X1A = K1
YA = L1
EXDIF

IF (THETA.LT.43) THEX

PO 47 Kt = X-1,0,-1

Do 37 L1 = 0,Y-1
IF{IMAGE(K1,L1}.EG.1} GO TO 18

47 CONTINUE
8 Xta = K!
Yia = L1

FILSE

DO 49 L1 = Y-1.0,-1
DO 49 Kl = O,X-1
IFOIMAGE(RT,LL)}.EQ. 1} GO TO 50

19 CONTINUE
50 124 = K1
Y24 = L}

EXDIF

WRITE(6.*} 'X1a = °, X14, 7 YIA = 7( YIA
C WRITE(6,*) "X2A = "0 X24, 7 Y2a = ', Y2)
RETURN
END
C FRrRXERERR R R KRR XA E R R R R AR R R RN R FRF R R T R RERER
RT3 32232233 2223233332223 2 3332332333233 33333 2233337
€ THIS SUBROUTINE INTIALTZES THE HOUGH ATCUMULATOR ARRAY HA
C FFEFR RN FRRERR T TR R PR I R R P KRR L R RRREE R R KRR RN
SUBROUTINE INITE {ilA, ROMIN, ROMAX, THMIN, THMAN,
¥ HAROL, BARG, LATiH
PNTECER TEMIN. TIMAN, Baivos, HATH. HAROL

182
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INTEGER*2 HA(O:HATH-1, 0:HARO1-1)
DO 90 K = 0, HATH-1
DO 85 L = 0, HARO-1

HA(K,L) = 0O
85 CONTINUE
90 CONTINUE
#ETURN

EAD
R 2 s T T T T T T P T T T I LT o e
THIS SUBROUTINE COMPUTES THE COSINE AND SINE OF ALL ANGLES
BETWEEX THMIN AND THMAX
B s s T S T Tt T

SUBROUTINE CI (THMIX, THMAX, HATH, DELTH, C, S)

INTEGER THMIN, THMAX, HATH

REAL C{C:KATH-i}, S{0O:HATH-1!

P = 3.112837113

DG 85 K = 0, HATH-t

TH1 = R ¥ DELTH

[+*EeNaNe!

RTE! = THI * ((PI}/18G.0)
C{R} = COS(RTH1)
S{K) = SIN(RTH1)
95 CONTINCE
RETURN
END

SR LR S 222 22222222 £ 2222 e e et e P R P TR T Y R D S T g

C THIS SUBROUTIXNE ACCUMULATES THE HOUGH ACCUMULATOR ARRAY.
C 3***************t**************************t**!*******t*33*8*
SUBROUTINE HOUGH ({IMAGE, ROMIN,ROMAX, THMIN, THMAX, HARO1
* HARO, HATH, X, Y, C, S, DELTH, DELRO, Hi}
INTEGER X, Y, THMIN, THMAX, HARO, HATH, HARO1
INTEGER*Z HA{O:HATH-1, 0:HARO1-1)
INTEGER*2  IMAGE(0:X-1,0:Y-1)
REAL ©(0:HATH-1}, S{0:HATH-1)
i 110 K = 0, X-!
70 105 L =0, Y-1
'F (IMAGE(K,L).EQ.1} THEX
no 100 I = 0, HATH-1
RHOC =(R % (CCI)}) + (L * (S{i)))
IF {(RHOC).LE.(ROMAX)) THEN
ROD = (RHOC - ROMIN)/(DELRO}
J = INT {ABS(ROD}}
BACI,JY = HACL,J) + 1

EXDIF
100 COXTINUE
ENDIF
105 CONTINGE
110 ConTINUE
LETLRN

=50
R R g e g T P P T R T T
S R T T T PP PSS S Sa et o T s
€ THIS SUPROETINFE PRFDICTS THE RUN AND THETA OF THE 1TINE DY FINDiv,

183

ua
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C THE CELL IN THE ACCUMULATOR ARRAY HAVING THE MAXIMUM NUMBER OF
C VOTES
C ****t**t**tt***t*****t***********t********t***#xtt*ttttxtt*t*
SUBROUTINE MAXIJ (HA, THMIX, THMAX, ROMIN, ROMAY, HATH,
* HARO1, HARO, DELTH, DELRO, THP, ROP, MTH, MRO)
IRTEGER THMIX, THMAX, HARO, HATH, HARO1
INTEGER*2 HA{0:HATH-1,0:HARO1-1}
AMAX = -1.0E+20
DO 120 I = 0, HATH-1
DC 15 J = O, HARO-1
IF (HA(1,J).GT.AMAX) THEN
AMAX = HA(I,Jd)
THCELL I
ROCELL = J
ENPIF
CONTINUE
CONTINUE
¥TR = THCELL
MRC = ROCELL
THP = THMIX + MTH * DELTH
ROP = ROMIN + MRO % DELRO + DELRO/2.9
RETURN
EXD
C ¥¥‘¥¥‘¥¥¥¥¥¥¥;‘;*“;*x;‘*“‘*‘**‘“‘*;!*;l‘l‘% FEFEIFIXTEXFXTEEFXX
C THIS SUBROUTINE STORES THE ACCUMULATOR ARRAY
(M S22 £ 2R S T2 22 s T Ty T S e Y
SUBROUTINE RESULTI {HA, THMIN. THMAX., ROMIN, ROMAY, HATH
* HAROI, HARO, DELTH, DELRC, THP, ROU, MTH, MRO)
INTEGER THMIN, THMAN, HARO, BATH, Hiko)
INTEGER*2Z HA{O:HATH-1, 0:HARD1-1)
O 123 & = Wy + 50, MRO - 50, -1
WRITE {10,13G) J, (HA{],J),I= MTH - 10, MTH + 10}
12z CONTINEE
ARITE (10,133) (I, (= MTH - 10, WIH + 10}

wn

-
[
oW

130 FORMAT (1X, 74, IX, 2113)
125 FORMAT (6X, 2113}

RETURN

END

(o ****t*t*****t**t**t***********#******************************

C THIS SUBROUTINE DETERMINES THE SPREAD CORRESPONDING TO THE PEAR
€ IX THE ACCUMULATOR ARRAY. ’
I S T T I TRt S S Lt T LT
SUBRCUTINE SPREAD fHA, THMIN, THMAY., ROMIN, ROMAX, HATH,HARO!,
* HARG, THP, ROD, DFEITH, DELRO, MTH, MRC, NCOUNT)
INTEGER THMIX, THMAYX, HARG, HATH, HARO!
INTEGER*2 HALD:HATH-1,0: HAROL-1}
J=10
ed R PHYMTHL DY) UFQ.0Y THEN
4= Jdal
GO TO 160
FLSE

2 =
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170

ENDIF
J = HARO-1
IF (HA(MTH,J).EQ.0) THEN
J=J-1
GO TO 170
ELSE
J3 =3
ENDIF
WRITE (6,%} "J2 = * | 32, °* 33 =", 33
NCOUNT = J3-J2+1
WRITE (6,*) *SPREAD IN HA AT PREDICTED THETA = ° » NCOUNT
WRITE (10,*) "SPREAD IN HA AT PREDICTED THETA = ° » RCOUXNT
RETURN
EXD

C l-vxz;l;u;;;s&xﬁ;;x;x;;;x;;tttt;;;xzz ;"““;“6;‘;;“‘*‘*‘

C THIS SUERCUTINE CALCULATES THE AVERAGE LENGTH OF THE LINE FROM
€ THE SPREAD IX THE ACCUMULATOR ARRAY

(MR L 22 22 g s 2 Y P T Tt T 2 s . EETEETEE LRSS %

e
-1
-

SUBROUTINE AVERAGE (HA, THMIN, THMAY, ROMIN, ROMAY, HATH,

* HARO1, HARC, DELTH, DELRD, THP, ROP, J1, MTH, MRO, AVL)

IXTEGER THMIN, THMAX, HARO, HATH, HARO1
{XTEGER*2 }iA(0:9ATH-1,0:HAR01-1}
AVl = .0
P: = 2.142837:142
BG 200 1 = -J1, J1
EF (T_NE.O} THEN
RADT = [{PT1}/180.0) * ({DELTH}/2 + {ABS{I} % (DELTH:}}
SiX1 = SIX{RAD?)
E = MTH + |
J =20
TF (HA(K,J).EQ.0) THEN
J = J+i
IF (J.LE.HARO-1)} THEX
GO TO 172
ENXDIF
ELSE
J2 = J
EXDIF
J = HARO-1
IF (BA(K,J}.EQ.0) THEN
J = J-1
IF {(J.XE.Q} THEN
GGTC 176
ENBIF
ELSE
3 =1
EXDIF
1COUNT = J3-J2+1
AVET = AVLY # (({{ICOUNT -1 * DELROY/SINTY
FADIF
CONTINUE

AVL = AVLI/2 x gy
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RETURN
END

C Rt SR E R R R R LR SRS A LR LSRR LT TR R LTS TR LT LTSS LSS
C 33T EERTRETLEREIRSETE LSRR T ERAIREEL ST ITESETELLTTLLESLESLEE S

C

C
C
C

THIS SUBROUTINE DETERMINES THE COCORDIXATES OF THE LINE FROM THE

SPREAD IN THE ACCUMCLATOR ARRAY AND THE COARSELY PREDICTED
LIXE SEGMEXT

*
4

EE S 22 22 S R s 2t s e et T T S I P T T TS T Tt ]

UBROUTINE COORD (THETA, HA, THMIN, THMAX, ROMIN, ROMAX,
ilATH, HAROl, HARO, DELTH, DELRO, THP, ROP, MTH, MRO,
314, YIA, X24, Y24, EXTRAP, INCLLO, ERR2)
TATEGER THMIN, THMAX, HARO, HATH, HARO1
INTEGER*2 HA(C:HATH-1,0:HARO1-1)
REAL LENA, LENC, LEXE
REAL ERR2(-10:10)
no 201 K3 = 10,10
FRR2(K3) = 0.0
CONTIXUE
Fi = 3.142857143
LINA = SQRT((X1A - X2A)%*2 + (Y1A - Y24)%%2)
WRITE (10,%) °

WRITE (10,¥*) °X1 = ’,X1A4,” Y1 = ’,Y14,’ X2 = °,X23,°Y2=",Y2a

WRITE (10,%) °
WRITE (10,%) ’ACTUAL LENGTH = *, LENA
IF (EXTRAP.EQ.0) THEN
WRITE (10,%) °’
WRITE {10,*) ’ DIRECT EXTRAPOLATION USED’
ELSE1F (INCLUO.FG.0} THEX
WRITE (10,%) '
WRITE (10,%) * EXTRAPOLATION USING AVERAGING WITH ZEROES
EXCLUDED’
ELSE
WRITE (10,*) °
WRITE (10,%) ' EXTRAPOLATION USING AVERAGING WITH ZEROES
INCLUDED’
EXDIF
WRITE (10,%) '
%RITE (10,202)
FORMAT(’IBAR'.SX.'XIC',TX.‘YIC’,7K,’X2C’.7X,’YZC'.GX,'LENC‘,
7X,'X1E’,7X, YIE’, 7\, "X2E*,7X, *Y2E',6X, "LENE")
I3 -10
16 = -6
0 300 N1 = -10, 10
IF (N1.NE.O) THEN
X1 =0
TF (HAC{MTH+N1),JX1).EQ.0) THEN
JX = JXI + |
IF (JXI.LE.HARO-1} THEN
GO TO 210
ENDIF
FILSE

POAMNT - TV
BN (SR

[ ]
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C XTXXXTTEXEERSRRLE

C

(o *&3**#8****#***t%*t**ttt*tﬁ*t**t#*#*********8**8**8**