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Chapter 1

Introduction

1.1 Background

The driving force behind the spectacular advancement of the integrated circuit technology in the past thirty years has been the exponential scaling of the feature size, i.e., the minimum dimension of a transistor [4]. It is expected that such exponential scaling will continue for at least another 5-7 years as projected in the 1997 National Technology Roadmap for Semiconductors [1] as shown in Table 1.1. This will lead to a half a billion transistors integrated on a single chip with an operating frequency of 2-3 Ghz in the 0.07 μm technology by year 2009. However the challenges to sustain such an exponential growth to achieve gigascale integration have shifted in a large degree, from the process and manufacturing technologies to the design technology. A great deal of design innovation, in terms of both significant extension of
the existing design capability and the development of new design paradigms and methodology, is needed to achieve the projected targets in [1]. This thesis discusses the challenges and proposes some solutions for future IC designs, especially in the area of multiobjective circuit partitioning.

### 1.2 Motivation and Contribution

Due to substantial advances in VLSI process technology, designers are facing rapid increase in system complexity. One natural approach to designing highly complex systems is to apply the divide-and-conquer methodology to decompose a large system into a set of smaller subsystems recursively and carry out the design hierarchically. Nowadays, it is common to decompose a complex IC into a number of functional blocks, each of them designed by one or a team of engineers with manageable complexity, and then go through a “full-chip assembly” - phase to interconnect these blocks together.

Circuit partitioning divides a given circuit into a collection of smaller subcircuits to achieve certain objectives while satisfying some constraints. In order to keep up
with the rapid increase of system complexity due to substantial advances of VLSI process technology, partitioning is performed at various level of design hierarchy until subproblems become more manageable. During the last decade, the main VLSI circuit design objectives were the minimization of interconnect wire length and the improvement of timing performance. A lot of work targeting either one or both of the above objectives is reported in the literature [2, 5].

1.2.1 Optimizing Power Motivation

In recent years, the focus of portable devices has shifted from low throughput devices (e.g., watches, calculators) to high performance devices like notebook computers, cellular phones, etc. Minimizing power is the primary concern for these battery-powered products as for such products longer battery life translates to extended use and better marketability. Exploring the tradeoffs between power, performance, and other objectives during synthesis and physical design is thus demanding more attention.

Some power optimization techniques that have been proposed in the literature are reviewed in Chapter 2. The optimization for power consumption can be performed at various levels of VLSI design including behavioral level, architectural level, logic level, and physical level. The optimization at each level can be performed subject to degree of actual realization of the circuit. For example, it is not possible to optimize power consumption due to the interconnect capacitance at logic level, because a wire
length estimation cannot be accurately done at this stage. This fact enhances the need to perform the interconnect capacitance optimization at physical level. Another compelling reason for achieving power consumption is the increasing density of VLSI circuits. With the rapid advancement in technology, VLSI circuits are decreasing in size resulting in higher transistor density on a chip. The present technology allows integration of tens of millions of transistors on a single chip and the still advancing technology is allowing further high integration. The excessive power consumption of the circuit results in heating and thus becoming a hindrance towards high integration and hence the feasible packaging of circuits [6, 7]. Also the circuits are operating at much higher clock frequency than before. Therefore, the power dissipation which is a function of clock frequency, is getting significantly prominent. This phenomenon presents an obstacle in further increase of clock frequency. Due to these reasons, there is an emerging need for minimizing the power requirement of VLSI circuits.

1.2.2 Motivation for Optimizing Delay

In current submicron designs, wire delays tend to dominate over gate delays [8], the differences between on-chip and off-chip signal delays and the increasing limited-pin nature of large chips make it desirable to minimize the number of signals traveling off a given chip. Larger die sizes imply that long on-chip global routes between function blocks will more noticeably affect system performance. Other considerations (e.g., design for testability, low power design, etc.,) also require partitioning algorithms
to identify interconnect structure, albeit at more of a functional or communication-based level.

The conventional objective of partitioning is to minimize the interconnect among the partitioned circuits. On the other hand, under the new design paradigms, partitioning is seen as the crucial step that defines local and global interconnects [9]. To meet the performance requirement of today’s complex design, performance driven partitioning must consider the amount of interconnect induced by partitioning (measured by its cutset) as well as its impact on performance (measured by its delay). Many proposed cutset partitioning techniques do not consider delay, while many proposed delay driven partitioning techniques do not consider power. Furthermore, many proposed power driven partitioning techniques do not consider delay. As a result, there is a strong need for a performance driven partitioning technique that considers cutset, delay, and power and provide a choice to emphasize on one objective more than the other relatively.

1.2.3 Objective of Thesis

The main goal of this thesis is to design a class of iterative algorithms for VLSI multiobjective partitioning such that circuit delay, power dissipation and interconnect (cutset) are minimized under the balance constraint. The main search algorithms used are Genetic Algorithms (GA), Tabu Search (TS), and Simulated Evolution (SimE). These algorithms are used to find a solution that minimizes all these costs
while satisfying balance constraint. Iterative algorithms are used due to their capability to find optimal or near optimal solutions, and their ability to escape local optima.

Due to the multiobjective nature of the problem, a single aggregating function that represents the properties of all the cost functions is needed. Some techniques to design such an aggregating function are given in [10]. Among these techniques, weighted sum scheme is the most widely used. However, balancing different objectives by weight functions is difficult, or at best controversial. Fuzzy logic is a convenient vehicle for solving this problem. It allows mapping values of different criteria into linguistic values, which characterize the level of satisfaction of the designer with the numerical value of the objectives. All these numerical values operate over values from the interval [0,1] defined by membership functions for each objective.

In this thesis we also propose a new power driven algorithm PowerFM, which is an extension to the well known Fidducia Mattheyes (FM) heuristic for circuit partitioning.

1.3 VLSI Netlist Partitioning

In this section, VLSI netlist partitioning problem is briefly described. VLSI design is a complex process and is therefore broken down into a number of intermediate
steps [2]. The design cycle starts from an abstract idea, and then each intermediate step continues evolving the design and the process ends with the fabrication of a new chip as illustrated in Fig 1.1.

![Diagram of VLSI design process]

**Figure 1.1:** Various steps in VLSI design process.

*Partitioning* is a phase in physical design responsible for the arrangement of cells into a set of partitions while optimizing the costs of certain objectives such as the external wiring of each set (cutset) or power consumption. Generally it is a $k$-way partitioning problem, we refer to $k = 2$ as a bipartitioning in our case. The circuit may be represented as a graph or hypergraph (defined in Chapter 3), whose vertices represent circuit elements, and edges represent the interconnects [2].

Moreover partitioning is considered to be an NP-complete problem [11], which means it is unlikely that a polynomial-time algorithm exists for solving it. Therefore one must use heuristic techniques for generating near optimal solutions. One such heuristic is the widely used Kernighan-Lin (KL) algorithm [12]. Another algorithm that is a variation of the Kernighan-lin heuristic is the Fiduccia-Mattheyeses (FM) approach [13]. Details of FM are discussed in the following section.
1.4 FM Partitioning Heuristic

The FM heuristic is a modification of the Kernighan-Lin group migration method for circuit partitioning. The original Kernighan-Lin heuristic is an improvement procedure, where the current partition is improved by swapping pairs of nodes belonging to the two subsets of the current partition. Selection of the best pair to swap requires searching the space of $O(n^2)$ items (where $n$ is the number of nodes); this search might need to be performed in $O(n)$ times.

Instead, Fiduccia and Mattheyses suggested the following modifications:

1. Only one node to be moved at a time.
2. The FM aims at reducing the cost of nets cut by the partition.
3. The modification can cause imbalance arising from all cells wanting to migrate to a single partition. Therefore FM heuristic is designed to handle imbalance, and it produces partitions balanced with respect to size.
4. The algorithm maintains a sorted list of candidate interior nodes (Bucket arrays) for moving to the other subcircuit, and updates it after each move.

The Bucket arrays mentioned is an elegant data structure developed by Fiduccia and Mattheyses to maintain the sorted candidate node lists and to identify the best candidate node in constant time. A Bucket array, shown in Fig 1.2, basically is a hash table of linked lists, where the index is the gain of the cell (or vertex). A cell is pushed into the linked list according to its gain; all cells in one list have
the same gain. Two Bucket arrays, one for each partition, are maintained. Each array is maintained by moving a vertex to the appropriate bucket whenever its gain changes due to movement of one of its neighbors. This move can be done in constant time. To ensure that the algorithm terminates, each node is assigned to one of two sets: those not yet moved belong to the \textit{freeset}, and the others are assigned to the \textit{lockedset}. Only the nodes in the free set can be moved from one subset to another, and a moved node becomes locked. Initially, all nodes belong to the free set; therefore, each node can be moved exactly once. In one single pass, all nodes in the free set are moved once between the partition's subsets. A single pass of the FM heuristic has a linear time complexity with respect to the number of pins in a circuit.
The best candidate node is defined according to the highest cut-gain associated with moving a node from one subcircuit to another. The cut-gain is measured using the net-cut model [13]. A net is called a cut net if it belongs to the current cutset; otherwise, the net is referred to as a nocut net. A net is called critical if it is a cut net that, as a result of moving a single node, can become a nocut net, or vice versa.

The basic concept of min-cut gain calculation provided with the net-cut model can be explained as follows. Let node $i_0$ be connected to $n$ cut and critical nets and to $m$ nocut critical nets. The gain associated with the reassignment of a node $i_0$ is defined as the difference:

$$G_{i_0} \triangleq n - m \quad (1.1)$$

The gain can be either positive if moving the node to the other subnet of the current partition would reduce the cut value, negative if the cut value would increase, or zero if the cut value would not change after the node move. Fig. 1.3 shows a sample calculation of gains associated with nodes, for example node $A$ movement gain is +2 since 2 edges will be removed from the cutset.

In the FM algorithm, all nodes in the free set are arranged into a bucket array data structure, in which each bucket contains nodes with the same gain. All buckets are sorted according to the decreasing values of gains. For each move, the node with the highest gain is considered as the primary candidate. The candidate node must
satisfy the balance criterion, used to control the size of subcircuits, e.g., a balance criterion may require that moves causing the size of the subset with the candidate node to fall below a certain minimum must be rejected. If the candidate node does not meet the balance criterion, the node with the highest gain is selected from the free nodes subset and moved. The moved node is locked and eliminated from the bucket array. The move is completed by modifying the gains of all nodes connected to the critical nets. The complexity of the algorithm is $O(P)$, where $P$ is the total number of pins in the hypergraph, i.e., the sum of nets each vertex belongs to. A general description of the heuristic is given in Fig. 1.4.
ALGORITHM $FM$

Begin

Step1: Compute gains of cells;

Step2: $i = 1$;
Select 'base cell' and call it $c_i$;
If no base cell Then Exit EndIf;
A base cell is the one which
(i) has maximum gain;
(ii) Satisfies balance criterion;
IF tie Then use size criterion or
Internal connections;
EndIf;

Step3: Lock cell $c_i$;
update gains of cells of those affected critical nets;

Step4: IF free.cells $\neq \phi$
Then $i = i + 1$;
select next base cell $c_i$;
IF $c_i \neq \phi$ then Goto step 3;

Step5: Select best sequence of moves $c_1,c_2,\ldots,c_k$ ($1 \leq k \leq i$)
such that $G = \sum_{j=1}^{k} g_i$ is maximum; ($g_i$ is the gain for cell $c_i$)
IF tie Then choose subset that achieve a superior balance;
IF $G \leq 0$ Then Exit;

Step6: Make all $k$ moves permanent;
Free all cells;
Goto Step 1

End.

Figure 1.4: Fiduccia-Mattheyeses bipartitioning algorithm [2].
1.5 Organization of Thesis

The rest of this thesis is organized as follows. Chapter 2 presents a survey of techniques reported in literature for VLSI partitioning. Also, a brief review of performance driven partitioning techniques is given.

In Chapter 3, the multiobjective partitioning problem is formulated. The cost functions for objectives, i.e., cutset, timing performance, power consumption as well as for balance constraint are designed. An overview of fuzzy logic is also presented. Finally, the overall cost function used in multiobjective optimization is designed using fuzzy operators. An overview of iterative algorithms used in this thesis is also presented.

Chapter 4 discusses the implementation details of the proposed GA, TS and SimE for multiobjective VLSI partitioning. The settings of various GA and TS parameters are discussed as well as the selection and allocation schemes in SimE. Moreover, the PowerFM is also discussed in detail. Finally, experimental results for application of the proposed techniques to ISCAS-85/89 benchmarks are discussed and compared in Chapter 5.
Chapter 2

Literature Review

2.1 Introduction

The essence of netlist partitioning is to divide a system into clusters such that the number of inter-cluster connections is minimized. The partitioning task is ubiquitous to many subfields of VLSI CAD. Most top-down hierarchical (i.e., divide and conquer) approach in system design must rely on some underlying partitioning technique. There are several reasons why partitioning has recently emerged as a critical step in many phases of VLSI system synthesis, and why the past several years have seen so much research activities on this subject [6, 14].

Partitioning heuristics are used to address the increasing complexity of VLSI design, systems with several million transistors are now common, presenting instance complexities that are unmanageable for existing logic level and physical level
design tools. Partitioning divides a system into smaller, more manageable components; the number of signals which pass between the components corresponds to the interactions between the design sub-problems. In a top-down hierarchical design methodology, decisions made early in the system synthesis process (e.g., at the system and chip levels) will constrain succeeding decisions. Thus, the feasibility - not to mention the quality - of automatic placement, global routing, and detailed routing will somewhat depend on the quality of the partitioning solution.

A bottom-up clustering approach may also be applied to reduce design complexity, typically in cell-level or gate-level layout. The current emphasis on a quick turn-around design cycle reinforces the need for reliable and effective algorithms. Partitioning heuristics also have a great impact on system performance as designs become dominated by interconnects.

Finally, partitioning heuristics affect the layout area; wires between clusters at higher levels of the hierarchy will tend to be longer than wires between clusters at lower levels, and total wirelength is directly proportional to layout area due to minimum wire spacing design rules. The traditional minimum-cut objective is natural for this application, if the layout area is divided into a dense uniform grid. Total wirelength can be expressed in "grid" units or equivalently as the sum over all gridlines of the number of wires crossing each gridline. This view can also improve auto-routability since it suggests reducing the wire congestion in any given layout region. All of these considerations motivate the development of netlist par-
titioning algorithms that identify interconnection and communication structure in a given system design. In the following section, we discuss different approaches to partitioning which considered only cutset as an objective. In Section 2.3 we discuss approaches which explore performance (delay and power).

2.2 Approaches to Partitioning

As the partitioning problem is NP-complete [15, 11], an exact (globally optimal) solution cannot be found in a feasible amount of time. Therefore, heuristics must be used to reach a good solution within reasonable time limits. Major research directions in netlist partitioning can be categorized into four types of approaches:

- Move-based Approaches [16, 17, 18, 19].
- Geometric Representation Approaches [20, 21, 22].
- Combinatorial Approaches [23].
- Cluster-based Approaches [24].

2.2.1 Move-based Approaches

This category explores the solution space by moving from one solution to another. Greedy and iterative exchange [12] approaches are most common. These always try to make the best move, but can easily be trapped in local minima. To avoid this behavior, many other strategies have been proposed including Stochastic Hill-Climbing (Simulated Annealing), Evolutionary Algorithms, and the Multi-start
strategy [25]. A partitioning approach is move-based if it iteratively constructs a new candidate solution based on two considerations:

- A neighborhood structure is defined over the set of feasible solutions.
- the previous history of optimization is maintained.

The first consideration requires the notion of a local perturbation of the current solution; this is the heart of the move-based paradigm. The type of perturbation used determines the topology over the solution space, known as the neighborhood structure. For the objective function to be smooth over the neighborhood structure, the perturbation (also known as a neighborhood operator) should be small and local. Typical neighborhood operators for partitioning include swapping a pair of modules or shifting a single module across a cluster boundary. For example, two partitioning solutions are neighbors under the pair-swap neighborhood structure if one solution can be derived from the other by swapping two modules between clusters. In general, the solution space is explored by repeatedly moving from the current solution to a neighboring solution. With respect to previous history, some approaches are memoryless, e.g., a simple greedy method might rely only on the current solution to generate the next solution. On the other hand, methods such as Kernighan-Lin [12] or Fiduccia-Mattheyses [13] implicitly remember the entire history of the pass. Hybrid genetic-local search or Tabu Search approaches must also remember the lists of previously seen solutions. Move-based approaches dominate in both the literature
and industry practices for several reasons. First, they are generally very intuitive, the logical way of improving a given solution is to repeatedly make it better via small changes, such as moving individual modules. Second, iterative algorithms are simple to describe and implement. For this reason, the bipartitioning method of Fiduccia-Mattheyses [13] and the Multi-way partitioning method of Sanchis [26] are standards against which nearly all other heuristics are measured. Third, the move-based approach encompasses more sophisticated strategies for exploring the solution space e.g., Simulated Annealing, Tabu Search, and Genetic Algorithms which yield performance improvements over greedy iterative methods while retaining the intuitiveness associated with local search. Finally, the move-based approach is independent of the nature of the objective function that is used to measure the solution quality. While other approaches might require the objective to be of a particular form, or a relatively simple function of solution parameters, the move-based approach can flexibly incorporate arbitrary constraints (e.g., on critical path delays or I/O utilization). Thus, the move-based approach has been applied successfully to virtually every known partitioning formulation.

The main algorithms, included in this approach are:

- Fiduccia-Mattheyses Algorithm [13].
- Kernighan-Lin Algorithm [24].
- Sanchis' Multi-Way Partitioning Algorithm [26].
- Simulated Annealing Algorithm [27].
• Tabu Search [28].
• Genetic Algorithms [29].

2.2.2 Geometric Representations Approaches

A geometric representation of the circuit netlist can provide a useful basis for a partitioning heuristic. These approaches discuss finding a geometric representation of a graph or hypergraph and applying geometric algorithms to find a partitioning solution. This means that the circuit netlist is embedded in some type of geometry, e.g., a 1-dimensional linear ordering or a multi-dimensional vector space; the embeddings are commonly constructed using Spectral methods [21]. Spectral methods are of primary importance in constructing geometric representations.

2.2.3 Combinatorial Formulations

An approach is classified under this category if the partitioning problem can be transformed into some other "classic" type of optimization problem (e.g., maximum flow, mathematical programming, graph labeling etc.). These approaches are promising since complex formulations that include timing, module pre-assignment, replication, and other hard constraints can often readily be expressed in terms of a mathematical program or flow networks. In addition, the constantly changing user requirements for solution quality and runtime, and the improved computing platforms, have made such approaches more practical.
It is possible, that the next frontier of optimization strategies for CAD applications will involve large-scale mathematical programming instances, including mixed integer-linear programs that require branch-and-bound search. Following are some of the methods employed under this category:

- Min-Delay Clustering by Graph Labeling, first considered by Lawler et al.[30], assumes that the module and intra-cluster delays (i.e., delays between modules in the same cluster) are negligible compared to inter-cluster delay that results from placing clusters onto different chips.

- Mathematical Programming optimizes an objective function subject to inequality constraints on the variables (an equality constraint can be captured by two inequality constraints). A linear program (LP) requires every equation to be linear in terms of each variable. An LP can be solved in an average case polynomial time using the simplex method. An integer linear program (ILP) is an LP with the additional constraint that the variables must take on integer values; solving general ILP instances is NP-Hard. A quadratic program (QP) [23] is an LP with an objective that is quadratic in the variables, and a quadratic boolean program (QBP) additionally restricts the variables to 0-1 values.

- Fuzzy partitioning or the Fuzzy k-means (FKM) [31] algorithm is a well-known optimization technique for clustering problems that arise in such fields as
geological shape analysis, medical diagnosis, etc. The problem formulation generally involves clustering data points in multi-dimensional space. A fuzzy partitioning [32] can partially assign a module to several clusters. FKM begins with an initial fuzzy partitioning $X$, then iteratively modifies $X$ to optimize the objective function.

### 2.2.4 Clustering Approaches

A clustering solution is typically used to induce a smaller and more tractable problem instance. Many clustering algorithms utilize a bottom-up approach where each module initially belongs to its own cluster. Clusters are gradually merged or grown into larger clusters until the desired decomposition is found. Bottom-up approaches are *agglomerative*, if new clusters are formed one at a time and *hierarchical*, if several new clusters may be formed simultaneously. The agglomerative approach [33] begins with *$n$-way* clustering (where each module is a cluster) and iteratively constructs the new clusters by choosing a pair of clusters, and merging them into a new cluster. The criterion for choosing the two clusters is what distinguishes among agglomerative variants, e.g., [33] merges the two clusters that minimize the diameter of the newly formed cluster. This approach is applied to hypergraphs by picking a random net (perhaps with size-dependent probability) and contracting two random incident clusters (or all incident clusters). An alternative greedy approach would be to simply merge the two clusters with high connectivity.
Figure 2.1: An 8-module example, (a) an agglomerative and (b) a hierarchical construction.

Generally, agglomerative methods will not be very efficient: finding the best pair of clusters to merge require $O(k^2)$ time, unless a list of cluster merging costs is stored and updated (which will likely require $O(n^2)$ space). An alternative strategy is to find many good clusters to merge, then perform all merges simultaneously; this is called hierarchical strategy. The difference between agglomerative and hierarchical strategies is illustrated for the 8-module example in Fig. 2.1. In (a), the diagram reveals the order in which clusters are merged; each dotted horizontal line is a level in the hierarchy, and an agglomerative algorithm will have $n-1$ levels. Fig. 2.1(b) shows a hierarchical algorithm that simultaneously merges as many cluster pairs as possible, yielding a hierarchy with $\lceil \log n \rceil$ levels.

Other intuitive approaches involve random walks, iterative peeling of clusters, vertex orderings, and simulated annealing. Another set of approaches are specific
to (acyclic) combinational Boolean networks [34, 35]. However, move-based approaches, and iterative improvement in particular, are the most common partitioning algorithms in current CAD tools. Clustering techniques are motivated by the fact that a common weakness of move-based approaches is that the solution quality is not stable, i.e., unpredictable. It is highly dependent on the starting solution and the choices taken during the optimization process. Hagen et al. [16] used a random multi-start approach to FM, where the algorithm is executed many times from random starting points and returning the best solution found. However, it may need hundreds of runs to achieve stable performance.

The hierarchical clustering algorithm groups a set of objects according to some measure of closeness. Two closest objects are clustered first and considered to be a single object for future clustering. Clustering continues by grouping two individual objects, or an object or cluster with another cluster on each iteration. The process stops when a single cluster is generated and a hierarchical cluster tree is formed. A cut-line through the tree indicates a set of segments in a partition. Clustering can be integrated into other move-based algorithms. The simplest way to incorporate a clustering solution into a bi-partitioning heuristic is via the two-phase approach, i.e., to run FM on the contracted netlist, and then use the result as the starting solution of a second run on the flattened netlist [36]. However, more sophisticated techniques may be preferable.
2.3 Performance-Driven Partitioning in Physical Level

This section reviews some recent approaches for performance driven partitioning (power, delay) in CMOS VLSI circuits. Different techniques are applicable and have been reported at different steps of the VLSI design process [6].

In standard CMOS VLSI circuits, switching activity of circuit nodes is responsible for most of the power dissipation. It is reported in [37] that this switching activity contributes up to 90% of the total power dissipation in the circuit. Therefore, most of the reported techniques focus on this aspect [38]. Quite a reasonable number of techniques aiming at low power objective are proposed for all phases in physical design including partitioning of circuit, floorplanning, placement and routing [2].

For the partitioning phase, two low-power oriented techniques based on Simulated Annealing (SA) algorithm have recently been presented in [39]. One of the algorithms uses the Shannon expansion-based scheme and the other uses the Kernel-based scheme. These algorithms partition the circuit into a number of sub-circuits and a single sub-circuit needs to be active at a particular time. In this way, the unnecessary signal transitions are prevented. Circuit partitioning is performed by using an adaptive SA algorithm. The cost function is modeled for low-power consumption under given area constraint. A partitioning solution is obtained by recursive
bi-partitioning of the circuit and the solution space is represented as a binary tree. The stopping criteria used is non-improvement in the solution for a constant number of moves. The performance of the algorithm is evaluated by its application to MCNC benchmark circuits and its comparison with the results of Synopsis design analyzer show an 8.7% power reduction over the latter without allowing any increase in the layout area.

An optimal delay partitioning algorithm targeting low power is proposed in [14] which provides a formal mechanism to implicitly enumerate the alternate partitions and selects a partition that has the same delay but less power dissipation. One disadvantage of this algorithm is that the runtime is one to two orders of magnitude higher than that of Lawler's clustering algorithm [30]. Another disadvantage of this enumeration technique is that as the size of the circuits grows, the algorithm runtime will increase sharply hence this technique is not suitable for industries seeking a faster time to design and market the chips.

A circuit partitioning algorithm under path delay constraint is proposed in [40]. The proposed algorithm consists of the clustering and iterative improvement phases. In the first phase, the problem size is reduced using a new clustering algorithm to obtain a partition in a short computation time. The first phase consist of the following steps:

1. Clustering considering timing constraints
2. Clustering considering timing and area constraints

In step 1, the path which violates the timing constraint (i.e., if the path is cut) is clustered, which means assigning all nodes in the path to the same cluster. In Step 2, clustering is performed again considering the timing and area constraints so as to obtain a better partition in reasonable computation time. This is done by clustering nodes based on a cost function in which the timing and area constraints are considered. Phase 2 is an iterative improvement phase with an extended FM method in which a term to handle the timing constraints was introduced into the gain of the original FM. Phase 2 consists of the following three steps:

1. Initial partitioning

2. Iterative improvement with the extended FM method

3. Removal of timing violations

A detailed description of the timing model that was used is given in section 3.3.2.
Chapter 3

Problem Formulation and Solution

Methodology

3.1 Introduction

A typical VLSI design process is divided into several levels of design abstraction as shown in Fig. 1.1. More design complexity is added as we move towards lower abstraction levels. Each level of abstraction has its own importance in the design process i.e., accurate delay calculations are hard or impossible when calculated only in terms of logic gates. Furthermore, other design tasks, such as logic optimization are too cumbersome to be done at physical level [2, 41]. Due to this, efforts have been made to reduce power, delay and area at nearly every level of the design abstraction. In this thesis, the problem of reducing overall power dissipation of the
circuit with improved timing performance, reduced cutset and within acceptable balance at physical design level, or more precisely at partitioning stage is addressed. For this purpose, it is assumed that the circuits are available along with the critical paths and the switching probabilities of the nets. In this chapter, the partitioning problem will be formulated with power, circuit delay and cutset as objectives to be minimized and balance as a constraint.

3.2 Partitioning Formulation and Modeling

Given a set of modules $V = \{v_1, v_2, \cdots, v_n\}$, the purpose of partitioning is to assign the modules to a specified number of clusters $k$ satisfying prescribed properties. **Definition:** A $k$-way partitioning $P^k = \{C_1, C_2, \cdots, C_k\}$ consists of $k$ clusters (subset of $V$), $C_1, C_2, \cdots, C_k$ such that $C_1 \cup C_2 \cdots \cup C_k = V$ and $C_i \cap C_j = \emptyset$ for $i = \{1, \cdots, k\}$ and $j = \{1, \cdots, k\}$ and $j \neq i$. If $k = 2$, we refer to $P^2$ as bipartitioning.

The objective to be optimized is denoted by $F(P^k)$ i.e., it is a function of the partitioning solution. We generally make the traditional assumption that the clusters are mutually disjoint; note, however, that replication formulations permit a module to be a member of more than one cluster [42]. In general, a circuit can have multi-pin connections (nets) apart from two-pin and therefore it is better to describe it as a hypergraph especially when the net cut is to be minimized. A hypergraph is
defined as $H(V, E)$ where $V$ is a set of nodes and $E$ is a set of hyperedges. Node $v_i \in V$ corresponds to an element (e.g., a gate) in the circuit, and hyperedge $e_i \in E$ corresponds to a net in the circuit. A node corresponding to a register in the circuit is called a register node and denoted by $r_i \in R$, where $R \subseteq V$. Hyperedge $e_i$ consists of the signal source node $S(e_i)$ and a set of destination nodes $D(e_i)$ and $e_i = (S(e_i), \{D(e_i)\})$. The signal source node $S(e_i)$ of the net $e_i$ corresponds to the output of a gate and the set of destination nodes $D(e_i)$ corresponds to the inputs of the gates. Given a hypergraph $H(V, E)$ with $E = \{e_1, e_2, \cdots, e_m\}$ being the set of signal nets, each net is a subset of $V$ containing the modules that net connects. It is assumed that for each hyperedge $e \in E$, $|e| \geq 2$ (it connects at least two nodes). The equivalence between netlists and hypergraphs is exact if each net has at most one pin on any module. The modules in $e$ may also be called the pins of $e$. Two-way partitioning of the set of nodes $V$ determines two subsets $V_A$ and $V_B$ such that $V_A \cup V_B = V$ and $V_A \cap V_B = \emptyset$.

### 3.3 Partitioning Objectives and Constraints

Before listing the objectives and constraints, we state some assumptions:

1. The logic level design (or netlist) of the circuit is available.
2. The set of critical paths and switching probabilities of gates is available.
3. The circuit is represented in form of a hypergraph.
Our task is to divide $V$ into 2 subsets (blocks) $V_0$ and $V_1$ in such a way that the objectives are optimized, subject to some constraints. We aim at minimizing the following objectives:

- Cuts size.
- Delay.
- Power dissipation.

### 3.3.1 Cuts size

The set of hyperedges, cut by a cluster $C$, is given by $E(C) = \{ e \in E \text{ s.t. } 0 < |e \cap C| < |e| \}$ i.e., $e \in E(C)$ if at least one, but not all, of the pins of $e$ are in $C$. The set of nets cut by a partitioning solution $p^k$ can be expressed as $E(p^k) = \bigcup_{i=1}^{k} E(c_i)$ or equivalently $E(p^k) = \{ e \in E \text{ s.t. } \exists u, v \in e, h \neq l, u \in C_h \land v \in C_l \}$. We say that $|E(p^k)|$ is the cutsize of $p^k$.

The cost function can also be written as follows:

$$f = \sum_{e \in \psi} w(e) \quad (3.1)$$

where $\psi \subseteq E$ denotes the set of off-chip wires. The weight $w(e)$ on the edge $e$ represents the cost of wiring the corresponding connection as an external wire (outside of its cluster). If all weights equal one, the cost function becomes simpler:

$$f = |\psi| \quad (3.2)$$
where $|\psi|$ denotes the cardinality of the set $\psi$.

### 3.3.2 Delay

In order to deal with a signal path, a hypergraph is decomposed into directed edges $e_k = (S(e_k), w)$ for $e_k \in E$ and $w \in D(e_k)$. Let the graph which consists of a set of nodes $V$ and a set of decomposed directed edges $E$ be the directed graph $G' = (V, E)$. A signal path is represented by an alternating sequence of nodes and directed edges $v_1, e_1, v_2, e_2, \ldots, v_{k-1}, e_{k-1}, v_k$, where $e_l = (v_l, v_{l+1})(1 \leq l \leq k - 1)$ and $\{v_i \neq v_j, i \geq 1, j \leq k, i \neq j\}$. The path from node $v_i$ to node $v_j$ is denoted by $p_{ij}$. Nodes which are included in the path $p_{ij}$ are defined as $V(p_{ij})$. The number of nets cut which are included in the path $p_{ij}$ is denoted by $ncut(p_{ij})$. In the general delay model where gate delay $d(v)$ and constant inter-chip wire delay $d_c \gg d(v)$ are considered, the $d_c$ is actually due to the off-chip capacitance denoted by $C_{off}$. Let the delay of node $v_i \in V$ be $d(v_i)$ and the delay of the cut net $e_k \in E$ be $d_c$. Given a partition $\Phi:(V_A; V_B)$, the path delay $d(p_{ij})$ between nodes $v_i$ and $v_j$ is the sum of the node delays $d(v_i) \in V(p_{ij})$ and the delay of the cut nets, that is:

$$
d(p_{ij}) = \left( \sum_{v_i \in V(p_{ij})} d(v_i) \right) + d_c \times ncut(p_{ij}) \quad (3.3)
$$

The delay calculation in this work adopt the linear delay model. It is assumed
Figure 3.1: Path SE1 to SE2.

that for a given net, when a signal starts from its source, the sinks will be equally charged at the same time. So, the time needed for the signal to reach any of the sinks is equal. An example of a delay path $\pi$ is shown in Fig. 3.1, where the delay path $\pi = SE_1 \rightarrow C_1 \rightarrow C_4 \rightarrow C_5 \rightarrow SE_2$.

To carry out the calculation of the delay the following parameters are considered:

$CD_i = \text{Overall cell delay for cell } i. \ (\text{in PicoSec})$

$BD_i = \text{Base delay of cell } i.$

$LF_i = \text{Load factor of cell } i \ (\text{in Ohms}).$

$CINP_i = \text{Total load capacitance on the input pins of cell } i \ (\text{in femtoFarads}).$

Overall cell delay, $CD_i$ for cell is calculated as follows:

$$CD_i = BD_i + LF_i \cdot CINP_i \cdot 10^{-3} \quad (3.4)$$
Then, the total delay of the path shown in Fig. 3.1 can be calculated as follows:

\[ \text{Delay}(\pi) = CD_{SE_1} + CD_{C_1} + CD_{C_4} + CD_{C_3} + CD_{SE_2} \]  \hspace{1cm} (3.5)

Notice that the delay for the cell \( C_1 \) which has a cutline across its output is calculated as follows:

\[ CD_{C_1} = BD_{C_1} + LFC_{C_1} \cdot (C_{off} + CINP_{C_2} + CINP_{C_3} + CINP_{C_4}) \]  \hspace{1cm} (3.6)

### 3.3.3 Power

The average dynamic power consumed by a CMOS logic gate in a synchronous circuit is given by:

\[ P_{\text{average}} = 0.5 \frac{V_{dd}^2}{T_{cycle}} C_{i}^{\text{load}} N_i \]  \hspace{1cm} (3.7)

where \( C_{i}^{\text{load}} \) is the load capacitance, \( V_{dd} \) is the supply voltage, \( T_{cycle} \) is the global clock period, and \( N_i \) is the number of gate output transitions per clock cycle. \( N_i \) is calculated using the symbolic simulation technique of [43] under a zero delay model. \( C_{i}^{\text{load}} \) in Eq. 3.7 consists of two components: \( C_{i}^{\text{basic}} \) which accounts for the load capacitances driven by a gate before circuit partitioning, and the extra load \( C_{i}^{\text{extra}} \) which accounts for the additional load capacitance due to the external connections of the net after circuit partitioning. Then, the total power dissipation of any circuit
\( \zeta \) is:

\[
P_{\zeta} = \beta \frac{V_{dd}^2}{T_{cycle}} \sum_{i \in \zeta} (C_i^{basic} + C_i^{extra}) N_i
\]  \( (3.8) \)

where \( \beta \) is a constant that depends on technology. When a circuit partitioning corresponds to a physical partitioning, \( C_i^{extra} \) of a gate that is driving an external net is much larger than \( C_i^{basic} \). The power model given in Eq. 3.8 can be further simplified if it is assumed that the power dissipation contribution due to variations of \( C_i^{basic} \) under different partitioning solutions is negligible. Furthermore, considering that the fixed overhead capacitance for an external net is dominant within \( C_i^{extra} \), it can be assumed that \( C_i^{extra} \) is identical for each net. This leads to the following objective function [14].

\[
O_{\zeta} = \sum_{i \in \zeta} N_i
\]  \( (3.9) \)

where \( \zeta \) corresponds to the set of visible gates i.e., the set of gates that drive a load external to the partition.

### 3.3.4 Area or Balance Constraint

The area/balance constraint is defined as follows: let \( A(v_i) \), denote the area of \( v_i \in V \) which corresponds to the area of a gate \( i \) and \( A(S) = \sum_{v_i \in S} A(v_i) \), denote the area of a subset \( S \subset V \). The area constraint is that given a balance factor \( \alpha \) \((0.5 < \alpha < 1.0)\), we have to partition \( V \) into \( V_A \) and \( V_B \) so that both \( A(V_A) \) and \( A(V_B) \) should be smaller than \( \alpha \times A(V) \), that is \( A(V_A), A(V_B) \leq \alpha \times A(V) \). If we
assume that the area of all cells is identical then the problem reduces to balancing
the two partitions in terms of the number of cells; the balance constraint is given as
follows:

$$\frac{|\beta_1 - \beta_2|}{\phi} \leq \alpha$$  \hspace{1cm} (3.10)

where $\beta_i$ is the number of cells in partition $i$ and $\phi$ is the total number of cells in
the circuit.

3.4 Multi-objective Optimization

Many real-world optimization problems involve two types of difficulties: a) multiple
possibly conflicting objectives, and b) a highly complex search space. On one hand,
instead of a single optimal solution, competing goals give rise to a set of compromise
solutions, generally denoted as pareto-optimal (explained later in this section). In
the absence of preference information, none of the corresponding trade-offs can be
said to be better than the others. On the other hand, the search space can be too
large and too complex to be solved by exact methods. Thus, efficient optimization
strategies are required that are able to deal with both difficulties. VLSI netlist
partitioning problem is not far from these real-world problems as it also involves
multiple possibly conflicting objectives and a highly complex search space.

A general multiobjective optimization problem (MOP) includes a set of $n$ param-
eters (decision variables), a set of \( k \) objectives, and a set of \( m \) constraints. Objective functions and constraints are functions of the decision variables. The optimization goal is defined as,

\[
\text{minimize} \quad y = f(x) = (f_1(x), f_2(x), \ldots, f_k(x)) \quad (3.11)
\]
\[
\text{subject to} \quad e(x) = (e_1(x), e_2(x), \ldots, e_m(x)) \leq 0 \quad (3.12)
\]

\[
\text{Where} \quad x = (x_1, x_2, \ldots, x_n) \in X \quad (3.13)
\]
\[
\text{and} \quad y = (y_1, y_2, \ldots, y_k) \in Y \quad (3.14)
\]

then \( x \) is the decision vector, \( y \) is the objective vector, \( X \) is denoted as the decision space, and \( Y \) is called the objective space. The constraints \( e(x) \leq 0 \) determine the set of feasible solutions. The feasible set \( X_f \) is defined as the set of decision vectors \( x \) that satisfy the constraints \( e(x) \) [10].

In the partitioning problem the three objectives, cutset \((f_1 = \text{Cost}_{\text{cutset}})\) as in Eq. 3.2, power \((f_2 = \text{Cost}_{\text{power}})\) as in Eq. 3.9 and delay \((f_3 = \text{Cost}_{\text{delay}})\) as in Eq. 3.3, are to be minimized under balance constraint \((e_1 = \text{Balance}_{\text{max}})\) as given in Eq. 3.10. Then an optimal solution might be a partition which achieves minimal cutset, minimal power dissipation, with minimal delay and does not violate the balance criterion. If such a solution exists, we actually have to solve only a single objective optimization (SOP) because the optimal solution for any objective is also the optimum the others [10] (this is in case the objectives are not conflicting).
However, what makes MOP difficult is the common situation when the individual optima corresponding to the distinct objective functions are sufficiently different. Then the problem has usually no unique, perfect solution, but a set of equally efficient, or non-inferior, alternative solutions, known as the pareto-optimal set [44]. It is possible that for a certain change in the partitioning solution there would be a decrease in one cost while producing an increase in other costs for e.g., it is possible that a certain change decreases the overall cutset, while increasing the power dissipation, or the overall delay. Therefore, it is needed to solve the partitioning problem as an MOP.

### 3.4.1 Goal Programming

In this aggregation method, the decision maker has to assign targets or goals that one wishes to achieve for each objective. These values are incorporated into the problem as additional constraints. The objective function will then try to minimize the absolute deviation from the targets to the objectives. The simplest form of this method may be formulated as,

\[
\text{minimize } f(x) = \sum_{i=1}^{k} w_i |f_i(x) - T_i|, \quad \text{subject to } x \in X_f
\]  

(3.15)

where \(T_i\) denotes the target or goal set by the decision maker for the \(i^{th}\) objective function \(f_i(x)\), \(w_i\) is the weight of \(f_i(x)\), and \(X_f\) is the set of feasible solutions as
mentioned before. A more general formulation of the goal programming objective function is to consider the weighted sum of the $p^{th}$ power of the deviation $|f_i(x) - T_i|$. Such a formulation called *generalized goal programming* [45].

The main strength of this technique is its computational efficiency in case we know the desired goals that we wish to achieve, and if they are in feasible region. However, its main weakness is that it needs appropriate weights or priorities for the objectives, which in most cases is difficult unless there is prior knowledge about the shape of the search space. Also, if the feasible region is difficult to approach, this method becomes very inefficient. This technique is useful if a linear or piecewise-linear approximation of the objective functions can be made.

### 3.4.2 Fuzzy Logic

Fuzzy logic is a mathematical tool invented to express human reasoning. In classical crisp reasoning a proposition is either true or false whereas in fuzzy system a proposition can be both true or false with some degree.

**Fuzzy Sets**

A classical crisp set is normally defined as a collection of elements or objects $x \in X$. Each single element $x$ either belongs to the set $X$ (true statement), or does not belong to the set (false statement). Unlike this a fuzzy set can be defined as,

$$A = \{(x, \mu_A(x)) | x \in X\}$$
where $\mu_A(x)$ is called the membership function or grade of membership (or degree of truth) of $x$ in $A$ that maps $X$ to the membership space $M$. The range of the membership function is a subset of the non-negative real numbers whose supremum is finite [46]. Elements with zero degree of membership are normally not listed.

Like crisp sets, operations such as union, intersection, and complementation etc., are also defined on fuzzy sets. There are many operators for fuzzy union and intersection. For fuzzy union, the operators are known as $s$-norm operators (denoted as $\Theta$) while fuzzy intersection operators are known as $t$-norm (denoted as $*$).

**Fuzzy Reasoning**

Fuzzy reasoning is a mathematical discipline to express human reasoning in vigorous mathematical notation. Unlike classical reasoning in which propositions are either true or false, fuzzy logic establishes approximate truth value of propositions based on linguistic variables and inference rules [47]. By linguistic variable we mean a variable whose values are words or sentences in natural or artificial language [48]. The linguistic variables can be composed to form propositions using connectors like AND, OR and NOT. Formally, a linguistic variable comprises five elements [49].

1. The variable name.
2. The primary term set.
3. The universe of discourse $U$.
4. A set of syntactical rules that allows composition of the primary terms and hedges to generate the term set.
5. A set of semantic rules that assign each element in the term set a linguistic meaning.

For example wire-length can be used as linguistic variable for VLSI placement problem. According to the syntactical rule, the set of linguistic values of wire-length may be defined as very short, short, medium, long, very long and very very long. The universe of discourse for linguistic variable is positive range of wire-length of a design, e.g., [25\mu m, 80\mu m]. The set of semantic rules define fuzzy sets for each linguistic value. A linguistic value is characterized by its corresponding fuzzy set. The membership in fuzzy set is controlled by membership functions like Fig. 3.2. It shows the designer's knowledge of the problem [47].
Fuzzy Operators

There are two basic types of fuzzy operators: operators for intersection, interpreted as the logical "AND," and union, interpreted as the logical "OR". The intersection operators are known as triangular norms (t-norms), and union operator as triangular conorms (t-conorms or s-norms) [46]. Normally "OR" logic is implemented using maximum operator defined as

\[ \mu(x) = \max\{\mu_A(x), \mu_B(x)\} \]  

(3.16)

whereas, "AND" logic is normally implemented using minimum operator defined as

\[ \mu(x) = \min\{\mu_A(x), \mu_B(x)\} \]  

(3.17)

Also the fuzzy complementation operator is defined as

\[ \bar{\mu}_B(x) = 1 - \mu_B(x) \]  

(3.18)

Ordered Weighted Averaging Operator

Generally, formulation of multi criteria decision functions do not desire pure "ANDing" of t-norm nor the pure "ORing" of s-norm. The reason for this is the complete lack of compensation of t-norm for any partial fulfillment and complete submis-
sion of \(s\)-\(norm\) to fulfillment of any criteria. Also the indifference to the individual criteria of each of these two forms of operators led to the development of ordered weighted averaging (OWA) operators \([50, 51]\). This operator allows easy adjustment of the degree of "ANDing" and "ORing" embedded in the aggregation. According to Yager \([50, 51]\), "ORlike" and "ANDlike" OWA for two fuzzy sets \(A\) and \(B\) are implemented as given in Eq. 3.19 and Eq. 3.20 respectively,

\[
\mu_{A\cup B}(x) = \beta \times \max(\mu_A, \mu_B) + (1 - \beta) \times \frac{1}{2}(\mu_A + \mu_B) \tag{3.19}
\]

\[
\mu_{A\cap B}(x) = \beta \times \min(\mu_A, \mu_B) + (1 - \beta) \times \frac{1}{2}(\mu_A + \mu_B) \tag{3.20}
\]

\(\beta\) is a constant parameter in the range \([0,1]\). It represents the degree to which OWA operator resembles a pure "OR" or pure "AND" respectively.

To solve MOP using fuzzy logic, first all the objectives are defined in terms of linguistic variable, and then these combined into linguistic rules using ("and" and "or" logic). Each linguistic variable is also mapped to a fuzzy membership value in the fuzzy set of good in terms of that objective. This membership value is the function of some base value based on the numerical value of the actual cost. All the membership values are combined into one, using \(t\)-norm or \(s\)-norm operators. The selection of these operators depends upon the predefined linguistic rule. The combined membership value is now used as an aggregating function. The best solution is that, which results in the highest such combined value.
3.5 Fuzzy Goal Based Aggregation for VLSI Partitioning Problem

In this method it is assumed that there are $\Gamma$ pareto-optimal solutions. A solution is called pareto-optimal (or efficient) solution, if there exist no other solution for which at least one criterion has a better value without adversely affecting other criteria. In other words, one can not improve any criterion without deteriorating a value of at least one other criterion. Also a $p$-valued cost vector $C(x) = (C_1(x), C_2(x), ..., C_p(x))$, where $x \in \Gamma$ is given. There is a vector $O = (O_1, O_2, ..., O_p)$ that gives the lower bounds on the cost for each objective such that $O_j \leq C_j(x) \ \forall j$, and $\forall x \in \Gamma$. These lower bounds are normally not reachable in practice. There is another user defined goal vector $G = (g_1, g_2, ..., g_p)$ that represents the relative acceptance limits for each objective. It means that $x$ is an acceptable solution if $C_j(x) \leq g_j \times O_j, \ \forall j$ where $g_j \geq 1.0$. For a two dimension problem, Fig. 3.3 shows the region of acceptable solution.

In order to solve the multiobjective partitioning problem, the linguistic variables are defined as cutset, power dissipation, delay and balance. The following fuzzy rule is used to combine the conflicting objectives.
Rule R1:

IF a solution is within
acceptable cutset
AND
acceptable power dissipation
AND
acceptable delay
AND
good balance
THEN it is an acceptable solution.

The above mentioned linguistic variables are mapped to the membership values in fuzzy sets within acceptable cutset, within acceptable power dissipation and within acceptable delay. These membership values are computed using the fuzzy membership functions as shown in Fig. 3.4(a). Partitioning aim to produce a balanced solution, where the balance cost refers to the absolute difference in number of cells between the two partitions. Balance can be considered as a constraint in this case; its membership function is shown in Fig. 3.4(b). If the balance is within acceptable range (tolerance), defined by $g_{balance}$ then its membership is 1 otherwise 0. However,
the balance can also be regarded as an objective and its membership function will be as shown in Fig. 3.4(a). For maximizing the performance, it was experimentally found that for Genetic Algorithm and Tabu Search, balance was better considered an objective thus allowing more flexibility in the search process, while for SimE and PowerFM algorithms it was taken as a constraint. For each objective the goal is to have membership value equal to 1. The lower bounds $O_j$ (shown in Fig. 3.4) for different objectives are computed as follows:

$$O_b = 1, \quad \text{(to avoid divide by zero)} \tag{3.21}$$

$$O_p = \sum_{i \in \mathcal{C}} (C_i^{\text{basic}}) N_i \quad \forall v_i \in \{v_1, v_2, ..., v_n\} \tag{3.22}$$

$$O_d = \sum_{j=1}^{k} CD_j, \quad \forall v_j \in \{v_1, v_2, ..., v_k\} \text{ in path } \pi_c \tag{3.23}$$

$$O_c = 1. \tag{3.24}$$
where $O_j$ for $j \in \{b, p, d, c\}$ are the lower bounds on the costs for balance, power dissipation, delay and cutset respectively while $n$ is the number of nets in the circuit. $CD_j$ is the switching delay of the cell $j$ driving net $v_j$, $N_i$ is the switching probability of net $v_i$, $\pi_c$ is the most critical path with respect to optimal interconnect delays (assuming that no net on this path is cut), $k$ is the number of nets in $\pi_c$. The minimum power is obtained if no net is cut, which means substituting 0 for $C_i^{extra}$ in Eq. 3.8. The components of the goal vector $G$ are calculated as follows:

\[
g_{\text{balance}} = |\zeta| \tag{3.25}
\]

\[
g_{\text{cut}} = \frac{n}{O_c} \tag{3.26}
\]

\[
g_{\text{delay}} = \frac{\text{Initial delay}}{O_d} \tag{3.27}
\]

\[
g_{\text{power}} = \frac{\text{Initial power}}{O_p} \tag{3.28}
\]

Where $|\zeta|$ is the number of cells in the circuit. Interpreting rule R1 as per Eq. 3.20:

\[
\mu_{pdcb}^c(x) = \beta^c \times \min(\mu_p^c(x), \mu_d^c(x), \mu_c^c(x), \mu_b^c(x)) + (1 - \beta^c) \times \frac{1}{4} \sum_{j=p,d,c,b} \mu_j^c(x) \tag{3.29}
\]

where $\mu^c(x)$ is the membership of solution $x$ in fuzzy set of acceptable solutions, $\mu_{pdcb}^c(x)$ is the membership in fuzzy set of “acceptable power AND acceptable delay AND acceptable cutet”, whereas $\mu_j^c(x)$ for $j = \{p, d, c, b\}$, are the membership values
in the fuzzy sets within acceptable power, within acceptable delay, within acceptable cutset and within acceptable balance respectively. $\beta^c$ is the constant in the range $[0, 1]$. In general, $\mu^c(x)$ is used as the aggregating function. The solution that results in maximum value of $\mu^c(x)$ is reported as the best solution found by the search heuristic.
Chapter 4

Iterative Algorithms for

Multiobjective VLSI Netlist

Partitioning

4.1 Introduction

Once the aggregating function for MOP is obtained, it is then possible to use search techniques to find optimal solutions. Several search techniques have been proposed in literature, like Genetic Algorithms (GA), Simulated Annealing (SA), Tabu Search (TS), and Simulated Evolution (SimE). In this thesis GA, TS, and SimE are used as main search heuristic approaches. A new heuristic called PowerFM which is a modification of the well known Fiduccia Mattheyses algorithm is presented. PowerFM
considers minimization of power consumption due to the cut nets. This chapter
discusses the implementation details of Genetic Algorithm, Tabu Search, SimE for
multiobjective VLSI netlist partitioning as well as PowerFM for power optimization.

4.2 Genetic Algorithm (GA) For Timing and Low
Power Driven Partitioning

Genetic Algorithm (GA) is an elegant search technique that emulates the process of
natural evolution as a means of progressing towards the optimal solution. A high
level algorithmic description of GA is given in Fig. 4.1.

There have been many efforts involving application of GA to the VLSI parti-
tioning problem. Earliest application of GA for the min-cut bisection was proposed
by Akley [52]. Later, Bui and Moon utilized GAs for graph bisection [53]. Re-
cently, use of GA has gained popularity, especially for multiobjective optimization
problems (MOP). However, no previous effort was done to use the GA in a MOP
partitioning, involving power, delay, and cutset together.

4.2.1 Chromosome Encoding and Initial Solution

GA uses an encoded representation of the solution in the form of a string made up
of symbols called genes. The string of genes is called chromosome. One way to
represent the partitioning problem (as seen in Fig. 4.2(a)) is to use group-number
Algorithm (Genetic Algorithm)
(N_p = Population Size)
(N_g = Number of Generations)
(N_o = Number of Offsprings)
(P_i = Inversion Probability)
(P_m = Mutation Probability)

Begin
(Construct initial population)
Construct_Population(N_p);
For j = 1 to N_p
   Evaluate_Fitness (Population[j])
EndFor;
For i = 1 to N_g
   For j = 1 to N_o
      (Choose parents with probability proportional to fitness value)
      (x, y) ← Choose_parents;
      (Perform crossover to generate offsprings)
      offspring[j] ← Crossover(x, y)
      For k = 1 to N_p
         With probability P_m apply Mutation (Population[k])
         With probability P_i apply Inversion (Population[k])
      EndFor;
      Evaluate Fitness(offspring[j])
   EndFor;
   Population ← Select(Population, offspring, N_p)
EndFor;
Return highest scoring configuration in population
End. (Genetic Algorithm)

Figure 4.1: A typical Genetic Algorithm [3].
encoding where the $j^{th}$ integer $i_j \in \{1, \cdots, k\}$ indicates the group number assigned to object $j$. This representation scheme creates a possibility of applying standard operators. The second representation scheme is shown in Fig. 4.2(b). Here, the solution of the partitioning problem is encoded as $n + k - 1$ strings of distinct integer numbers (in case of bipartitioning the string will be separated into two parts). This representation scheme leads to 100% feasible solutions but requires more computation time due to the complexity of the crossover operators involved [54]. In this implementation the first representation was used.

\begin{center}
\begin{tabular}{cccccccc}
M1 & M2 & M3 & M4 & M5 & M6 & M7 & M8 \\
0 & 1 & 1 & 0 & 1 & 1 & 0 & 0 \\
\end{tabular}
\end{center}

(a) Group Number Encoding

\begin{center}
\begin{tabular}{c}
M1 & M4 & M7 & M8 & M2 & M3 & M5 & M6 \\
\end{tabular}
\end{center}

(b) Permutation with Separator Encoding.

Figure 4.2: Representation schemes.

The algorithm starts with a set of initial solutions called population that is generated randomly or taken from the results of a constructive algorithm (e.g., FM). Random initial solutions are usually generated within the limit of the balance constraint.
4.2.2 Fitness Evaluation

For addressing a MOP to minimize many mutually conflicting objectives, a measure is needed which can quantify the overall quality of a solution with respect to all the objectives collectively.

Fuzzy membership functions and fuzzy rules are used for evaluating the fitness of a solution. A fitness value between 0 and 1 is assigned to each solution. The fitness value of a chromosome is its membership value $\mu(x)$ in the fuzzy set of acceptable solution. This membership is computed using Eq. 3.29.

The fitness of a solution is a measure of its proximity to the optimal solution. The higher the fitness value of a solution, the closer it is to the optimal solution. In this thesis experiments, initial random solutions are assigned a membership value of 0 and the optimal solution is assigned a fitness value of 1. This implies that any solution may have a fitness value in the range [0.0-1.0].

4.2.3 Crossover and Mutation

In each iteration (known as generation), all the individual chromosomes in the population are evaluated using a fitness function. Then, in the selection step, two of the above chromosomes are selected from the population. Individuals with higher fitness values are more likely to be selected. After the selection step, different operators, namely, crossover and mutation act on the selected individuals for producing new
individuals called *offsprings*. These genetic operators are described below.

\[
\begin{array}{c}
\text{Parent1: 0 1 1 1 0 0} \\
\text{Parent2: 1 0 0 0 1 1}
\end{array}
\quad
\begin{array}{c}
\text{Child1: 1 0 0 0 0 0} \\
\text{Child2: 0 1 1 1 1 1}
\end{array}
\]

Figure 4.3: Standard one point *crossover* operator (for group number encoding).

One important genetic operator is *crossover*. It is applied on two individuals that are selected in the selection step earlier to generate an offspring. The generated offspring inherits some characteristics from both its parents in a way similar to natural evolution. There are different *crossover* operators, namely, *simple (single point), order, partially mapped*, and *cycle*. The simple *crossover* Fig. 4.3 for instance, works by choosing a random cut point in both parent chromosomes (the cut point should be the same in both parents) and generating the offspring by combining the segment of one parent to the left of the cut point with the segment of the other parent to the right of the cut [3]. For description of other *crossover* operators see [3, 5, 55]. Increasing the number of *crossover* points is known to be multi-point *crossover*. For the group number encoding two-point and three-point *crossovers* are favored. The *crossover* operator however may produce children that violate the balance constraint. These can be treated in two ways, either discarding them by giving them a fitness value of zero, or fixing them using some constructive heuristic. This requires too much time overhead. In this implementation the simple single
point crossover is used.

The mutation operator is used to introduce new random information in the population. It is usually applied after the crossover operator. It helps in producing some variations in the solutions so that the search does not get trapped in local minima. An example of mutation operation is the swapping of two randomly selected genes of a chromosome. The importance of this operation is that it can introduce a desired characteristic in the solution that could not be introduced by the application of the crossover operator alone. However, mutation is applied with a low rate so that GA does not turn into a memoryless search process [5]. Two mutation variations are used:

1. Random selection of a cell and swapping its partition.
2. Randomly choosing two cells, one from each partition, and swapping them.

4.2.4 Selection

Individuals for the next population are selected based on the elitist-random selection (ernd). $\frac{N_p}{2}$ best chromosomes are selected and remaining $\frac{N_p}{2}$ are selected randomly. Based on experimental results, this scheme offers better choice than other schemes, because it provides a balance between greediness and randomness.

The quality of the solution obtained from GA is dependent on the choice of certain parameters such as the population size, crossover, mutation rates, and also the type of crossover used. The selection of values for these parameters is problem
specific and there are no hard and fast rules for this purpose. The choice of these parameters is left to the intuition of the person applying GA to a specific problem.

4.3 Tabu Search (TS) for VLSI Netlist Partitioning

Tabu Search has been applied for solving the problem of partitioning with single objective (cutset) graph bisection by Tao et al. [56], Lim Chee [57], and Areibi et al. [58]. However the multiobjective partitioning problem involving power, delay, and cutset was not approached previously using this algorithm.

Tabu Search is an iterative heuristic that has been applied for solving a range of combinatorial optimization problems in different fields [3]. Tabu Search starts from an initial feasible solution and carries out its search by making a sequence of random moves or perturbations. A Tabu list is maintained that stores the attributes of a number of previous moves. This list prevents bringing the search process back to already visited states. In each iteration, a subset of neighbor solutions is generated by making a certain number of moves and the best move (the move that resulted in the best solution) is accepted, provided it is not in the Tabu list. Otherwise, if the said move is in the Tabu list, the best solution is checked against an aspiration criterion and if satisfied, the move is accepted. Thus, the aspiration criterion can override the Tabu list restrictions. It is desirable in certain conditions to accept a
Algorithm Tabu_Search

\( \Omega \) : Set of feasible solutions
\( S \) : Current solution
\( S^* \) : Best solution
Cost: Objective function
\( N(S) \): Neighborhood of \( S \in \Omega \)
\( V^* \) : Sample of neighborhood solutions
T : Tabu list
AL : Aspiration level

Begin

Start with an initial feasible solution \( S \in \Omega \)
Initialize tabu list and aspiration level
For fixed number of iterations Do
\hspace{1cm} Generate neighbor solutions \( V^* \subseteq N(S) \)
\hspace{1cm} Find best \( S^* \in V^* \)
\hspace{1cm} If move \( S \) to \( S^* \) is not in \( T \) Then
\hspace{2cm} Accept move and update best solution
\hspace{2cm} Update \( T \) and \( AL \)
Else
\hspace{1cm} If \( \text{Cost}(S^*) < \text{AL} \) Then
\hspace{2cm} Accept move and update best solution
\hspace{2cm} Update \( T \) and \( AL \)
End If
End If
End For

Figure 4.4: Outline of Tabu Search algorithm [3].
move even if it is in the Tabu list, because it may take the search into a new region due to the effect of intermediate moves.

The behavior of TS heavily depends on the size of Tabu list as well as on the chosen aspiration criterion. The aspiration criterion determines the extent to which the Tabu list can restrict the possible moves. If a tabu move satisfies aspiration criterion, then the move is accepted and tabu restriction is overridden. The structure of TS is given in Fig. 4.4. The detailed description of Tabu Search can be found in [3].

4.3.1 Tabu List and Aspiration Criteria

Tabu list introduces memory element in the search process. Its purpose is to avoid revisiting a point (solution) in the search space. This is implemented by storing some characteristic of a certain number of previously accepted moves.

Implementation of Tabu list requires two decisions to be made. First, what characteristic of the move should be stored in the list. This decision has a significant effect on search quality as well as memory requirements of TS. The chosen characteristic should identify the move, so that it can accurately be used to restrict the corresponding move and to consequently fulfill the purpose of Tabu list. In the present implementation, the characteristic of the move stored in Tabu list is the index of any cell involved in the move from one block to another.

The second decision that needs to be made is regarding the size of Tabu list. This
decision affects time and space requirements of TS. Tabu list management concerns updating the Tabu list i.e., deciding on how many and which moves have to be made within any iteration of the search. The size of the Tabu list can noticeably affect the final results; a long list may give a lower overall minimum cost, but is usually obtained in a long time. Further, a shorter list may trap the routine in a cyclic search pattern. It is deduced experimentally, that Tabu list sizes that provide good results often grow with the size of the problem.

**Aspiration Criteria** is a rule based on cost values that can temporarily release a solution from its tabu status. The purpose of aspiration criteria is to increase the flexibility of the algorithm while preserving the basic features that allow the algorithm to escape from the local optima and avoid cyclic behavior. There are two types of aspiration criteria that were employed in experiments. The first one is to give an aspiration for each cost reached. Throughout the search procedure, each cost \( c \) has an aspiration value that is the current lowest cost of all solutions arrived at from solutions with value \( c \). The actual aspiration rule is that, if the cost associated with a tabu solution is less than the aspiration value associated with the cost of the current solution, then the tabu status of the tabu solution is temporarily ignored and the move is accepted. The second aspiration criterion used is simple, which says that if the best neighbor solution of the current iteration is better than the global best solution, then Tabu list restrictions are overridden and the solution
is accepted. Also the global best solution and the aspiration criterion is updated. The short term memory functions in Tabu Search are fulfilled by the Tabu list and aspiration level.

4.3.2 Intermediate and Long Term Memory

Intermediate term memory operates by recording and comparing features of a selected number of best trial solutions generated during a particular period of search. The method then seeks new solutions that exhibit these features. The long term memory functions, whose goal is to diversify the search, employs principles that are roughly the reverse of those for intermediate term memory. The implementation of the long term memory (search diversification) is based on two different techniques:

- In the first technique, the frequency of moving a module is used as a means of exploring new solutions that have not been visited before. Modules having high frequency are discouraged for further movement. This allows less frequented moves to be explored. This is done either by making the tabu status of module proportional to its frequency, or by locking the module that has very high frequency (simply by using a counter to count the number of times each cells is moved).

- The second form of diversification that allows the meta-heuristic to come out of local optima is to focus more specifically on producing initial solutions
as different as possible from the solutions generated throughout the previous history of the search process. These solutions are then used as a restart to get out of local minimum.

Diversification of the search is usually invoked when a number of consecutive moves occur without an improvement over the best solution or in the case when all the solutions in the current neighborhood are tabu and none of them satisfies an aspiration criterion.

The intermediate term memory for search intensification uses a simple approach that allows the meta-heuristic to come out of local optima. It basically records solutions in a queue with a certain length. As the search proceeds the system identifies a few best solutions and uses them in a restart phase to intensify the search into promising regions not fully explored [58].

4.3.3 Data Structure and Stopping Criterion

For many applications, the choice of the proper data structure is really the only major decision involved in the implementation. Once the choice has been made, only very simple algorithms are needed. For the same data, some data structures require more or less space than others; for the same operations on the data some data structures lead to more or less efficient algorithms than others. The saving of time or space by making a proper choice is of prime interest. In case of TS applied
for single objective cutset optimization a data structure of linked list is used, similar to that shown in Fig. 1.2. This data structure provides higher speed than simple string data structure. The latter is used in the case of MOP for both GA and TS to avoid implementation complexities.

TS was run for different number of iterations, and depending on experimental observations a fixed run-length was decided as done in the case of GA. This limit on the number of iterations was placed because no significant improvement was observed beyond this point.

4.4 Simulated Evolution Algorithm (SimE)

In this section, Simulated Evolution Algorithm [59] is summarized. The pseudo-code of SimE is given in Fig. 4.5. SimE operates on a single solution, termed as population. Each population consists of elements. In case of partitioning problem, these elements are cells to be moved. In the Evaluation step goodness of each element is measured. Goodness of an element is a single number between '0' and '1', which is a measure of how near the element is from its optimal location. Higher value of goodness means that the element is near its optimal location. The goodness can be calculated as follows,

\[ g_i = \frac{O_i}{C_i} \]  \hspace{1cm} (4.1)
**Algorithm**  \( Simulated\_Evolution(B, \Phi_i, SC) \)

\[
B = \text{Bias Value.} \\
\Phi = \text{Complete Solution.} \\
\Phi_i = \text{Initial Solution.} \\
SC = \text{Stopping Criterion.} \\
e_i = \text{Individual link in } \Phi. \\
O_i = \text{Lower bound on cost of } i^{th} \text{ link.} \\
C_i = \text{Current cost of } i^{th} \text{ link in } \Phi. \\
g_i = \text{Goodness of } i^{th} \text{ link in } \Phi. \\
S = \text{Queue to store the selected links.} \\
Allocate(e_i, \Phi_i) \text{ allocates } e_i \text{ in partial solution } \Phi_i.
\]

**Repeat**

**Evaluation:** \( \text{ForEach } e_i \in \Phi \text{ DO} \)

Begin

Evaluate \(g_i\)

End

**Selection:** \( \text{ForEach } e_i \in \Phi \text{ DO} \)

Begin

If random(1) > \(\min(g_i + B, 1)\)

Begin

\(S = S \cup e_i;\)

\(\Phi = \Phi - e_i;\)

End

End

sort(S)

**Allocation:** \( \text{ForEach } e_i \in S \text{ DO} \)

Begin

\(Allocate(e_i, \Phi_i)\)

End

Until \(SC \text{ is satisfied}\)

Return (Best solution)

End \(Simulated\_Evolution\)

---

Figure 4.5: Structure of the Simulated Evolution algorithm.
where $O_i$ is the estimate of lower bound on the cost of individual $i$, and $C_i$ is the actual cost of $i$. $O_i$ is independent of iterations and therefore it is estimated only once in the beginning. Whereas, $C_i$ has to be calculated in every iteration for every element. The evaluation step is shown in Fig. 4.6.

Selection is the process of selecting those individuals which are unfit (badly placed) in the current solution. For this purpose, goodness of each individual is compared with a random number (in the range $[0,1]$). If the goodness is less than the random number, then it is selected, otherwise rejected, and it is assigned to an empty location. A selection bias ‘$B$’ can also be used to restrict the number of selected individuals to some limit. ‘$B$’ is also used to compensate for errors made in the estimation of goodness. Typical range of ‘$B$’ is $[-0.2, 0.2]$. A variable bias scheme is also suggested in [47]. Inputs to the selection process are elements of population $P$ and their respective goodness values, whereas outputs are a selection set $P_s$, and $P_r$, the set of remaining elements of population $P$. The selection procedure is illustrated in Fig. 4.7.

The Selection operator is non-deterministic in nature. An individual having high goodness measure still has a non-zero probability of assignment to set $P_s$. It is this
element of non-determinism that gives SimE the capability of escaping local minima.

After the selection process, the allocation operator is used to place cells in $P_s$ to new locations. It is mentioned in [3] that random allocation leads the algorithm into random search. Therefore, it is necessary to adopt some greedy allocation strategy, so as to improve the goodness of cells, which reduces the overall cost of the solution. Inputs to the allocation operator are the sets $P_s$ (selection) and $P_r$ (remaining) and the output is the new population $P'$, as shown in Fig. 4.8.

The choice of allocation function is problem specific. The decision of the allocation strategy usually requires more ingenuity on the part of the designer than the selection scheme. The choice of proper allocation strategy affects the quality of final solution considerably. Different constructive allocation schemes have been proposed
in literature such as sorted individual best fit, weighted bipartite matching allocation and branch and bound search allocation [60]. In this work, sorted individual best fit is adopted.

The whole algorithm is repeated until some stopping criteria is met. Stopping criteria may be the number of iterations for which there is no further improvement in the overall cost or total number of iterations are completed. At the end of Repeat loop, the algorithm returns the best solution found.

4.5 Simulated Evolution (SimE) for Performance Driven, Low Power VLSI Netlist Partitioning

The earliest implementation of the Simulated Evolution (SimE) algorithm for the partitioning-class problems was done by Saab and Rao [61]. They applied SimE to a graph bisection problem where given an bisection \((V_1, V_2)\) of a hypergraph \(H(V, E)\), for each cell \(i \in V\) the following were defined:

\[
E_i = \begin{cases} 
\sum_{j \in V_1} c_{ij}, & \text{if } i \in V_2 \\
\sum_{j \in V_2} c_{ij}, & \text{if } i \in V_1 
\end{cases}
\]  \hspace{1cm} (4.2)

\[
I_i = \begin{cases} 
\sum_{j \in V_1} c_{ij}, & \text{if } i \in V_1 \\
\sum_{j \in V_2} c_{ij}, & \text{if } i \in V_2 
\end{cases}
\]
It is clear from the above definitions that $I_i$ measures how strongly cell $i$ is attached to its partition, and $E_i$ measures how strongly cell $i$ is attached to the complement of its partition. One can think of $I_i$ and $E_i$ as the internal and external attraction of cell $i$ respectively. The "goodness" of a module $v_i$ is taken as $\frac{E_i}{I_i}$, if the goodness of cell $i$ is less than a given random number between 0 and 1, then cell $i$ is judged to be good; otherwise it is bad. Intuitively, a good cell should remain in its current partition since it is likely to have many internal connections while, a bad cell should be moved to the other partition. The mutation operator essentially swaps large subsets of bad vertices. In this thesis, we employ SimE for Hypergraph VLSI partitioning, in both single objective and MOP optimization.

### 4.5.1 Proposed Scheme and Implementation Details

In this section, we discuss several important implementation details of SimE algorithm. The description is combined with fuzzy logic implementation. In the proposed algorithm interconnect power dissipation, overall circuit delay and cutset are used as objectives and balance is taken as a constraint, which effectively makes it a multiobjective optimization problem. In order to solve this MOP, fuzzy logic is used providing a convenient method to combine possibly conflicting objectives. From the pseudo code of SimE given in Fig. 4.5, it is clear that fuzzy logic can be applied at two different stages of the algorithm. These are evaluation and allocation. In the proposed algorithm, fuzzy logic is applied to the evaluation stage.
4.5.2 Proposed Fuzzy Goodness Evaluation Scheme

In this stage of the algorithm, goodness of individual cell is computed. Where \( gd, \)
\( gp \) and \( gc \) are defined as the delay, power and cut goodness of a cell respectively.
A fuzzy membership for each goodness function is then derived, in order to get the
overall goodness of the cell in its partition.

Cut Goodness Taking into account the hypergraph representation of the circuit,
the goodness function \( gc \) is defined and computed as follows,

\[
gc_i = \frac{d_i - w_i}{d_i} \tag{4.3}
\]

where \( gc_i \) is the goodness of cell \( i, V_i = \{v_1, v_2, ..., v_k\} \) is the set of nets connected
to cell \( i, U_i \) is a subset of \( V_i \) containing the connected nets to cell \( i \) that are cut, the
cardinality of \( V_i \) is expressed as \( d_i \). The net \( e_k \) is said to be cut if and only if cell
\( u \in e_k \) and cell \( e \in v_k \) and \( Block(u) \neq Block(v) \). The number of nets connected to
\( i \) and having the status as cut is expressed as \( w_i \). The cut goodness is simply the
number of uncut nets over the total nets connected. Since \( gc_i \) is between 0 and 1, we
can take the fuzzy membership \( \mu_c \) as equal to the goodness \( \mu_c = gc_i \). An example
of goodness calculation is shown in Fig. 4.9, the goodness of the cell 5 is calculated
as follows: \( gc_5 = \frac{3-2}{3} = 0.33 \).
**Power Goodness**  The power goodness $gp_i$ of a cell is defined as a measure of how well placed is the cell in its present block according to power consumption and can be computed as follows:

$$gp_i = \frac{\sum_{j=1}^{k} S_j \ (j \in V_i) - \sum_{j=1}^{k} S_j \ (j \in U_i)}{\sum_{j=1}^{k} S_j \ (j \in V_i)}$$  \hspace{1cm} (4.4)$$

$S_j$ is the switching probability of the cell that drives the net. The goodness is equal to the sum of the switching probabilities of the cells that are driving the uncut nets over the sum of the switching probabilities of the cells that are driving all nets connected. In this way a cell is placed in the partition where the sum of the switching probability of the cut nets is optimized. Results show that this goodness function gives high quality solutions with less power dissipation. Since $0 \leq gp_i \leq 1$ we can take the fuzzy membership $\mu_r = gp_i$. An example of power
goodness calculation is shown in Fig. 4.10, the goodness of cell 5 is calculated as follows: \( g_{c5} = \frac{0.7 - 0.4}{0.7} = 0.428 \).

![Partition Diagram](image)

Figure 4.10: Power goodness calculation.

The power and cutset objectives are possibly conflicting. Hence it is possible to find alternative solutions for a specific circuit for e.g., there may exist one with high number of cuts and low power consumption (because the nets cut have less switching probability) as well as another lower cuts and higher power consumption.

**Delay Goodness** In our problem, we deal with multi-pin nets, which makes it hard to design a suitable and simple delay goodness function. We propose the following delay goodness.

\[
gd_i = \frac{|K_i| - |L_i|}{|K_i|} \tag{4.5}
\]
Where $gd_i$ is the delay goodness of cell $i$. We consider the set of all critical paths passing through $i$ and define the set $K_i$ as the set of all cells connected to these paths. We also define $L_i$ as a subset of $K_i$, containing those cells which are connected to all critical paths passing through $i$ and are not in the same block as $i$. This goodness function will tend to drive the cells that are connected by the same path to the same block, thus minimizing the delay along the path. A cell is considered good in its block if the majority of cells connected to all paths passing through it are also placed in the block. An example for delay computation is given in Fig. 4.11. To calculate $gd_4$ we first compute $|K_4| = 5$ for the critical path $\{1,4,5,7,6\}$ which is the only one connected to cell 4. $|L_4| = 3$ which are cells $\{1,5,7\}$. This gives $gd_4 = \frac{5-3}{5} = 0.4$. However, $gd_5 = 0.6$ and hence is better placed according to the delay consideration.
4.5.3 Proposed Fuzzy Evaluation Scheme

With the classical goodness of cut only, it is possible that a cell having a high goodness with respect to cut may not be selected even thought it is badly placed with respect to circuit delay and power. In order to overcome this problem, it is necessary to include power and delay in the goodness measure along with cut goodness. Also, it is not desirable to select all the cells even if they all have a low goodness value. In this case, it is desirable to select those cells which are far from their lower bounds as compared to other cells in the design. For this purpose the following fuzzy rule is proposed.

**Rule R1:**

\[
\text{IF cell } i \text{ is} \\
\text{near its optimal cut-set goodness (as compared to other cells)} \\
\text{AND} \\
\text{near its optimal power goodness (as compared to other cells)} \\
\text{AND} \\
\text{near its optimal delay goodness (as compared to other cells)} \\
\text{OR} \\
T_{\max}(i) \text{ is much smaller than } T_{\max} \text{ (as compared to other cells)}
\]

**THEN** it has a high goodness.

Where \( T_{\max} \) is the delay of most critical path in the current iteration and \( T_{\max}(i) \) is the delay of the longest path traversing cell \( i \) in the current iteration.

The above-mentioned fuzzy rule is interpreted. Using Eq. 3.19 and Eq. 3.20 as follows:

\[
g_i = \mu_{i}^{e}(x) = \beta^{e} \times \min(\mu_{ic}^{e}(x), \mu_{ip}^{e}(x), \mu_{id}^{e}(x)) + (1 - \beta^{e}) \times \frac{1}{3} \sum_{j=c,p,d} \mu_{ij}^{e}(x) \quad (4.6)
\]
where

$$\mu^e_{id}(x) = \beta_d^e \times \max(\mu^e_{dg}(x), \mu^e_{ipath}(x)) + \left(1 - \beta_d^e \right) \times \frac{1}{2} (\mu^e_{dg}(x) + \mu^e_{ipath}(x))$$

The superscript e is used here to represent evaluation so that other fuzzy notations in other steps of SimE can be distinguished. The term x represents the block of cell i, $\mu^e_i(x)$ is the membership in the fuzzy set of high goodness and $g_i$ is the goodness of cell i. $\beta^e$ and $\beta_d^e$ are constants between 0 and 1 to control OWA operators. $\mu^e_{ic}(x)$ and $\mu^e_{ip}(x)$ represent the membership in fuzzy sets of near optimum cutset and near optimum power as compared to other cells. Moreover, $\mu^e_{id}(x)$ is the overall delay goodness, and represents the membership in fuzzy set of near optimum timing performance. It is obtained after applying “OR-like” OWA to $\mu^e_{dg}(x)$ and $\mu^e_{ipath}(x)$, which are the memberships in fuzzy sets of near optimum cell delay goodness as compared to other cells and $T_{max}(i)$ (most critical path passing trough cell i) is much smaller than $T_{max}$ (current most critical path of the circuit).

$\mu^e_{ipath}(x)$ is included in the computation of $\mu^e_{id}(x)$ because if a cell is not in the critical path then it must have high goodness with respect to delay objective. After considerable number of iterations, it is possible that a cell is in the critical path but is also very near to its optimal delay goodness. In that case it is not possible to optimize it further. At this stage, $\mu^e_{dg}(x)$ overrides $\mu^e_{ipath}(x)$.

The base values for cutset and power are not needed since the membership is
directly computed as described in section 4.5.2. As for cell delay goodness it is
composed of net delay $\mu_{c_d}(x)$ which is computed directly by using Eq. 4.5. For com-
puting $\mu_{ipath}(x)$ we define base value $X_{ipath}(x)$ for fuzzy set \{ $T_{\text{max}}(i)$ much smaller
than $T_{\text{max}}$ \}, and is computed in Eq. 4.8, the membership function is illustrated in
Fig. 4.12. (experimentally we found that a base value of 2 is suitable to quantify
that $T_{\text{max}}(i)$ is much smaller than $T_{\text{max}}$).

$$X^e_{ipath}(x) = \frac{T_{\text{max}}}{T_{\text{max}}(i)}$$ (4.8)

4.5.4 Selection

In this stage of the algorithm, some cells are selected probabilistically depending
upon their goodness values. As proposed by Kling et al [60], for each cell $i$, a
random number in the range $[0,1]$ is generated and compared with $g_i + B$, where $B$
is the fixed selection bias. If this generated random number is greater than $g_i + B$ then the cell is selected for allocation. However, determining the value of $B$ is a problem specific issue, varying also from circuit to circuit. For bigger circuits, normally bigger bias values are needed. To overcome this problem, Hussain [47] proposed the idea of a variable bias according to which the value of bias for $k^{th}$ iteration is computed as follows,

$$B_k = 1 - G_k$$  \hspace{1cm} (4.9)$$

where $B_k$ is the bias value for iteration $k$ and $G_k$ is the average goodness of all cells at the end of the $k^{th}$ iteration. The advantages of using variable bias is following.

1. Bias value is not arbitrarily selected and no trial runs are required to find the best value. The variable bias automatically adjusts according to the problem state.

2. For bad quality solutions, the average goodness is low, resulting in a high bias value. This ensures that the size of selection set is not excessively large and thus save the algorithm from making large number of moves.

3. For good quality solutions, the average goodness is high. Therefore, a low bias value is used. It will result in the selection of sufficient number of cells thus
protecting the algorithm from early convergence.

Along with these benefits, the following analysis points out some drawbacks of using variable bias.

A cell $i$ will be selected if,

$$Random > g_i + B_k$$

or

$$Random - B_k > g_i$$

or

$$Random - 1 + G_k > g_i$$

or

$$R_{new} > g_i$$

where $R_{new}$ is the new random number in the range $[-(1 - G_k), G_k]$. It is clear from this range that probability of selection of cells having goodness $g_i > G_k$ is zero. This may lead to some local optimal solution because statistically half of the cells have zero probability of selection.

Also probability of no selection is $1 - G_k$. It means that when $G_k$ is low, the size of selection set is small because $1 - G_k$ has a high value, and when $G_k$ is high then selection set is large as $1 - G_k$ gives a low value. This behavior is against the basic idea of SimE according to which size of the selection set has to be decreased with
increase in average goodness. It is also against the behavior of any other iterative search algorithm where big perturbations are made when the solution is bad and smaller perturbations are made with improvement in the quality of solution. Another selection criteria where \( B_k = G_k \), was also implemented but the experimental results showed that the algorithm converges fast, and does not give better results when compared to "Biasless Selection" discussed in the next section.

4.5.5 Biasless Selection

In this implementation, a scheme proposed by Khan et al [62] where the selection bias \( B \) is totally eliminated and a cell is selected if \( \text{Random} > \text{goodness}_i \) is used. This method is as follows:

When number of cells in the problem is large, as in the case of VLSI partitioning, the goodness distribution among the cells is Gaussian, with mean \( G_m \) and standard deviation \( G_\sigma \). In the proposed selection scheme a Gaussian random number is used instead of using uniformly distributed random number. This way the problem of having cells with zero selection probability can be avoided. The mean \( R_m \) and standard deviation \( R_\sigma \) of the random number are calculated as follows

\[
R_m = G_m - G_\sigma \tag{4.10}
\]

\[
R_\sigma = G_\sigma \tag{4.11}
\]
If we use $G_m$ as the mean for random number generation, it is most likely that around 50% cells would be selected which is not desirable in case of large number of cells. To avoid such an unfeasible selection set, we change this mean to $G_m - G_\sigma$, so that only 12 - 13% cells will be selected in the initial iterations. These values are determined only in the first iteration of the algorithm. However, with increased number of iterations, average goodness will increase and this may cause very small number of cells to be selected. To avoid this, the mean of random number is updated when the number of selected cells goes down to 5% of total number of cells in the problem as follows:

$$R_m = R_m + 0.1 \times R_\sigma$$  \hfill (4.12)

This scheme has some significant advantages, (1) there is no cell in the design having zero selection probability, hence avoiding local optima, (2) size of selection set reduces with increase in the average goodness value, and (3) update procedure avoids extremely small selection set.

### 4.6 Power FM Algorithm

Fidducia Mattheyeses presented an iterative heuristic that takes into consideration multipin nets as well as sizes of circuit elements. As mentioned in Chapter 1, Fidducia-Mattheyes heuristic (Fig. 1.4) is an efficient and fast technique used in the bipartitioning problem. The move in the Fidducia Mattheyeses is based on the
gain due to decrease in the cutset, and is defined as follows: The gain $g(i)$ of a cell $i$ is the number of nets by which the cutset would decrease if cell $i$ were to be moved. A cell is moved from its current block to its complementary block. To avoid having all cells migrate to one block, a balancing criterion is maintained. The algorithm starts by choosing a node which causes maximum gain and does not disturb the balance criteria (to a certain tolerance, usually 10%). The node is moved and the gain of all affected cells is updated. When a cell is moved it is locked; when all cells are moved then this means that we have finished one pass. At the end of a pass, all cells are freed and the process repeated until a point where no further gain can be achieved.

The PowerFM is a modification of the FM algorithm which seeks minimization of the power consumption due to the cut. All concepts of FM are maintained; the major difference is the calculation of the gain due to the sum of the switching probabilities of the cut nets. Also some other necessary modifications are done in some parts of the algorithm and are discussed later next.

### 4.6.1 Power Gain Calculation

The power gain for a cell $i$ is calculated using Eq. 4.13. $X_i$ is the set of cut critical nets. $U_i$ is the set of uncut critical net. An example of calculation of the power gain is shown in Fig. 4.13, to calculate the gain of moving cell 7 we have $Pgain(7) = 0 - (0.3 + 0.4) = -0.7$ and for cell 1 $Pgain(1) = 0.1 - 0 = 0.1$. 
\[ Pg(i) = C_{of} \left( \sum_{j=1}^{k} S_j(j \in X_i) - \sum_{j=1}^{k} S_j(j \in U_i) \right) \]  

(4.13)

Figure 4.13: Power gain calculation.

In each pass, the gain of every free cell is updated according to the Compute_Cell_Gain algorithm shown in Fig. 4.14. Let \( F(n) \) be the number of cells connected to net \( n \) in the From_block (current block) of the cell \( i \) to be moved. Let \( T(n) \) be the number of cells connected to net \( n \) in the To_block (destination block) of the moved cell \( i \). When computing the gain we consider only the critical nets A net is critical if it has a cell which if moved will change its cutsate. That is if and only if \( F(n) \) or \( T(n) \) is either 0 or 1. As an example consider cell 1 in Fig. 4.14 and the net denoted as a formed by the connection of cells 1, 3, and 4; hence \( a = (1, 3, 4) \). Considering the From_block as partition 1 and the To_block as partition 2; it is clear that \( F(a) = 1 \) and \( T(a) = 2 \) then this net contributes positively to the gain by 0.1
ALGORITHM  Compute_Cell_gains;
Begin
For each free cell i Do
  g(i) ← 0;
  F ← From_block of cell i
  T ← To_block of cell i
  FOR each net n on cell i DO
    If F(n) = 1 Then g(i) = g(i) + (C_{off} \times Sw \text{ prob of driving net})
    (Cell i is the only cell in the From_block connected to net n.)
    If T(n) = 0 Then g(i) = g(i) - (C_{off} \times Sw \text{ prob of driving net})
    (All of the cells connected to net n are in the From_block.)
  EndFor
EndFor
End.

Figure 4.14: Procedure to compute gains of free cells.

(obtained from moving cell 1), and furthermore it is called a critical net. Another example, consider cell 5 and nets b = (5, 4, 2) and c = (5, 7), notice that F(b) = 1 and T(b) = 2, F(c) = 2 and T(c) = 0, then net b contributes positively to the gain by 0.2 and net c contribute negatively by 0.3 and both are critical nets. The idea behind the algorithm is simple. It checks if the net is critical, if F(n) = 1 then moving cell i will increase the gain by C_{off} \times (Sw \text{ prob of driving net}) and if T(n) = 0 then moving the cell i will decrease the gain by C_{off} \times (Sw \text{ prob of driving net}).

4.6.2  General Description

The first step consists of computing the gains of all free cells. Cells are considered to be free if they are not locked either initially by the user, or after they have been
moved during this pass. Having computed the gains of each cell, we now choose the "base cell". The "base cell" is one that has the maximum gain and does not violate the balance criterion. If no base cell is found then the procedure stops. When the balance criterion is satisfied, then the cell with maximum gain is selected as the base cell. In some cases, the gain of the cell is non-positive. However, we still move the cell with the expectation that the move will allow the algorithm to escape out of the local minimum. As mentioned before, to avoid migration of all cells to one block, during each move, the balance criteria is maintained. After each move, the selected cell is locked in its new block for the remainder of the pass. Then, the gains of cells comprising the critical net are updated. If more free cells exist then we search for the next base cell. If found, then we go back and lock the cell, and repeat the update. If no free cells are found then we move on. After all cells have been considered for movement, as in the case of Kernighan-Lin, the best partition encountered during the pass is taken as its output. The number of cells to move is given by the value of \( k \) which yields maximum positive gain \( G_k \), where \( G_k = \sum_{i=1}^{k} g_i \).

Only the cells given by the best sequence, that is \( c_1, c_2, ..., c_k \), are permanently moved to their complementary blocks. Then all cells are freed and the complete procedure is repeated.
Chapter 5

Experiments and Results

5.1 Introduction

This chapter presents the experimental results obtained from the algorithms discussed in this thesis, namely GA, TS, SimE and PowerFM. First, the performance of GA and TS in case of the multiobjective optimization and the single objective optimization is analyzed and compared in Section 5.3. Then, the GA and TS algorithms are compared in terms of time performance and quality of solution in Section 5.4. SimE results are presented and compared with TS and PowerFM in Section 5.5. Moreover, the case of using PowerFM as a starting solution for GA and TS is analyzed in Section 5.6.
<table>
<thead>
<tr>
<th>Name</th>
<th>Number of cells</th>
<th>Number of nets</th>
</tr>
</thead>
<tbody>
<tr>
<td>S298</td>
<td>136</td>
<td>130</td>
</tr>
<tr>
<td>S386</td>
<td>172</td>
<td>165</td>
</tr>
<tr>
<td>S641</td>
<td>433</td>
<td>410</td>
</tr>
<tr>
<td>S832</td>
<td>310</td>
<td>291</td>
</tr>
<tr>
<td>S953</td>
<td>440</td>
<td>417</td>
</tr>
<tr>
<td>S1196</td>
<td>561</td>
<td>547</td>
</tr>
<tr>
<td>S1238</td>
<td>540</td>
<td>526</td>
</tr>
<tr>
<td>S1488</td>
<td>667</td>
<td>648</td>
</tr>
<tr>
<td>S1494</td>
<td>661</td>
<td>642</td>
</tr>
<tr>
<td>S2081</td>
<td>122</td>
<td>121</td>
</tr>
<tr>
<td>S3330</td>
<td>1962</td>
<td>1888</td>
</tr>
<tr>
<td>S5378</td>
<td>2994</td>
<td>2944</td>
</tr>
<tr>
<td>S9234</td>
<td>5845</td>
<td>5822</td>
</tr>
<tr>
<td>S13207</td>
<td>8652</td>
<td>8530</td>
</tr>
<tr>
<td>S15850</td>
<td>10384</td>
<td>10296</td>
</tr>
</tbody>
</table>

Table 5.1: Circuits details.

5.2 Circuits Details

ISCAS-85/89 benchmark circuits were used in all the experiments. Most of the circuits considered are sequential thus reflecting real life systems where purely combinational circuits are rarely used. However, sequential circuits have more severe delay problems than combinational circuits, as the latter are more often well structured. The key characteristics of these circuits are given in Table 5.1. The details of the cell characteristics are obtained from the 0.25μ MOSIS, TSMC and CMOS technology library [63].
5.3 Single Objective Versus Multiobjective Optimization

MOP and SOP are compared to study the relations between the multiple possibly conflicting objectives (delay, cutset, power) and the effects on the overall quality of the final solution. The following three sub-sections present the comparison between MOP and the SOP for cutset, delay and power consumption. Each sub-section is divided into both GA and TS results.

5.3.1 Power-only Optimization Versus MOP

Interconnect power dissipation is an important objective to be minimized in VLSI optimization. Hence, the first experiment is conducted for power-only optimization and then compared with the multiobjective optimization. The costs of the three objectives for the best solution obtained from GA and TS are given in Table 5.2 and 5.3 respectively. Various implementation parameters that were tuned experimentally are as follows: For GA, the population size is 10, probability of crossover is 0.99, and the probability of mutation is 0.09. For TS, the number of neighbors is 10 and the Tabu list size is 0.1 times the size of the circuits. $C_{off}$ (off-chip capacitance) is taken as 100 femtofarad. Each experiment is run is of for 10,000 generations, and the fuzzy fitness constant $\beta = 0.7$. To save on runtime instead of starting by a completely random solution, this implementation starts by a random solution with
a 10% unbalance. The balance criteria is then taken as an objective in the cost function.

<table>
<thead>
<tr>
<th>Circuit</th>
<th>For Power-only</th>
<th>For all objectives</th>
</tr>
</thead>
<tbody>
<tr>
<td>S298</td>
<td>407</td>
<td>34</td>
</tr>
<tr>
<td>S386</td>
<td>450</td>
<td>37</td>
</tr>
<tr>
<td>S641</td>
<td>1314</td>
<td>72</td>
</tr>
<tr>
<td>S832</td>
<td>686</td>
<td>59</td>
</tr>
<tr>
<td>S953</td>
<td>685</td>
<td>134</td>
</tr>
<tr>
<td>S1196</td>
<td>550</td>
<td>135</td>
</tr>
<tr>
<td>S1238</td>
<td>471</td>
<td>133</td>
</tr>
<tr>
<td>S1488</td>
<td>747</td>
<td>107</td>
</tr>
<tr>
<td>S1494</td>
<td>181</td>
<td>118</td>
</tr>
<tr>
<td>S2081</td>
<td>292</td>
<td>19</td>
</tr>
<tr>
<td>S3330</td>
<td>720</td>
<td>358</td>
</tr>
<tr>
<td>S5378</td>
<td>923</td>
<td>653</td>
</tr>
<tr>
<td>S9234</td>
<td>1547</td>
<td>1189</td>
</tr>
<tr>
<td>S13207</td>
<td>2243</td>
<td>1908</td>
</tr>
<tr>
<td>S15850</td>
<td>2167</td>
<td>2409</td>
</tr>
</tbody>
</table>

Table 5.2: A Comparison between the quality of the best solutions obtained from GA by performing SOP for power consumption and MOP.

As seen in Table 5.2, for all circuits except S5378, it is observed that power-only optimization performs better than MOP in terms of power cost. However, at the same time, the other two objectives are affected adversely for all the circuits. This behavior is easy to understand; when optimization is done for power only, the target is to minimize the number of the nets cut having high switching probabilities. All other nets may be ignored in this process, and thus the overall cutset is not reduced as in the case of multiobjective or cut-only optimization. It can also be noticed that for the particular circuit S2081, the power-only optimization performed better for all objectives than MOP. This can be attributed to the fact that S2081 is the
Table 5.3: A Comparison between the quality of the best solutions obtained from TS by performing SOP for power-only and MOP.

The smallest circuit (121 nets) and thus its search space is limited and easily explored.

Table 5.3, shows the results obtained from TS for power-only optimization. As in the case of GA, it can be noticed that TS for power-only optimization performs better than TS for MOP in terms of power cost, but not for the other two objectives (cutset and delay). When comparing the performance of TS (Table 5.3) and GA (Table 5.2) we see that TS outperformed GA in the case of power-only optimization with respect to the quality of the solution, for most of the circuits except (S953, S1488, S2081).

In both cases the delay objective is most negatively affected as the process of optimizing power is very limited in terms of number of affected nets and thus it may totally ignore the nets lying on the timing-critical paths. As a result, delay costs
are not optimized at all.

5.3.2 Delay-only Optimization Versus MOP

In this section, a comparison between SOP for delay and MOP is made. Table 5.4 and Table 5.5 show these comparative values of cutset, power, and delay costs for the solutions obtained from GA and TS respectively.

<table>
<thead>
<tr>
<th>Circuit</th>
<th>For Delay-only</th>
<th>For all objectives</th>
</tr>
</thead>
<tbody>
<tr>
<td>S298</td>
<td>233</td>
<td>57</td>
</tr>
<tr>
<td>S386</td>
<td>350</td>
<td>61</td>
</tr>
<tr>
<td>S641</td>
<td>1014</td>
<td>158</td>
</tr>
<tr>
<td>S832</td>
<td>378</td>
<td>108</td>
</tr>
<tr>
<td>S953</td>
<td>485</td>
<td>195</td>
</tr>
<tr>
<td>S1196</td>
<td>392</td>
<td>301</td>
</tr>
<tr>
<td>S1238</td>
<td>385</td>
<td>287</td>
</tr>
<tr>
<td>S1488</td>
<td>552</td>
<td>281</td>
</tr>
<tr>
<td>S1494</td>
<td>301</td>
<td>152</td>
</tr>
<tr>
<td>S2081</td>
<td>252</td>
<td>43</td>
</tr>
<tr>
<td>S3330</td>
<td>684</td>
<td>964</td>
</tr>
<tr>
<td>S5378</td>
<td>678</td>
<td>1725</td>
</tr>
<tr>
<td>S9234</td>
<td>1426</td>
<td>3077</td>
</tr>
<tr>
<td>S13207</td>
<td>1448</td>
<td>4625</td>
</tr>
<tr>
<td>S15850</td>
<td>1920</td>
<td>5520</td>
</tr>
</tbody>
</table>

Table 5.4: A Comparison between the quality of the best solutions obtained from GA by performing SOP for delay-only and MOP.

Delay-only optimization ignores the other two objectives. The costs of cutset and power consumption are very high in this case for all the circuits. The reason for this behavior is that the optimization for delay targets a limited number of nets which lie on the critical paths; all other nets are totally ignored. As a consequence, the overall cutset and power consumption are not optimized at all. Observing the
<table>
<thead>
<tr>
<th>Circuit</th>
<th>For Delay-only</th>
<th>For all objectives</th>
</tr>
</thead>
<tbody>
<tr>
<td>S298</td>
<td>189</td>
<td>66</td>
</tr>
<tr>
<td>S386</td>
<td>345</td>
<td>65</td>
</tr>
<tr>
<td>S641</td>
<td>872</td>
<td>181</td>
</tr>
<tr>
<td>S832</td>
<td>399</td>
<td>126</td>
</tr>
<tr>
<td>S953</td>
<td>402</td>
<td>172</td>
</tr>
<tr>
<td>S1196</td>
<td>300</td>
<td>106</td>
</tr>
<tr>
<td>S1238</td>
<td>407</td>
<td>79</td>
</tr>
<tr>
<td>S1488</td>
<td>524</td>
<td>286</td>
</tr>
<tr>
<td>S1494</td>
<td>581</td>
<td>275</td>
</tr>
<tr>
<td>S2081</td>
<td>232</td>
<td>61</td>
</tr>
<tr>
<td>S3330</td>
<td>654</td>
<td>935</td>
</tr>
<tr>
<td>S5378</td>
<td>590</td>
<td>1682</td>
</tr>
<tr>
<td>S9234</td>
<td>1044</td>
<td>3162</td>
</tr>
<tr>
<td>S13207</td>
<td>964</td>
<td>4565</td>
</tr>
<tr>
<td>S15850</td>
<td>1675</td>
<td>5565</td>
</tr>
</tbody>
</table>

Table 5.5: A Comparison between the quality of the best solutions obtained from TS by performing SOP for delay-only and MOP.

Results in Table 5.4, it can be noticed that for the first ten circuits the delay-only optimization performed better in delay measure when compared with multiobjective optimization. However, when the size of the circuit gets bigger (as in the case of the last five circuits) the multiobjective optimization gives better results. This is because delay-only optimization considers only a small part of the circuit, which will improve the delay at a certain cutset and power value (may be high or low). On the other hand, multiobjective optimization decreases also the cutset and the power value, opening a new search space where more optimal delay solutions can be found. This effect is mainly noticed for the bigger and more complex circuits, where the cells that affect the delay comprise a relatively smaller set than the entire circuit. This effect is also noted for TS in Table 5.5 where circuits S2081, S3330,
S13207 and S15850 have worse delay than multiobjective TS. Comparing the results for TS and GA, we can notice that TS outperformed GA in the case of delay-only optimization, for all circuits except S832 and S1238.

### 5.3.3 Cut-only Optimization Versus MOP

Comparison between cut-only optimization versus MOP is shown in Table 5.6 and Table 5.7 for GA and TS respectively.

<table>
<thead>
<tr>
<th>Circuit</th>
<th>For Cut-only</th>
<th>For all objectives</th>
</tr>
</thead>
<tbody>
<tr>
<td>S298</td>
<td>284</td>
<td>18</td>
</tr>
<tr>
<td>S386</td>
<td>418</td>
<td>29</td>
</tr>
<tr>
<td>S641</td>
<td>1015</td>
<td>44</td>
</tr>
<tr>
<td>S832</td>
<td>445</td>
<td>44</td>
</tr>
<tr>
<td>S953</td>
<td>580</td>
<td>93</td>
</tr>
<tr>
<td>S1196</td>
<td>431</td>
<td>107</td>
</tr>
<tr>
<td>S1238</td>
<td>646</td>
<td>116</td>
</tr>
<tr>
<td>S1488</td>
<td>708</td>
<td>99</td>
</tr>
<tr>
<td>S1494</td>
<td>701</td>
<td>82</td>
</tr>
<tr>
<td>S2081</td>
<td>449</td>
<td>16</td>
</tr>
<tr>
<td>S3330</td>
<td>703</td>
<td>277</td>
</tr>
<tr>
<td>S5378</td>
<td>594</td>
<td>488</td>
</tr>
<tr>
<td>S9234</td>
<td>1557</td>
<td>960</td>
</tr>
<tr>
<td>S13207</td>
<td>1572</td>
<td>1538</td>
</tr>
<tr>
<td>S15850</td>
<td>1938</td>
<td>2001</td>
</tr>
</tbody>
</table>

Table 5.6: A Comparison between the quality of the best solutions obtained from GA by performing SOP for cut-only and MOP.

Table 5.6 lists the values of all three objectives in the solutions obtained from GA in both the case of MOP and cut-only optimization. Similarly, Table 5.7 shows the same comparison for the solutions obtained from TS. It is observed that in all the circuits, cut-only optimization approach results in slightly smaller cutset size
Table 5.7: A Comparison between the quality of the best solutions obtained from TS by performing SOP for cut-only and MOP.

but with an increase in values of the other two objectives. The power consumption objective is less affected because it is related to the cutset i.e., if the nets with high switching probability are not cut then the circuit consumes less power. The delay on the other hand may not be minimized when minimizing cutsize because the value of delay depends only on those cells that are on the longest path in the circuit, and these comprise a small subset of the circuit.

5.4 GA Versus TS

The results obtained from GA and TS for MOP are compared in terms of the overall quality of best solution and runtime in Table 5.8. $P$ represents an estimate of the cost due to power, which is the sum of the switching probabilities of all the cut
<table>
<thead>
<tr>
<th>Circuit</th>
<th>D (ps)</th>
<th>Cut</th>
<th>P (sp)</th>
<th>$\mu(x)$</th>
<th>$T$ (s)</th>
<th>$T_{best}$ (s)</th>
<th>D (ps)</th>
<th>Cut</th>
<th>P (sp)</th>
<th>$\mu(x)$</th>
<th>$T$ (s)</th>
<th>$T_{best}$ (s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>S298</td>
<td>233</td>
<td>19</td>
<td>1013</td>
<td>0.79</td>
<td>123</td>
<td>43</td>
<td>197</td>
<td>24</td>
<td>926</td>
<td>0.81</td>
<td>62</td>
<td>21</td>
</tr>
<tr>
<td>S386</td>
<td>356</td>
<td>36</td>
<td>1529</td>
<td>0.75</td>
<td>163</td>
<td>151</td>
<td>366</td>
<td>30</td>
<td>1426</td>
<td>0.76</td>
<td>82</td>
<td>77</td>
</tr>
<tr>
<td>S641</td>
<td>1043</td>
<td>45</td>
<td>2355</td>
<td>0.83</td>
<td>1868</td>
<td>1540</td>
<td>889</td>
<td>59</td>
<td>2281</td>
<td>0.85</td>
<td>939</td>
<td>818</td>
</tr>
<tr>
<td>S832</td>
<td>444</td>
<td>45</td>
<td>3034</td>
<td>0.68</td>
<td>289</td>
<td>276</td>
<td>446</td>
<td>50</td>
<td>2731</td>
<td>0.682</td>
<td>148</td>
<td>80</td>
</tr>
<tr>
<td>S953</td>
<td>526</td>
<td>96</td>
<td>2916</td>
<td>0.69</td>
<td>618</td>
<td>182</td>
<td>466</td>
<td>99</td>
<td>2518</td>
<td>0.734</td>
<td>313</td>
<td>225</td>
</tr>
<tr>
<td>S1196</td>
<td>396</td>
<td>123</td>
<td>5443</td>
<td>0.76</td>
<td>375</td>
<td>373</td>
<td>301</td>
<td>106</td>
<td>4920</td>
<td>0.801</td>
<td>184</td>
<td>134</td>
</tr>
<tr>
<td>S1238</td>
<td>475</td>
<td>127</td>
<td>5713</td>
<td>0.72</td>
<td>397</td>
<td>365</td>
<td>408</td>
<td>79</td>
<td>4597</td>
<td>0.75</td>
<td>187</td>
<td>160</td>
</tr>
<tr>
<td>S1488</td>
<td>571</td>
<td>104</td>
<td>5648</td>
<td>0.71</td>
<td>1238</td>
<td>1183</td>
<td>526</td>
<td>98</td>
<td>5529</td>
<td>0.72</td>
<td>616</td>
<td>405</td>
</tr>
<tr>
<td>S1494</td>
<td>614</td>
<td>102</td>
<td>5474</td>
<td>0.70</td>
<td>1228</td>
<td>1040</td>
<td>585</td>
<td>101</td>
<td>5339</td>
<td>0.71</td>
<td>616</td>
<td>427</td>
</tr>
<tr>
<td>S2081</td>
<td>302</td>
<td>26</td>
<td>787</td>
<td>0.73</td>
<td>94</td>
<td>32</td>
<td>225</td>
<td>17</td>
<td>770</td>
<td>0.79</td>
<td>47</td>
<td>16</td>
</tr>
<tr>
<td>S3330</td>
<td>571</td>
<td>299</td>
<td>10358</td>
<td>0.75</td>
<td>2096</td>
<td>2074</td>
<td>533</td>
<td>295</td>
<td>10298</td>
<td>0.79</td>
<td>1078</td>
<td>994</td>
</tr>
<tr>
<td>S3578</td>
<td>587</td>
<td>573</td>
<td>18437</td>
<td>0.74</td>
<td>2687</td>
<td>2686</td>
<td>590</td>
<td>430</td>
<td>16527</td>
<td>0.79</td>
<td>1338</td>
<td>1100</td>
</tr>
<tr>
<td>S9284</td>
<td>1313</td>
<td>1030</td>
<td>38149</td>
<td>0.72</td>
<td>5963</td>
<td>5949</td>
<td>1052</td>
<td>918</td>
<td>34055</td>
<td>0.81</td>
<td>2992</td>
<td>2821</td>
</tr>
<tr>
<td>S13207</td>
<td>1399</td>
<td>1683</td>
<td>45611</td>
<td>0.74</td>
<td>8098</td>
<td>8097</td>
<td>843</td>
<td>1332</td>
<td>41114</td>
<td>0.79</td>
<td>4001</td>
<td>3690</td>
</tr>
<tr>
<td>S15850</td>
<td>1820</td>
<td>2183</td>
<td>51747</td>
<td>0.74</td>
<td>10214</td>
<td>10206</td>
<td>1411</td>
<td>1671</td>
<td>47480</td>
<td>0.831</td>
<td>5131</td>
<td>5130</td>
</tr>
</tbody>
</table>

Table 5.8: Comparison between costs of the best solutions generated by GA and TS.

It has no unit since it is a probability. $D$ is the delay of the most critical path in pico-seconds (ps), $\mu(x)$ is the membership value, $T(s)$ is the total run time in seconds, and $T_{best}(s)$ is the execution time in seconds for reaching the best solution.

When the fuzzy fitness $\mu(x)$ for TS is compared with GA in Table 5.8, it is notice that TS performed better than GA for most of the circuits in terms of quality of best solution as well as run time.

For small circuits like S2081, S298, and S386 the quality of the final solutions obtained from GA is comparable with those obtained from TS. However, as the size of the circuit increases (and hence size of search space increases), TS consistently performs better than GA. Also, the execution time of GA increases significantly with the increase in circuit complexity. The higher execution time of GA can be attributed to its parallel nature i.e., a population of solutions is to be processed in each generation. Fig. 5.2 and Fig. 5.3 show the trend of solution's cutset, delay,
power, balance, average fitness and best fitness for GA and TS respectively, in case of circuit S13207. It is clear from these plots that TS achieves a better membership that is better than that reached by GA. The best solution for GA is found after 8097 seconds and has 0.74 fitness value, while for TS, it was found after 3690 seconds and has a higher fitness value of 0.79.

Fig. 5.1 shows the performance of TS and GA against execution time in seconds. It is clearly noticed that TS is by far faster and the solution obtained is of better quality.

![Graph](image)

Figure 5.1: Comparison between GA and TS for circuit S13207 with respect to execution time in seconds.
Figure 5.2: Performance of GA for circuit S13207.

Figure 5.3: Performance of TS for circuit S13207.
5.5 Simulated Evolution and PowerFM

The results obtained from SimE when used in the case of MOP are given in Table 5.9. When these results are compared to the ones in Table 5.8, it can be noticed that the overall time \( T(s) \) for TS is less than SimE, but SimE outperformed TS for all the circuits except S386, S1238 and S1488 in terms of quality of solution. These results are a good justification of the use of SimE as an efficient iterative heuristic in the VLSI partitioning problem. Furthermore, they prove the ability of SimE to explore the search space in a more indepth way due to its micro operations (evaluation and selection) on an individual solution.

The results obtained from the PowerFM algorithm are presented in Table 5.10 with a comparison to the results of SimE algorithm for power-only optimization. PowerFM is also compared to SimE in Table 5.11 for the case of multiobjective optimization. The notation in Tables (5.10, 5.11) is as follows: \( P_{avg} \) refers to the average power of the results obtained from 100 runs of the PowerFM, \( D(ps) \) stands for Delay and is measured in pico-seconds, \( Cut \) is the number of nets cut, \( P(sp) \) is the power dissipation measured in terms of switching probability, \( T(s) \) is the total overall time taken by the one run, and \( T_{best}(s) \) is the time that the algorithm needs to find the best solution. It is noticed that the PowerFM is better in optimizing power for smaller circuits (S298, S386, S641, S832, S953, S1196, S1238, S1488, S1494, and S2081) but performs worse for bigger ones (S3330, S5378, S9234, S13207, and
S15850) in terms of the best solution obtained in both Tables (5.10, 5.11). The overall average $P_{avg}$ of the PowerFM is not as good as the results obtained from SimE. However, the execution time of the PowerFM is many orders of magnitude smaller than SimE and varies from 25 to 2000 times faster than SimE. This is due to the fact that the PowerFM is based on passes and it usually finishes after executing several passes (on each pass all the cells are considered for movement). The algorithm stops as soon as it reaches a local minima.

Fig. 5.4 shows the performance of the SimE on the circuit S12307 which gives far better results than GA and TS and better results than PowerFM in terms of the quality of solution. Fig. 5.5 shows the performance of SimE versus TS and GA with respect to time. It can be seen clearly that SimE outperforms both algorithms in terms of quality and runtime.
<table>
<thead>
<tr>
<th>Circuit</th>
<th>D (ps)</th>
<th>Cut</th>
<th>P (sp)</th>
<th>$\mu(x)$</th>
<th>T (s)</th>
<th>$T_{best}(s)$</th>
<th>D (ps)</th>
<th>Cut</th>
<th>P(sp)</th>
<th>T (s)</th>
<th>$P_{avg}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>S298</td>
<td>301</td>
<td>21</td>
<td>738</td>
<td>0.92</td>
<td>97</td>
<td>26</td>
<td>301</td>
<td>20</td>
<td>732</td>
<td>0.05</td>
<td>828</td>
</tr>
<tr>
<td>S386</td>
<td>449</td>
<td>37</td>
<td>1567</td>
<td>0.73</td>
<td>156</td>
<td>152</td>
<td>434</td>
<td>29</td>
<td>1511</td>
<td>0.39</td>
<td>1673</td>
</tr>
<tr>
<td>S641</td>
<td>1133</td>
<td>38</td>
<td>1704</td>
<td>0.95</td>
<td>1416</td>
<td>719</td>
<td>1221</td>
<td>44</td>
<td>1667</td>
<td>0.61</td>
<td>1773</td>
</tr>
<tr>
<td>S832</td>
<td>527</td>
<td>68</td>
<td>3116</td>
<td>0.601</td>
<td>213</td>
<td>162</td>
<td>527</td>
<td>51</td>
<td>2855</td>
<td>1.97</td>
<td>3338</td>
</tr>
<tr>
<td>S953</td>
<td>1120</td>
<td>134</td>
<td>2369</td>
<td>0.643</td>
<td>424</td>
<td>398</td>
<td>902</td>
<td>120</td>
<td>2191</td>
<td>0.60</td>
<td>2422</td>
</tr>
<tr>
<td>S1196</td>
<td>698</td>
<td>109</td>
<td>5206</td>
<td>0.71</td>
<td>361</td>
<td>343</td>
<td>612</td>
<td>68</td>
<td>4116</td>
<td>1.81</td>
<td>5289</td>
</tr>
<tr>
<td>S1238</td>
<td>658</td>
<td>131</td>
<td>5928</td>
<td>0.60</td>
<td>330</td>
<td>316</td>
<td>544</td>
<td>62</td>
<td>4261</td>
<td>1.80</td>
<td>5358</td>
</tr>
<tr>
<td>S1488</td>
<td>655</td>
<td>105</td>
<td>5866</td>
<td>0.65</td>
<td>1009</td>
<td>879</td>
<td>724</td>
<td>70</td>
<td>5228</td>
<td>5.60</td>
<td>5787</td>
</tr>
<tr>
<td>S1794</td>
<td>738</td>
<td>125</td>
<td>6201</td>
<td>0.68</td>
<td>800</td>
<td>433</td>
<td>630</td>
<td>80</td>
<td>5354</td>
<td>7.19</td>
<td>6022</td>
</tr>
<tr>
<td>S2091</td>
<td>386</td>
<td>15</td>
<td>583</td>
<td>0.94</td>
<td>73</td>
<td>58</td>
<td>335</td>
<td>7</td>
<td>565</td>
<td>0.11</td>
<td>586</td>
</tr>
<tr>
<td>S3330</td>
<td>552</td>
<td>228</td>
<td>9354</td>
<td>0.89</td>
<td>1685</td>
<td>1008</td>
<td>593</td>
<td>226</td>
<td>9522</td>
<td>6.37</td>
<td>10180</td>
</tr>
<tr>
<td>S5378</td>
<td>738</td>
<td>299</td>
<td>13688</td>
<td>0.91</td>
<td>1582</td>
<td>1142</td>
<td>574</td>
<td>363</td>
<td>14565</td>
<td>19.22</td>
<td>15453</td>
</tr>
<tr>
<td>S9234</td>
<td>898</td>
<td>209</td>
<td>25565</td>
<td>0.96</td>
<td>3672</td>
<td>1976</td>
<td>832</td>
<td>389</td>
<td>26784</td>
<td>92.50</td>
<td>29100</td>
</tr>
<tr>
<td>S13207</td>
<td>1099</td>
<td>690</td>
<td>34921</td>
<td>0.94</td>
<td>7150</td>
<td>5365</td>
<td>1286</td>
<td>929</td>
<td>37190</td>
<td>273</td>
<td>39155</td>
</tr>
<tr>
<td>S15850</td>
<td>1458</td>
<td>688</td>
<td>40686</td>
<td>0.91</td>
<td>8122</td>
<td>5732</td>
<td>1464</td>
<td>919</td>
<td>42521</td>
<td>318.56</td>
<td>43238</td>
</tr>
</tbody>
</table>

Table 5.10: Comparison between SimE and PowerFM for power-only optimization.

<table>
<thead>
<tr>
<th>Circuit</th>
<th>D (ps)</th>
<th>Cut</th>
<th>P (sp)</th>
<th>$T (s)$</th>
<th>$T_{best}(s)$</th>
<th>D (ps)</th>
<th>Cut</th>
<th>P(sp)</th>
<th>$T (s)$</th>
<th>$P_{avg}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>S298</td>
<td>197</td>
<td>11</td>
<td>837</td>
<td>102</td>
<td>62</td>
<td>301</td>
<td>20</td>
<td>732</td>
<td>0.05</td>
<td>828</td>
</tr>
<tr>
<td>S386</td>
<td>393</td>
<td>28</td>
<td>1696</td>
<td>156</td>
<td>152</td>
<td>434</td>
<td>29</td>
<td>1511</td>
<td>0.39</td>
<td>1673</td>
</tr>
<tr>
<td>S641</td>
<td>886</td>
<td>16</td>
<td>1738</td>
<td>1390</td>
<td>966</td>
<td>1221</td>
<td>44</td>
<td>1667</td>
<td>0.61</td>
<td>1773</td>
</tr>
<tr>
<td>S832</td>
<td>500</td>
<td>45</td>
<td>3222</td>
<td>274</td>
<td>257</td>
<td>527</td>
<td>51</td>
<td>2855</td>
<td>1.97</td>
<td>3338</td>
</tr>
<tr>
<td>S953</td>
<td>476</td>
<td>48</td>
<td>2173</td>
<td>528</td>
<td>249</td>
<td>902</td>
<td>120</td>
<td>2191</td>
<td>0.60</td>
<td>2422</td>
</tr>
<tr>
<td>S1196</td>
<td>415</td>
<td>78</td>
<td>5488</td>
<td>463</td>
<td>398</td>
<td>612</td>
<td>68</td>
<td>4116</td>
<td>1.81</td>
<td>5289</td>
</tr>
<tr>
<td>S1238</td>
<td>350</td>
<td>77</td>
<td>5960</td>
<td>417</td>
<td>205</td>
<td>544</td>
<td>62</td>
<td>4218</td>
<td>1.80</td>
<td>5358</td>
</tr>
<tr>
<td>S1488</td>
<td>612</td>
<td>83</td>
<td>5892</td>
<td>1082</td>
<td>716</td>
<td>724</td>
<td>70</td>
<td>5228</td>
<td>5.60</td>
<td>5787</td>
</tr>
<tr>
<td>S1494</td>
<td>502</td>
<td>71</td>
<td>6250</td>
<td>1017</td>
<td>802</td>
<td>630</td>
<td>80</td>
<td>5354</td>
<td>7.19</td>
<td>6022</td>
</tr>
<tr>
<td>S2081</td>
<td>325</td>
<td>13</td>
<td>706</td>
<td>93</td>
<td>89</td>
<td>335</td>
<td>7</td>
<td>565</td>
<td>0.11</td>
<td>586</td>
</tr>
<tr>
<td>S3330</td>
<td>394</td>
<td>46</td>
<td>8431</td>
<td>1662</td>
<td>1086</td>
<td>593</td>
<td>226</td>
<td>9522</td>
<td>6.37</td>
<td>10180</td>
</tr>
<tr>
<td>S5378</td>
<td>554</td>
<td>161</td>
<td>14994</td>
<td>2117</td>
<td>465</td>
<td>574</td>
<td>363</td>
<td>14565</td>
<td>19.22</td>
<td>15453</td>
</tr>
<tr>
<td>S9234</td>
<td>831</td>
<td>196</td>
<td>25672</td>
<td>4733</td>
<td>3853</td>
<td>832</td>
<td>389</td>
<td>26784</td>
<td>92.50</td>
<td>29100</td>
</tr>
<tr>
<td>S13207</td>
<td>1014</td>
<td>313</td>
<td>35014</td>
<td>6295</td>
<td>3129</td>
<td>1286</td>
<td>929</td>
<td>37190</td>
<td>273</td>
<td>39155</td>
</tr>
<tr>
<td>S15850</td>
<td>1189</td>
<td>416</td>
<td>40716</td>
<td>7978</td>
<td>1850</td>
<td>1464</td>
<td>919</td>
<td>42521</td>
<td>318.56</td>
<td>43238</td>
</tr>
</tbody>
</table>

Table 5.11: Comparison between Multiobjective SimE and PowerFM.
Figure 5.4: Multiobjective SimE performance for the circuit S13207.
Figure 5.5: Multiobjective SimE versus GA versus TS performance for the circuit S13207 against time.
5.6 Starting from PowerFM as Initial Solution to GA and TS

The idea of using PowerFM as a starting solution for other multiobjective iterative algorithms is relevant given its speed and reasonable performance. Such a strategy saves significant time for algorithms like GA and TS. The results showed that GA and TS were able to improve the overall quality of a solution provided by PowerFM (Fig. 5.6, Fig. 5.7).

Fig. 5.6 shows the performance of GA on circuit S1488 when starting with a solution provided by PowerFM. Fig. 5.7 shows the performance of TS on circuit S1488 when starting with the same solution. For this circuit, GA was able to get better delay, power, cutset values than SimE and PowerFM, with considerably shorter runtime (compared with the random start GA). For this particular circuit, TS results were comparable to SimE but not better.

Table 5.12 and Table 5.13 shows the results of using PowerFM to provide an initial solution for GA and TS respectively when compared to random start and SimE results. Table 5.12 shows that when starting from a solution provided by PowerFM, GA results (for all circuits) were better than those starting from a random solution in terms of the overall quality, which is also the case for TS in Table 5.13.

In Table 5.12, the performance of GA (starting from PowerFM) and multiobjective SimE is compared. It can be noticed that SimE is better than GA in terms of
<table>
<thead>
<tr>
<th>Circuit</th>
<th>GA Random Start</th>
<th>GA Start From PowerFM</th>
<th>Multiobjective SimE</th>
</tr>
</thead>
<tbody>
<tr>
<td>S298</td>
<td>233</td>
<td>19</td>
<td>1013</td>
</tr>
<tr>
<td>S386</td>
<td>356</td>
<td>36</td>
<td>1529</td>
</tr>
<tr>
<td>S641</td>
<td>1043</td>
<td>45</td>
<td>2355</td>
</tr>
<tr>
<td>S832</td>
<td>444</td>
<td>45</td>
<td>3034</td>
</tr>
<tr>
<td>S953</td>
<td>526</td>
<td>96</td>
<td>2916</td>
</tr>
<tr>
<td>S1196</td>
<td>396</td>
<td>123</td>
<td>5443</td>
</tr>
<tr>
<td>S1238</td>
<td>475</td>
<td>27</td>
<td>5713</td>
</tr>
<tr>
<td>S1488</td>
<td>571</td>
<td>104</td>
<td>5648</td>
</tr>
<tr>
<td>S1497</td>
<td>614</td>
<td>102</td>
<td>2477</td>
</tr>
<tr>
<td>S2081</td>
<td>302</td>
<td>26</td>
<td>787</td>
</tr>
<tr>
<td>S3330</td>
<td>571</td>
<td>299</td>
<td>10358</td>
</tr>
<tr>
<td>S5378</td>
<td>587</td>
<td>573</td>
<td>38437</td>
</tr>
<tr>
<td>S9234</td>
<td>1313</td>
<td>1090</td>
<td>38149</td>
</tr>
<tr>
<td>S13207</td>
<td>1897</td>
<td>1663</td>
<td>45611</td>
</tr>
<tr>
<td>S15850</td>
<td>1820</td>
<td>2183</td>
<td>51747</td>
</tr>
</tbody>
</table>

Table 5.12: Start from PowerFM versus random start GA and SimE.

<table>
<thead>
<tr>
<th>Circuit</th>
<th>TS Random Start</th>
<th>TS Start From PowerFM</th>
<th>Multiobjective SimE</th>
</tr>
</thead>
<tbody>
<tr>
<td>S298</td>
<td>197</td>
<td>24</td>
<td>926</td>
</tr>
<tr>
<td>S386</td>
<td>386</td>
<td>30</td>
<td>1426</td>
</tr>
<tr>
<td>S641</td>
<td>889</td>
<td>59</td>
<td>2281</td>
</tr>
<tr>
<td>S832</td>
<td>446</td>
<td>50</td>
<td>2731</td>
</tr>
<tr>
<td>S953</td>
<td>665</td>
<td>99</td>
<td>2518</td>
</tr>
<tr>
<td>S1196</td>
<td>301</td>
<td>106</td>
<td>4920</td>
</tr>
<tr>
<td>S1238</td>
<td>408</td>
<td>70</td>
<td>4597</td>
</tr>
<tr>
<td>S1488</td>
<td>528</td>
<td>98</td>
<td>5529</td>
</tr>
<tr>
<td>S1497</td>
<td>585</td>
<td>101</td>
<td>3539</td>
</tr>
<tr>
<td>S2081</td>
<td>225</td>
<td>17</td>
<td>770</td>
</tr>
<tr>
<td>S3330</td>
<td>533</td>
<td>295</td>
<td>10298</td>
</tr>
<tr>
<td>S5378</td>
<td>590</td>
<td>430</td>
<td>16527</td>
</tr>
<tr>
<td>S9234</td>
<td>1058</td>
<td>918</td>
<td>34055</td>
</tr>
<tr>
<td>S13207</td>
<td>843</td>
<td>1332</td>
<td>41114</td>
</tr>
<tr>
<td>S15850</td>
<td>1411</td>
<td>1671</td>
<td>47480</td>
</tr>
</tbody>
</table>

Table 5.13: Start from PowerFM versus random start TS and SimE.
Figure 5.6: Genetic Algorithm starting from PowerFM for circuit S1488.
Figure 5.7: Tabu Search algorithm starting from PowerFM for circuit S1488.
all objectives (delay, cutset, power) for the circuits S3330, S5378, S9234, S13207 and S15850. While GA performed better than SimE in terms of all objectives only for the circuit S832. GA performed better than SimE in terms of delay and power for the circuits S1488, S1196 and S386 but worse for cutset. Also in terms of delay only for circuits S2081, S953 and S641 but worse for cutset and power. The overall performance of SimE is better for larger circuits, while GA performance is competitive for the other smaller ones.

When the results of TS (starting from PowerFM) in Table 5.13 and GA (starting from PowerFM) in Table 5.12 are compared, it is noticed that TS is better than GA for all circuits (in terms of all objectives) except for circuits S641 and S1488. For these two circuits TS is better in terms of cutset and power objectives and worse for the delay objective.

When the performance of TS (starting from PowerFM) and multiobjective SimE is compared in Table 5.13, it can be noticed that SimE is better than TS for the circuits S3330, S5378, S9234, S13207 and S15850 in terms of overall quality of solution, while TS is better for the circuits S386, S832, S1196 and S2081. For other circuits like S1488, S5378 and S641 TS is better in terms of delay objective only. It can be concluded that the overall performance of SimE is better than TS for larger circuits, while TS performs very well for other smaller ones.

The results proved that it is beneficial to use PowerFM as a starting solution for multiobjective GA and TS. Furthermore, it showed the importance of SimE
algorithm and its ability to explore the bigger solution space in a more efficient way.
Chapter 6

Conclusions and Future Directions

In this thesis, the problem of timing and low power driven VLSI standard cell placement is addressed. This is formulated as a multiobjective optimization problem (MOP) and the use of fuzzy rules is proposed for designing aggregate cost function. Two iterative algorithms, namely, GA and TS are presented for solving this hard problem. In addition, a SimE algorithm was proposed along with a new variation of the Fiduccia-Mattheyses algorithm specifically to optimize power called PowerFM. The results of the above techniques are promising and show that these are well engineered algorithms for the problem.

Here are some concluding statements regarding the thesis work:

- The present work successfully addressed the important issue of reducing power and delay consumption in VLSI circuits.
• The present work successfully formulate and provide solutions to the problem of multiobjective VLSI partitioning

• TS partitioning algorithm outperformed GA in terms of quality of solution and execution time.

• SimE results were better than TS and GA in terms of quality of solution and execution time.

• PowerFM proved to be a fast and efficient algorithm for power-only optimization

• PowerFM results are comparable to SimE but with a faster runtime.

• PowerFM can be used to provide TS and GA algorithms a good starting solution.

• For GA and TS when starting from PowerFM proved to improve the solutions obtained from PowerFM.

• For GA and TS when starting from PowerFM proved to give better results than when starting from a random solution.

• TS (from PowerFM) was better than SimE for smaller circuits but SimE still better for larger ones.
• The results showed the importance of SimE algorithm and its ability to explore
  the bigger solution space in a more efficient way.

Future Directions

Some possible directions of future work can as follows:

• Investigation of some other iterative heuristics for the presented problem.

• Some other hybrid techniques can be proposed and experimented with for
  further improvement of the results.

• The presented standard cell partitioning techniques can be extended to per-
  form the optimization of other steps of VLSI physical design.
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