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[bookmark: _Hlk182991372]In superconducting quantum computing, coplanar-waveguide resonators and qubits are essential components, but they suffer from energy loss due to two-level systems (TLS) in bulk and interfacial dielectrics. CPW resonators, in particular, serve as valuable platforms for probing material losses in superconducting circuits under single-quantum excitations. This work combines experimental and simulation approaches to address TLS-induced losses, focusing on improving resonator quality factors and by minimizing oxide formation at key air-interfaces. Freshly prepared Al thin films were passivated with SAMs by immersing the Al-coated silicon substrates in SAM solutions. X-ray photoelectron spectroscopy (XPS) confirms the successful binding of the SAM and the suppression of oxide growth. Moreover, the passivation remains stable after aging for 15 days in ambient conditions, as evidenced by XPS and contact angle measurements. Scanning electron microscopy (SEM) analyses further support the binding of the SAM to the Al surface and suppression of oxides growth. The simulation study investigates TLS losses by modifying various CPW resonator interfaces with low-loss dielectric materials and etching methods, yielding significant improvements in resonator quality factors. Together, these simulation and experimental insights provide a robust framework for addressing dielectric losses in superconducting quantum circuits. SAM-based passivation offers a promising method for reducing microwave loss and improving the performance of Al-based superconducting quantum circuits.
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الاسم الكامل: عمر عبد الصاحب صالح صالح

عنوان الرسالة: قمع نمو الأكاسيد لتعزيز عامل الجودة في الرنانات الموجية فائقة التوصيل المستوية

التخصص: الفيزياء

تاريخ الدرجة العلمية: ديسمبر 2024

في مجال الحوسبة الكمومية فائقة التوصيل، تُعد الرنانات ذات الموجة المشتركة (CPW) والكيوبتات مكونات أساسية، لكنها تعاني من فقدان الطاقة بسبب الأنظمة ذات المستويين (TLS) الموجودة في المواد العازلة السائبة أو على السطح. تُستخدم رنانات CPW بشكل خاص كمنصات قيمة لدراسة الخسائر المادية في الدوائر فائقة التوصيل تحت إثارات كمومية مفردة.  
يهدف هذا العمل إلى معالجة الخسائر الناتجة عن الأنظمة ذات المستويين من خلال الجمع بين التجارب والمحاكاة، مع التركيز على تحسين عوامل جودة الرنانات وتقليل تكوّن الأكاسيد عند الواجهات الهوائية الرئيسية. تم طلاء شرائح السيليكون بطبقة رقيقة من الألمنيوم حديثة التحضير ثم معالجتها باستخدام طبقات ذاتية التجميع (SAMs) عبر غمرها في محاليل خاصة. أظهرت قياسات مطيافية الأشعة السينية (XPS) نجاح ارتباط الطبقات ذاتية التجميع بسطح الألمنيوم وتثبيط نمو الأكاسيد.  
علاوة على ذلك، أثبتت القياسات باستخدام XPS وزاوية التلامس أن تأثير التثبيط يظل مستقرًا حتى بعد مرور 15 يومًا من التعرض للظروف البيئية. كما دعمت تحليلات المجهر الإلكتروني الماسح (SEM) هذه النتائج من خلال إظهار ارتباط الطبقات ذاتية التجميع بسطح الألمنيوم وتثبيط نمو الأكاسيد.  
أما في جانب المحاكاة، فقد تم تحليل الخسائر الناتجة عن الأنظمة ذات المستويين عبر تعديل واجهات رنانات CPW باستخدام مواد عازلة منخفضة الخسارة وتقنيات الحفر، مما أدى إلى تحسينات كبيرة في عوامل جودة الرنانات.  
توفر هذه الدراسة التي تجمع بين التجارب والمحاكاة إطار عمل قويًا لمعالجة الخسائر العازلة في الدوائر الكمومية فائقة التوصيل. كما تُظهر المعالجة باستخدام الطبقات ذاتية التجميع (SAM) كطريقة واعدة لتقليل خسائر الموجات الدقيقة وتحسين أداء الدوائر الكمومية فائقة التوصيل المعتمدة على الألمنيوم.
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INTRODUCTION

Quantum computing and information processing represent a transformative approach to computational challenges beyond classical limits [1]. While various technologies, such as trapped ions, photonics, and topological qubits, have shown potential, superconducting quantum circuits have emerged as particularly promising due to their scalability and integration with established microfabrication techniques. Superconducting circuits offer key advantages, improvements in coherence times, high gate fidelities and quantum error correction in processing architectures, making them essential for complex computational tasks [2-3].
[bookmark: _Hlk182989325]Superconducting quantum circuits are primarily composed of two key elements: qubits and coplanar waveguide (CPW) resonators. Qubits, functioning as nonlinear LC oscillators, represent the building blocks of quantum information, while CPW resonators, acting as harmonic LC oscillators, are utilized for tasks such as reading out qubit states, coupling qubits, and serving as quantum memory. In operational quantum devices, qubits and resonators are interconnected, creating networks vital for quantum information tasks. However, scaling these systems into large, practical quantum devices requires substantial improvements in qubit coherence and relaxation times, which are currently limited by material constraints. Under conditions of millikelvin temperatures and low-power excitations, material losses in qubits and resonators are predominantly caused by interactions between photons and two-level systems (TLS). These defects, often located within materials or at interfaces, are particularly problematic at oxide layers found at the air-metal and air-substrate boundaries. TLS-related losses at these oxides significantly contribute to decoherence in quantum circuits, affecting components ranging from Josephson junctions to the capacitors and inductors that form qubits and resonators.
[bookmark: _Hlk182988265]Decoherence in superconducting qubits can be due to other factors like nonequilibrium quasiparticles, magnetic flux noise, and phonon interactions, [7-9]. However, this thesis primarily focuses on TLS losses, a major contributor to decoherence in quantum circuits. Two-Level Systems (TLSs) present the most substantial challenge [4-5], typically originating from oxide and interface defects on metal surfaces and substrates [11-14]. TLS defects couple with the electromagnetic fields in qubits, leading to energy loss that directly impacts coherence times [10]. Notably, TLS-related losses correlate with air-interfaces oxide presence, so reducing oxide coverage at the surface can improve quality factors (Qi) in resonators, indirectly suppressing TLS-related decoherence. 
In addition to being important components of many superconducting qubit designs, CPW resonators are useful as stand-alone instruments for assessing material losses in the presence of microwave single-photon stimulation.
Enhancing the quality factor of these resonators through geometric modifications or surface treatments leads to better qubit coherence [36-39]. TLS detection typically involves spectroscopic analysis and time-domain measurements, which assess the impact of material quality on performance [29-35]. 
TLS losses can be mitigated by reducing the density of TLS defects and minimizing their interaction with the electric field. To decrease the density of defects, it is necessary to reduce dielectric loss. Additionally, to reduce the interaction between TLS defects and the electric field, modifications to the quantum chip design are required. Several approaches have been explored to minimize TLS losses, enhanced substrate preparation [15-16] and the elimination of chemical residues [17]. Engineers have also redesigned qubits and resonators to minimize the influence of electromagnetic (EM) fields on surrounding material interfaces, all in the pursuit of reducing TLS-related losses [18-19]. These efforts have led to notable improvements, with qubit times exceeding 50 µs [20-22] and planar CPW resonators achieving unprecedented quality factors (Qi) over 2 million, even at single-photon energy levels [23]. Previous studies have explored minimizing interface losses by employing shadow evaporation and HF-based etching, which effectively eliminate silicon dioxide at the substrate-air interface. However, these methods can inadvertently lead to oxide regrowth, reintroducing decoherence and affecting long-term stability. Similarly, while selective etching has successfully reduced TLS losses from Si and Nb ​, it often lacks the precision needed to isolate individual loss contributions, complicating further optimization efforts [40-41]. Other efforts have identified loss contributions from bulk-deposited dielectrics [26-27] and superconducting metals [28], but these systems differ significantly from the modern planar circuits critical to superconducting quantum computing. Additionally, while capping niobium layers with materials like gold, aluminum, or tantalum has shown effectiveness in superconducting resonators, these solutions typically address only the metal-air interface and can still suffer from oxidation and other surface-related issues. In contrast, SAMs provide a versatile and adaptable solution that can be applied to various materials, ensuring long-lasting protection and enhanced performance across different quantum circuit designs [42-44]. 
In this spectrum of techniques, self-assembly monolayer (SAM) modification of metallic and semiconducting surfaces is well-established in terms of binding strength and stability [83] [86]. SAMs have been extensively studied for modifying the chemical and physical properties of metals and semiconductors, including surface chemistry, work function, dielectric constant variation, and corrosion protection [84] [87-92]. Moreover, SAM coatings minimize nonspecific adsorption due to their uniform, highly stable, and high-surface coverage. In addition to its established use for enhancing the corrosion resistance of metals like aluminum and copper [91-92]. SAMs have been employed for various other metals in electronic and microelectromechanical systems (MEMS) applications [87]. The binding affinity of SAMs to substrates is significantly influenced by the type of SAM used. For instance, alkanethiols have demonstrated strong binding to gold [83], while alkylsilanes and n-alkanoic acids, alkyl phosphonic acids, silanes, and phosphonic acids have been reported to exhibit affinity for metal oxides, particularly aluminum oxide [86] [90-91]. Different types of elemental and compound superconductors like Nb, Al, Ta, TiN, NbN, and NbTiN have been reported in literature for quantum circuits and potentially SAM can assemble to all of these surfaces. It is exciting when SAM can assemble to these superconductors because within the domain of superconducting quantum circuits, recent studies have highlighted the binding of SAMs to Nb and their potential to mitigate TLS losses [4].  
Aluminum is a critical material for superconducting quantum circuits, especially in Josephson junctions, but presents unique challenges. Encapsulation offers some stabilization, but it is not suited for silicon substrates, and wet etching, although effective for other materials, results in excessive erosion of Al due to high etching rates. SAM passivation offers a viable alternative, forming a protective coating that reduces oxide formation and potential TLS generation, avoiding the drawbacks of other techniques.
In this study, we passivated Al-air interfaces using two distinct types of SAMs known for their high affinity to Al surfaces [90-91]. We used XPS for analyzing the Al-air interface for oxides as it unequivocally demonstrates the suppression of oxide due to the SAM coverage of the Al. Contact angle measurements further confirm the binding of the SAM to the Al surface. Additionally, scanning electron microscopy (SEM) were employed to investigate the surface morphological changes induced by the SAM and for elemental analysis. While we focused on passivating the Al-air interface, it is noteworthy that Si is a common substrate for Al and Nb superconducting quantum circuits. Therefore, the oxide passivation techniques developed for Si in previous studies [4] [80], can be integrated with our findings in this study. These results collectively suggest that SAM-based passivation offers a promising approach for reducing microwave loss and enhancing the performance of aluminum-based superconducting quantum circuits. Moreover, SAMs can theoretically be assembled on various semiconducting and metallic surfaces [83] [86]. Consequently, the oxide passivation method utilizing SAMs could potentially be applied to other existing and emerging quantum circuit device materials.
To support these experimental findings, we conducted simulations on an 8-CPW resonator chip using Ansys-HFSS, aiming to study TLS-related loss effects on the internal quality factor. CPW resonators, essential for reading and manipulating qubit states, serve as a basis to understand TLS losses under various interface treatments. By simulating the impact of oxide variations, we explored how changes in oxide density and the thickness of lossy layers at interfaces could affect resonator quality. Additionally, we applied a deep etching simulation technique, which significantly improved the internal Qi by minimizing dielectric losses at critical interfaces, an effect demonstrated by the substantial reduction in TLS-related losses.
[bookmark: _Hlk182990648][bookmark: _Hlk182990739]While we did not directly simulate SAM layers due to the unavailability of precise dielectric values, our simulations nevertheless isolated potential benefits akin to oxide suppression. These results, consistent with our experimental findings, suggest that precise control of oxide-related TLS could enhance the internal quality factor. Together, our simulations and experimental outcomes highlight that addressing TLS sources through techniques such as SAM passivation can meaningfully contribute to improved coherence and performance in superconducting quantum circuits.
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[bookmark: _Toc183345415]THEORETICAL BACKGROUND 

[bookmark: _Toc183345416]2.1 Co-Planar Waveguide Resonator
As a microwave version of an optical cavity, the coplanar waveguide resonator (CPW resonator) is a crucial part of superconducting circuits. Its importance spans a wide range of on-chip quantum information processing applications. Its primary roles include decoding qubit states, facilitating interactions between qubits, and acting as a repository for quantum information. The CPW resonator is a key component in the development of quantum technologies because of its capacity to handle high-frequency signals within the realm of superconducting electronics [45-46]. The CPW resonator is designed with conductive tracks arranged on top of a substrate with a single central conductor surrounded on both sides. Figure 2.1 provides an illustration of this setup. These conductive pathways are separated by gaps that serve two purposes: they serve as dielectric gaps necessary for the waveguide to function and as capacitors for coupling. A CPW resonator becomes equivalent to an LC resonator when it is incorporated into a circuit. This equivalency results from the core line supplying inductance, the coupling capacitors providing some capacitance, and the remaining capacitance completing the resonator arrangement.  Within the coplanar waveguide illustrated in Figure 2.1, there is support for multiple modes, with the primary ones being the odd and even modes. There is support for multiple modes in the resonator, with the primary ones being the odd and even modes. The type of mode odd or even depends on the boundary conditions at the ends of the resonator. If one end is open and the other is closed, the resonator supports even modes, as the electric field forms symmetric patterns. Conversely, if both ends are either open or closed, the resonator supports odd modes, resulting in asymmetric field distributions. These boundary [image: ]conditions play a crucial role in determining the resonator's frequency and field profile.








[bookmark: _Toc181386772]Figure 2. 1: (a) Structure of CPW resonator, where blue parts are superconductors and other part is substrate [47]. (b) A 3D view of the λ length CPW resonator.


Figure 2. 2: (a) Structure of CPW resonator, where blue parts are superconductors and other part is substrate [47]. (b) a 3D view of the λ length CPW resonator.


Figure 2. 2: (a) LC oscillator in circuit form. (b) Potential energy and equidistance energy levels of a quantum harmonic oscillator [103].


Figure 2. 3: Interplay Between Qubit and Cavity: Proximity-Enhanced Interaction with Maximum Field Strength [49].Figure 2. 4: (a) LC oscillator in circuit form. (b) Potential energy and equidistance energy levels of a quantum harmonic oscillator [103].Figure 2. 5: (a) Structure of CPW resonator, where blue parts are superconductors and other part is substrate [47]. (b) A 3D view of the λ length CPW resonator.


Figure 2. 6: (a) Structure of CPW resonator, where blue parts are superconductors and other part is substrate [47]. (b) a 3D view of the λ length CPW resonator.


Figure 2. 2: (a) LC oscillator in circuit form. (b) Potential energy and equidistance energy levels of a quantum harmonic oscillator [103].


Figure 2. 7: Interplay Between Qubit and Cavity: Proximity-Enhanced Interaction with Maximum Field Strength [49].Figure 2. 8: (a) LC oscillator in circuit form. (b) Potential energy and equidistance energy levels of a quantum harmonic oscillator [103].


Figure 2. 2: (a) LC oscillator in circuit form. (b) Potential energy and equidistance energy levels of a quantum harmonic oscillator [103].


Figure 2. 9: Interplay Between Qubit and Cavity: Proximity-Enhanced Interaction with Maximum Field Strength [49].Figure 2. 10: (a) LC oscillator in circuit form. (b) Potential energy and equidistance energy levels of a quantum harmonic oscillator [103].Figure 2. 11: (a) Structure of CPW resonator, where blue parts are superconductors and other part is substrate [47]. (b) A 3D view of the λ length CPW resonator.


Figure 2. 12: (a) Structure of CPW resonator, where blue parts are superconductors and other part is substrate [47]. (b) a 3D view of the λ length CPW resonator.


Figure 2. 2: (a) LC oscillator in circuit form. (b) Potential energy and equidistance energy levels of a quantum harmonic oscillator [103].


Figure 2. 13: Interplay Between Qubit and Cavity: Proximity-Enhanced Interaction with Maximum Field Strength [49].Figure 2. 14: (a) LC oscillator in circuit form. (b) Potential energy and equidistance energy levels of a quantum harmonic oscillator [103].Figure 2. 15: (a) Structure of CPW resonator, where blue parts are superconductors and other part is substrate [47]. (b) A 3D view of the λ length CPW resonator.


Figure 2. 16: (a) Structure of CPW resonator, where blue parts are superconductors and other part is substrate [47]. (b) a 3D view of the λ length CPW resonator.



[bookmark: _Toc183345417]2.1.1 Quantum Harmonic Oscillator 
An analog of the LC resonator in circuit quantum electrodynamic QED is a quantum harmonic oscillator. Due to this, one way to think of the resonator is as an oscillator with a harmonic potential. Such a system allows discrete energy values that are evenly distributed over the energy scale. The Hamiltonian of the LC circuit can be expressed as follows in classical mechanics: 

Where  represents the charge across the capacitor and   denotes the magnetic flux through the inductor, the magnetic energy stored in the inductor is given by the first term on the right side of the equation, while the electric energy stored in the capacitor is represented by the second term. Conversely, the aforementioned Hamiltonian can be expressed as follows in the language of 
quantum mechanics [48]:


 is the resonator's eigenfrequency and here L and C are the inductor and the capacitor of the resonator. The creation and annihilation operators are denoted by and  respectively. These operators are defined as follows:

Here, the classical circuit variables  and  are replaced with the quantum mechanical equivalents,  and , which stand for the normalized charge and flux operators. The following represents the connection between classical variable and quantum mechanical operators:

The commutation relation for the creation and annihilation operators: 


So, the number of discrete energy levels   (see Figure 2.2) is given by: 
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[bookmark: _Toc181386773]Figure 2. 2: (a) LC oscillator in circuit form. (b) Potential energy and equidistance energy levels of a quantum harmonic oscillator [103].


Figure 2. 17: Interplay Between Qubit and Cavity: Proximity-Enhanced Interaction with Maximum Field Strength [49].Figure 2. 18: (a) LC oscillator in circuit form. (b) Potential energy and equidistance energy levels of a quantum harmonic oscillator [103].


Figure 2. 2: (a) LC oscillator in circuit form. (b) Potential energy and equidistance energy levels of a quantum harmonic oscillator [103].


Figure 2. 19: Interplay Between Qubit and Cavity: Proximity-Enhanced Interaction with Maximum Field Strength [49].Figure 2. 20: (a) LC oscillator in circuit form. (b) Potential energy and equidistance energy levels of a quantum harmonic oscillator [103].


Figure 2. 2: (a) LC oscillator in circuit form. (b) Potential energy and equidistance energy levels of a quantum harmonic oscillator [103].


Figure 2. 21: Interplay Between Qubit and Cavity: Proximity-Enhanced Interaction with Maximum Field Strength [49].Figure 2. 22: (a) LC oscillator in circuit form. (b) Potential energy and equidistance energy levels of a quantum harmonic oscillator [103].


Figure 2. 2: (a) LC oscillator in circuit form. (b) Potential energy and equidistance energy levels of a quantum harmonic oscillator [103].


Figure 2. 23: Interplay Between Qubit and Cavity: Proximity-Enhanced Interaction with Maximum Field Strength [49].Figure 2. 24: (a) LC oscillator in circuit form. (b) Potential energy and equidistance energy levels of a quantum harmonic oscillator [103].





[bookmark: _Toc183345418]2.1.2 The nonharmonic Quantum Oscillator (Qubit)
A qubit is a system with two energy levels, where its quantum behavior is governed by transitions between these lowest energy states. There are various physical implementations of qubits in nature, such as single photons, ions confined in traps, and atoms confined in high-quality optical cavities. In contrast, superconducting qubits are engineered systems that mimic artificial atoms. They achieve this by utilizing the nonlinear properties of Josephson junctions combined with carefully designed microwave circuits to create and control specific energy levels. The quantum behavior of such systems can be described as that of a driven and damped oscillator with nonharmonic properties [103]. The anharmonicity is adjustable based on the design of the circuit, specifically by modifying elements like the linear capacitance and the inductive characteristics of the Josephson junction. Josephson connections provide the nonlinearity of a superconducting transmon qubit that consist of capacitor and JJ acting as a nonharmonic oscillator Figure 2.3. Careful fabrication procedures and the design of the related microwave circuitry can be used to modify this nonlinearity.
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Figure 2. 3: (a) Circuit representation of a transmon qubit and (b) Energy level adjustments in a nonharmonic Oscillator [103].



[bookmark: _Toc183345419]2.1.3 CPW Resonator-Qubit Interaction
Applications in quantum information processing revolve around the dynamics of the interaction between a (CPW) resonator and a qubit, which functions as a cavity. The essence of a single quantum system (qubit) interacting with a quantized mode of an electromagnetic field (the CPW resonator or cavity mode) is captured by the Jaynes-Cummings Hamiltonian, which is used to simulate this interaction. Let's just focus on the cavity's lowest mode, m = 1, which has the lowest frequency. At the cavity's center (z = L/2), where the mode's electromagnetic field amplitude is at its highest. Think about placing the qubit exactly in the middle of the cavity. Since the qubit's dimensions are much smaller than the cavity's, we can reasonably expect that the qubit interacts mostly with the electromagnetic field at z = L/2 [49] as shown in Figure 2.4. The interaction between the qubit and the cavity's electric field occurs through the qubit's electric dipole moment, facilitated by the interaction Hamiltonian: 

Where , is the dipole of the qubit and can be in any direction. If the magnitude of this dipole  that is interacted with the electric field of the cavity the interaction Hamiltonian can be given by: 

 is the interaction strength,  and are the raising, lowering operators of the qubit. The total Hamiltonian has three terms,




[image: ]



[bookmark: _Toc181386774]Figure 2. 4: Interplay Between Qubit and Cavity: Proximity-Enhanced Interaction with Maximum Field Strength [49].


Figure 2. 25: Interplay Between Qubit and Cavity: Proximity-Enhanced Interaction with Maximum Field Strength [49].



In the scenario where the interaction between the qubit and cavity is absent (g = 0), the eigenstates of the qubit-cavity system represent a direct combination of the qubit and cavity eigenstates, denoted as [|g⟩|n⟩] and [|e⟩|n⟩]. These states, known as bare states or the bare basis, possess eigenvalues that result from the summation of the individual qubit and cavity eigenvalues, expressed as  .Following the application of the rotating wave approximation (RWA), we derive the Jaynes-Cummings Hamiltonian.

[bookmark: _Toc183345420]2.2 Dissipation and Decoherence 
Decoherence refers to the phenomenon where a quantum system loses its coherence due to external influences. Three categories of decoherence exist: thermal excitation, relaxation, and dephasing. Dielectric loss is one of the most significant decoherence pathways. TLS have been identified to be connected to the origin of dielectric loss [50][5]. TLS losses primarily originate from the interfaces of the CPW resonator, namely the metal-substrate (MS), metal-air (MA), and substrate-air (SA) interfaces [4]. Enhancing the quality factor by improving these interfaces through surface treatments is the main goal of our study. When two level systems TLS are connected to a bath of closely spaced fluctuating energy levels [51].
[bookmark: _Toc183345421]2.2.1 Two-level systems
Dielectric loss is a method that was initially found to induce qubit relaxation. It involves the removal of energy from the coherent state of the qubit, which eventually causes it to decay to its ground state [52]. TLS can come from a variety of sources, including kinks on metal or substrate surfaces, dangling bonds, adatoms, and water molecules absorbed on surfaces.
 The TLS can be described as tunneling between two states separated by an activation barrier. According to the Generalized Tunneling Model, decoherence and frequency variations in a qubit can be caused by at least two types of TLS. One type has an energy difference with the same order to that of the qubit, while the other consists of a sea of lower energy TLS, closer to where  is Boltzmann constant and   is the absolute temperature of the system. These TLS defects can interact with the qubit through tunneling processes, where the system transitions to a different state by overcoming an activation barrier [8]. In fact, it is so prevalent to address TLS-related effects which has become a fundamental aspect of engineering quantum computing platforms, particularly on Josephson junctions [53], or by managing the dangling bonds present on Si (001) surfaces [54]. When the interaction between the qubit and the TLS is strong enough, oscillatory behavior may be seen in place of the typical exponential decline in the relaxation time   [8]. The TLS can be modeled in Figure 2.5. where the partial can be existing in the either of the parabolic potential walls. An energy difference between the two wells' ground-state wavefunctions is represented by the symbol ε. There could be differences between the two wells' shapes or widths that are causing this imbalance. The energy required for tunneling through the barrier that divides the two wells is represented by .
The TLS Hamiltonian then: 

As a result of the tunneling effect across the wells, the two fundamental eigenstates located in the left (|L⟩) and right (|R⟩) wells merge to create the combined eigenstates: 
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[bookmark: _Toc181386776]Figure 2.5:  Bipartite Potential Representation of a Two-Level System: Eigenstate Energy Discrepancy E as a Function of Asymmetry Energy ε and Tunneling Parameter  [8].




Where the mixing angle  is defined via  in the eigenstate basis, 

with the energy difference between the eigenstates:

When the absolute value of ε is much greater than , the eigenstates closely correspond to the states of the left and right wells. Conversely, when the absolute value of ε is approximately zero, the eigenstates represent a superposition of the states from both wells. The resonator TLS losses have an inverse relation with the temperature according to the following equation: 

Ensembles also affect the dielectric constant, causing a temperature-dependent shift in the resonant frequency that is directly proportional to the density of TLS:

 represents the digamma function. Resonant TLSs become more linked to the quantum microwave circuits around a critical photon number, which leads to a drop in TLS losses as:

as drive power increases β = 1 for uniform fields. For dispersed structures, like a CPW resonator, where the electric fields change as one moves away from the resonator electrodes and along the resonator's length, assuming spatially homogeneous TLS distributions, the effective value of β can be smaller but not less than around 0.8 [19].
When TLS are not fully saturated, they undergo dissipation due to the fluctuating environment surrounding them. This causes the dielectric materials containing such TLS to become lossy. The amount of loss is influenced by the number of photons interacting with the TLS. Consequently, the dielectric loss of the resonators is considered to be dependent on the photon number [55]. The intrinsic quality factor with the photon number can be shown as:

Here,  represents the quality factor due to non-TLS related losses. is the intrinsic TLS quality factor of the resonator, which operates at temperature . The parameter  denotes the applied photon number, and  is the fit parameter [9].
[bookmark: _Toc183345422]2.2.2 Dielectric Loss
TLS losses are mirrored in the complex permittivity of the material from the standpoint of electromagnetic modeling. One of the fundamental properties of a particular dielectric material is dielectric loss, which is appropriately measured by a physical quantity called the loss tangent. The dielectric permittivity of a material can be written as:

Where  is the real part (relative permittivity), which represents the energy stored in the dielectric and    is the imaginary part (dielectric loss factor), which represents the energy dissipated as heat within the dielectric material. The presence of dielectric loss is shown when the imaginary component is non-zero [45]. Thus, the loss tangent that quantifies the intrinsic dissipation of electromagnetic energy within a dielectric material is determined to be:

Since our used CPW resonators are superconductors, means no resistance loss, we can find the internal quality factor as:

Where  is the participation ratio of the electric field in the ith dielectric material. The participation ratio represents the fraction of the resonator’s electric field that interacts with each dielectric interface:

Here, energy per unit length , contamination thickness , and dielectric constant  The total quality factor can be given as a combination of the internal and external Q factors:

In summary, the internal quality factor  of a superconducting CPW resonator is significantly influenced by dielectric losses, characterized by the loss tangent  of the material interfaces. These losses, tied to the imaginary component  of the complex permittivity, represent the energy dissipated as heat within the dielectric. Since superconductors inherently lack resistive losses, the dielectric interfaces become the primary source of energy dissipation, directly affecting resonator performance. The total quality factor , which includes both internal and external contributions, emphasizes the impact of dielectric and interface-related losses on the resonator's coherence, making it essential to minimize  and improve  to enhance efficiency and reduce losses.
For this study, we examine the quality factor of an 8-resonator chip design in Ansys HFSS simulations, where all material interfaces are analyzed to assess their individual impacts on dielectric loss. Experimentally, however, we focus specifically on the metal-air (MA) interface to implement techniques for oxide growth suppression. This targeted approach is intended to reduce loss tangents associated with oxide defects at the MA interface, offering a practical path to improving resonator quality and optimizing performance in superconducting quantum circuits.
















[bookmark: _Toc183345423]CHAPTER 3
[bookmark: _Toc181379602][bookmark: _Toc183345424]DESIGN AND FABRICATION
This chapter is structured into two main sections. The first section focuses on the design of the 8-resonators chip. The second section delves into the fabrication and optimization processes of the Al superconducting thin film which represent the metal-air interface of the resonator, incorporating various surface treatments.
[bookmark: _Toc183345425]3.1 Device Design and Simulation Model
We modeled the actual 8-qubit with 8-resonator chip as an 8-resonator system using Ansys-HFSS, as shown in Figure 3.1(a). The chip is designed on a 10 mm × 10 mm square silicon substrate, consisting of eight quarter-wave (λ/4) resonators with frequencies ranging from 6 to 7 GHz. These frequencies are below the energy threshold required to break Cooper pairs responsible for superconductivity and lower than , the thermal energy, ensuring that no thermal excitations disturb the system. This setup allows for a precise investigation of material losses.
The resonators are designed on a 674 μm thick silicon substrate, chosen for its mechanical rigidity and high relative permittivity of 11.57. This selection ensures minimal energy loss and efficient confinement of electromagnetic fields. To excite the resonators, they are coupled to a single waveguide port a device designed to guide electromagnetic waves in a specific direction. A rectangular transmission waveguide is utilized to confine and direct the microwave signals with precision, ensuring minimal energy leakage and efficient transfer of electromagnetic energy into the resonators, thereby enhancing their overall performance.
The choice of this specific design for simulations and for investigating the TLS (Two-Level System) losses on the resonator interfaces is strategic. This design has been experimentally validated [4] [41], ensuring its reliability and consistency in real-world applications.
After constructing the resonator model in Ansys-HFSS, the chip was placed in a vacuum box measuring 10 mm × 10 mm × 10 mm on top and a substrate box measuring 10 mm × 10 mm × 0.4 mm below, as illustrated in Figure 3.1 (b). This configuration replicates the environment of the chip inside the experimental sample box, allowing us to simulate the effects of external factors such as temperature and electromagnetic fields, which are crucial for understanding the system's performance under realistic conditions.
Figure 3.1 (c) illustrates a single λ/4 coplanar waveguide (CPW) resonator from the chip, with one end grounded (shorted) and the other end open. This resonator operates at 6.5 GHz, with a characteristic impedance of 50 Ω and a length of 4.6 mm. The center conductor is 20 μm wide with 10 μm insulating gaps. A 200 nm thick superconducting layer, modeled as a perfect conductor with layered impedance boundary conditions, represents the actual superconductor. The resonator interfaces, including those between the superconducting layer and the silicon substrate or air, are key sources of TLS losses, which significantly impact the resonator’s quality factor and overall performance. Addressing these TLS losses is a primary focus in enhancing the coherence time of qubits.
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[bookmark: _Toc181387376]Figure 3. 1: (a) Conversion of 8-qubit with 8-resonator actual chip into simulation of 8-resonator with coupling bus. (b) Model geometry with sample box for environmental effect simulation. (c) Schematic of λ/4 CPW resonator with one end open and the other shorted, showing key parameters and TLS loss interfaces.




[bookmark: _Toc183345426]3.1.1 Global Parameters
We can establish a set of global variables to define the simulation parameters for our model. These global parameters can be utilized in both the parametric sweep and eigenfrequency solver. They can be expressed as either numerical values or mathematical formulas that incorporate built-in or user-defined parameters. Once set, these global parameters can be referenced throughout the model. For our investigation into TLS contaminations, key simulation parameters include the thickness of Si and Al loss layers and their loss tangents. The loss tangent is directly related to the participation ratio  which is inversely proportional to the internal quality factor  as shown in Equation (2.18). Material properties that I used in the simulation are shown in Table3.1 
	Material
	Si
	Air
	Al (Perfect conductor)
	Dielectric Lossy material on (Al & Si)

	Relative permittivity
	11.575
	1
	1
	9.8

	Relative Permeability
	1
	1
	1
	1

	Electric conductivity
	0 (s/m)
	0
	1 (s/m)
	0

	Young’s modulus
	107 (Gpa)
	0
	105 (Gpa)
	

	Poisson's ratio
	0.27
	0
	0.4
	

	Thickness
	674 µm
	
	200 nm
	swept

	Dissipation factor
	
	
	
	swept


[bookmark: _Toc181383663]Table 3. 1: Simulation materials properties.


[bookmark: _Toc183345427]3.1.2 Boundary Conditions and Lumped RLC
Boundary conditions are crucial in RF electromagnetic wave simulation. I have selected layered impedance boundary condition on the surface of the Al and added a 200nm layer that is perfect electric conductor. To incorporate the lossy layers, we had added an additional layer at each of the interfaces MA, MS, and SA. This new layer will have adjustable thickness and dissipation factor, which can be varied in the simulation to study their effects.
In circuit simulation, port and lumped RLC boundary conditions are very important, because they determine where electromagnetic energy enters or leaves the device. Ports or lumped RLC with R=50 Ω boundaries must be surrounded by two metallic boundaries, like perfect electric conductors. In case where the distance between two metallic boundaries is much smaller than the wavelength, lumped RLC are justified approximations to circuit ports. Single lumped with R=50 Ω was added to the circuit model at one end of the coupling bus.
[bookmark: _Toc183345428]3.1.3 Meshing and Eigenfrequency Study
Finite-element simulators like Ansys HFSS cannot solve continuous problems directly; therefore, we must discretize our problem through appropriate meshing while preserving the accuracy of our calculations. Mesh density is a critical aspect of the simulation, as it facilitates the solver's ability to navigate smoothly over the model geometry without encountering singularities. Generally, a finer mesh yields a more realistic simulation model, resulting in higher accuracy for the simulated device geometry. While establishing boundary conditions is essential for incorporating physical principles into the model, creating an appropriate mesh is an engineering design step that discretizes the spatial dimensions of the problem space.
In our simulation, we strategically varied the mesh density based on the significance of different areas. For less critical regions, we utilized a coarser mesh to reduce computational load. However, in areas where the electric field (E-field) exhibits significant changes such as around bends or edges, where the E-field reaches its maximum we increased the mesh density. This approach allows for a more precise representation of the E-field dynamics, ensuring that the simulation accurately captures the effects of the changing field direction.
Ansys HFSS solves Maxwell’s equations at each mesh element, which describe how electromagnetic fields propagate and interact with materials. These equations are typically represented in their differential form, but the software reformulates them into a finite-element form suitable for numerical analysis. Specifically, HFSS converts Maxwell's equations into an eigenvalue problem, where the electric and magnetic fields can be expressed in terms of their eigenfunctions and eigenvalues. Figure 3.2 (a) illustrates the mesh specifically used for calculating the eigenmodes of the fields. 
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[bookmark: _Toc181387377]Figure 3. 2: (a) Mesh distribution of the model. (b) Electric field distribution of eigenmodes of the first and fourth resonator.




The eigenvalue problem arises when we seek the natural resonant frequencies of the system; the software identifies these frequencies by solving for the eigenvalues associated with the field distribution within the defined mesh. Each mesh element is treated as a small volume where the equations are approximated, and the solver iteratively refines the solutions based on the boundary conditions and material properties. Through this process, HFSS determines the allowed resonant modes and their corresponding field distributions, providing critical insights into how the resonator will behave under specific operational conditions. Figure 3.2 (b) presents the resulting field distributions at the first and fourth resonant frequencies, highlighting the effectiveness of our meshing strategy in capturing the complex electromagnetic behavior of the system.
The quality factor is a key indicator of a CPW resonator's performance, reflecting the number of oscillations required for the system's energy to dissipate. The internal quality factor, Qi, measures the rate of energy loss due to parasitic environmental influences [3]. A higher Q factor indicates that the resonator can store energy for a longer period before it dissipates, which is essential for maintaining the integrity of quantum states. By reducing losses, the resonator can better preserve the quantum information encoded in the qubit. This stability directly contributes to longer coherence times, allowing qubits to perform more complex operations and maintain quantum information for extended periods [23].
[bookmark: _Toc183345429]3.2 Fabrication of Al Thin Film Using DC Magnetron Sputtering Technique
Sputtering is a physical process where high-energy particles, such as ions or electrons, bombard a solid target material, causing atoms to be ejected. These expelled atoms then deposit onto a substrate, forming a thin film [56]. Sputtering is widely used in various applications, including thin film deposition, surface modification, etching, and analytical techniques [57].
[image: ]In the process, the substrate (the surface to be coated) is placed in a vacuum chamber filled with inert gas atoms. The target material, which is intended to transfer onto the substrate, is given a negative charge, making it the cathode. This negative charge causes free electrons to flow from the target. When the system is powered by a DC current, these electrons ionize the argon gas in the chamber, creating positively charged ions. These ions then collide with the negatively charged target material, ejecting metal atoms into the plasma, which is composed of ionized gas and electrons. 




[bookmark: _Toc181387378]Figure 3. 3: DC magnetron sputtering process [59].


Magnetron sputtering, a specific type of physical vapor deposition (PVD), operates on this principle. It ejects atoms from a target material and deposits them onto a substrate to create a thin film or coating. This process takes place in a high-vacuum environment with low pressure and can be used to deposit various materials, including metals, ceramics, and alloys, onto substrates with different thicknesses [58]. The principle of magnetron sputtering is illustrated in Figure 3.3.
Figure 3.4 presents a schematic illustration of the fabrication process of Al thin film and SAM passivation of Al films investigated in this study. Commercially available silicon wafers were cut into approximately 12 mm × 12 mm pieces and ultrasonically cleaned in acetone, followed by methanol were immersed in deionized water, and finally dried with nitrogen. Commercially available acetone (99.8%) and methanol (99.5%) were purchased from Sigma Aldrich. The cleaned Si pieces were immediately transferred to a DC magnetron sputtering chamber, which was then pumped down to a base pressure of  Torr for one day to reduce the residual gases within the growth chamber.
After one day of pumping, a pre-growth process was conducted for 45 minutes, during which the substrates were protected from deposition by a shutter. This pre-growth step is primarily intended to clean the target and prevent the transfer of any initial target surface contamination, including oxides, to the substrates. Following the pre-growth process, the shutter was removed, and the growth of Al on the substrates commenced for an additional 45 minutes. The Al film was grown for about 200 nm before stopping the growth as shown in in the schematic in Figure 1b. The growth was carried out at a DC voltage of 500 V, a DC current of 100 mA, which provided 50 W DC power to the sputtering source. The chamber pressure was maintained at  Torr during the entire growth process. Prior to opening the chamber, various SAM solutions were prepared for treating the Al thin film.
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[bookmark: _Toc181387379]Figure 3. 4: Schematic depicting the Al growth and procedure for SAM passivation of aluminum thin film.


[bookmark: _Toc183345430]3.2.1 Preparation of Self-Assembled Monolayers 
Different research approaches have explored various techniques to suppress oxide growth, aiming to improve the performance of superconducting devices. These methods include etching the metal or substrate [63], which physically removes oxides but often leads to regrowth once exposed to air. Another widely used approach is applying capping layers of materials like gold, tantalum, aluminum, or titanium oxide on the conductor's surface [64] [65]. However, these layers are typically effective only at the metal-air interface, leaving other critical interfaces unprotected.
Other studies have focused on using alternative substrates or depositing low-loss dielectrics [66] [67]. For instance, substrates are sometimes treated with hydrogenated surfaces such as a-SiC-H, a-Si, or a-Ge, aiming to reduce TLS defects and improve the resonator's quality factor, which in turn enhances the qubit's coherence time.
Yet, despite these advancements, the solution we propose using self-assembled monolayers (SAMs) remains the most versatile and convenient [68]. The key advantage of SAMs lies in their ability to protect all three critical interfaces of the device: the metal-air, substrate-air, and metal-substrate interfaces. This comprehensive coverage is crucial, as etching inevitably leads to oxide regrowth upon exposure to air, and capping layers methods discovered so far are limited to protecting only the metal-air interface. SAMs offer a robust and effective way to suppress oxide formation across all interfaces, ensuring long-term stability and performance without the limitations of other methods. 
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[bookmark: _Toc181387380]Figure 3. 5: Self-assembled monolayers placed on Different interfaces of the CPW resonator to suppress oxides.



Self-assembled monolayers consist of organized molecular structures that naturally form when a surfactant, possessing a particular affinity in its headgroup, adsorbs onto a surface [60]. 
Figure 3.5 presents a diagram illustrating the components of a SAM molecule placed on substrate or metal, comprising three distinct components can be identified: the head group, which forms the binding interface with the surface; a backbone composed of aliphatic chains and/or aromatic oligomers, primarily responsible for molecular organization; and the terminal group, a critical determinant of interfacial properties such as topography, surface energy, and chemical characteristics [7-8].
In this study, we prepared two types of SAMs that react with aluminum oxide. SAM structure and their properties are shown in Table 3.2. These SAMs were prepared in a 1 millimolar solution. The details of the molecules and solvents used are provided in Table 3.3. 
	Molecule name
	Structure
	Carbon chain
	Given code

	(1H, 1H, 2H, 2H-Perfluorooctyltriethoxysilane)
	C14H19F13O3Si
	8 carbons
	PFOTS

	Tetradecyl phosphonic acid
	C₁₄H₃₁O₃P
	14 carbons
	TDPA


[bookmark: _Toc181383664]Table 3. 2: Selected SAMs for Al superconductor and their structures.
[bookmark: _Toc181383665]Table 3. 3: SAMs preparing for Al surface.

	Molecule name
	MW in 1L
	Density
(g/mL)
	FW
	Solvent
	Solvent amount
	Molecule volume (1 mM) added to the solvent

	1H, 1H, 2H, 2H-Perfluorooctyltriethoxysilane
	510.36
	1.329
	
	n-Hexane
	10 mL
	3.83

	Tetradecyl phosphonic acid
	
	
	278.37
	N, N-Dimethylformamide

	10 mL
	2.78 mg (powder)


Trichloro (1H,1H,2H,2H-Perfluorooctyl) silane SAM has a similar perfluorooctyl tail (C₈F₁₇), ensuring excellent hydrophobic and oleophobic behavior. Its trichlorosilane head group (-SiCl₃) is even more reactive than the triethoxysilane group. When exposed to moisture, it undergoes hydrolysis, leading to the formation of silanol groups that rapidly bond with hydroxyl groups on the substrate through covalent Si-O-Si bonds. This SAM is particularly useful when rapid surface reactions and strong, long-lasting surface adhesion are required, making it suitable for applications where both strong hydrophobicity and surface bonding are critical. Lastly, Tetradecyl phosphonic acid consists of a tetradecyl alkyl chain (C₁₄H₂₉) and a phosphonic acid head group (-PO(OH)₂). The long alkyl chain provides moderate hydrophobicity, which is less intense than that of fluorinated tails, but still effective in creating hydrophobic surfaces. The phosphonic acid head group is highly reactive with metal oxide surfaces, such as aluminum oxide () or titanium dioxide (). It forms strong covalent P-O-M bonds [62] (M = metal) through its reaction with metal oxide hydroxyl groups. Phosphonic acids are known for their exceptional binding stability to metal oxides, making them ideal for modifying surfaces in applications requiring excellent adhesion to metals and durable hydrophobic properties.











[bookmark: _Toc183345431]CHAPTER 4
[bookmark: _Toc181379610][bookmark: _Toc183345432]RESULTS AND DISCUSSION 

[bookmark: _Toc183345433]4.1 Simulation Results 
Superconducting quantum computing architectures rely on CPW resonators and qubits, both of which are susceptible to energy loss arising from TLS within bulk and interfacial dielectrics. CPW resonators, in particular, serve as valuable standalone platforms for investigating material losses in the single quantum excitation regime of planar superconducting quantum circuits. Recent experimental studies have demonstrated a reduction in TLS losses through the modification of the air-interface with less lossy materials. This work presents a simulation-based study of TLS losses in CPW resonators, focusing on the measurement of resonator quality factors. The simulations involve modifying various interfaces with additional low-loss materials and employing etching techniques, mirroring recent experimental approaches. Our results indicate a significant improvement in quality factor when air-interfaces are modified with low-loss materials or through etching, aligning with recent experimental observations. These findings provide strong support for the experimental conclusions regarding the impact of air-interface modifications on TLS losses. The simulation methodology employed in this study can serve as a valuable tool for guiding targeted improvements in resonator design and fabrication processes, ultimately contributing to the advancement of superconducting quantum computing.
[bookmark: _Toc183345434]4.1.1 Dielectric Loss Study
This part investigates dielectric losses at the interfaces of CPW microwave superconducting resonators, focusing on the silicon substrate interfaces Figure 4.1. The study involves sweeping the dissipation factor and loss thickness to observe how these parameters affect of the resonator. 
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[bookmark: _Toc181386405]Figure 4. 1: Typical cross-sectional sketch of CPW resonator where the contaminations at interfaces are the main source of dielectric loss.


[bookmark: _Hlk179988593]4.1.1.1 Substrate-Air Interface Contaminations Study
[bookmark: _Hlk175722413][bookmark: _Hlk175722046]This study comprises two parts: the first focuses on analyzing the impact of varying the loss tangent at the silicon-air interface on the Q factor, while the second visualizes the effect of different loss thicknesses on the Q factor. Initially, the external quality factor for the 8-resonator chip was calculated by setting the design to have no loss and running the simulation. In this scenario, the extracted  is equal to , as the is infinity when there are no losses. Figure 4.2 shows the external quality factor versus the frequency of the resonators which is almost fixed in the range of  for all resonators. A 3 nm thick layer was added to the silicon-air interface with a swept loss tangent to simulate the loss and their effect on the internal Q factor. Subsequently, the layer was assigned lossy material relative permittivity of  and .
[image: ]




[bookmark: _Toc181386406]Figure 4. 2: External Q factor of the 8-resonators chip vs frequency.


Figure 4.3 presents the electric field distributions for resonators 5 to 8, highlighting strong coupling and the resulting impact on adjacent resonators. 
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[bookmark: _Toc181386407]Figure 4. 3: Electric field excitation of the 4-bottom resonators.


Moreover, the transmission line itself can be excited and the antinode is shown clearly, as 
[image: ]demonstrated in Figure 4.4. To observe the impact of the magnetic field on the chip, refer to Figure 4.5.




[bookmark: _Toc181386408]Figure 4. 4: Electric field excitation of the transmission line eigenmode in the chip.
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[bookmark: _Toc181386409]Figure 4. 5: Magnetic field excitation of the 4-upper resonators and the transmission line.


[bookmark: _Hlk178217068]An insightful observation we can draw from the silicon-air interface is its substantial influence on the quality factor of the system. In our analysis, we calculated the internal Q factor with all three interfaces, silicon-metal, metal-air, and silicon-air having  and loss thickness of 3nm Figure 4.6. We then systematically removed the loss from each interface, one at a time, to assess its effect on the Q factor. The results demonstrated that eliminating contamination from the SA interface resulted in the most significant improvement in the Q factor, underscoring the critical role of this interface plays in minimizing losses [4] [6] [11].
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[bookmark: _Toc181386410]Figure 4. 6: Internal Q factor of the chip with TLS removed from interfaces once at a time.


The contribution of contamination to the effective dielectric loss differs across interfaces, even when loss tangent, loss thickness, and dielectric constant are identical. This variation arises from the unique boundary conditions the electric field encounters at each interface, resulting in distinct participation ratios and, consequently, varying effects on dielectric loss:



As a result, the dielectric loss at the SA interface is significantly higher compared to the MS and SM interfaces, even under identical conditions. This difference stems from the unique interaction of the electric field with the substrate-air boundary, which amplifies the loss in comparison to the other interfaces [10].
[image: ] In the next phase of the study, we maintained the loss layer thickness at the SA interface at a steady 3 nm while progressively shifting the loss tangent from   to , on order at a time, without introducing any losses at the other interfaces. The results, highlighted in Figure 4.7 show a remarkable transformation in the internal quality factor of the 8-resonator chip, surging by an impressive three orders of magnitude  for = after it was only with an order of  for =.

 





[bookmark: _Toc181386411]Figure 4. 7: Internal Q factor for different TLS losses to  at the SA interface for 8-resonator chip.


The behavior of the internal quality factor with a fixed loss thickness of 3nm and varying loss tangents between (-) at substrate-air interface, depicted in Figure 4.8 (a-b), provide a comprehensive view of both the internal and total quality factors' improvements as a function of resonator frequency over this range for the 8-resonator chip.














[bookmark: _Toc181386412]Figure 4. 8: (a) Total quality factor vs. frequency for 8-resonator chip. (b) Internal quality factor vs. frequency for 8-Resonator Chip. (c) Total quality factor improvement with reduced loss tangent (1 to ) for the first resonator. (d) Internal quality factor improvement with reduced loss tangent (1 to ) for the first resonator.




The total quality factor follows a similar trajectory, though with slightly less pronounced changes due to external factors contributing to the overall losses. Figure 4.8 (c-d) highlights the change in both the total and internal quality factors with loss tangent for the first resonator specifically, serving as a representative example. 
Building on these insights, we locked the TLS loss at  for the SM and MA interfaces and experimented with the SA interface. The data revealed that, even with fixed losses in the other interfaces, fine-tuning the TLS loss on the SA interface can dramatically boost the internal Q factor, highlighting the critical role of the SA interface in enhancing performance Figure 4.9.
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[bookmark: _Toc181386413]Figure 4. 9: Improvement of internal Q factor when the loss on SM, MA interfaces fixed at 0.001 while swept at SA.


Now let’s us focus on understanding how the thickness of the dielectric loss layer at the silicon-air (SA) interface impacts the resonator performance. The motivation behind varying the loss layer thickness stems from our previous findings, which demonstrated that controlling the properties at the SA interface plays a significant role in determining the resonator's internal and total quality factors. By fixing the loss tangent at   and progressively increasing the loss layer thickness from 0.5 nm to 20 nm, we can analyze how changes in thickness affect energy dissipation within the resonators. This step is crucial because as the dielectric layer becomes thicker, it may absorb more energy from the resonator's electromagnetic field, leading to higher losses and reduced Q factors. In Figure 4.10, we present the results of this phase, showing the effects of varying loss thickness on both the internal and total Q factors versus frequency for the 8-resonator chip, and specifically for the fifth resonator. 














[bookmark: _Toc181386414]Figure 4. 10: (a) Total quality factor vs. frequency with varying loss thickness (0.5 nm to 20 nm) for 8-resonator chip. (b) Internal quality factor vs. frequency with varying loss thickness (0.5 nm to 20 nm) for 8-resonator chip. (c) Total quality factor vs. loss thickness for fifth resonator. (d) Internal quality factor vs. loss thickness for fifth resonator




The analysis of contamination thickness demonstrates a distinct correlation with the Q factor. This correlation is intuitive: as the thickness of the contamination increases, there is more lossy material available for the electric field to interact with, leading to a decrease in the Q factor [2]. 
Another notable study on the substrate-air interface highlights that, in practical fabrication processes, both the substrate and metal can exhibit multiple oxidation states. For example, silicon may exist in Si⁺², Si⁺³, or Si⁺⁴ oxidation states, each with varying oxide thickness and density. In our simulation, we created two lossy oxide layers on the substrate-air interface, each with an initial thickness of 3 nm, to study their effects on the internal quality factor. 
In Figure 4.11 (a), we modeled the first scenario where the outer oxide layer had a higher loss tangent than the inner layer, with values of  for the outer layer and for the inner layer. We swept the thickness of the outer, more lossy layer, while keeping the inner layer's thickness constant at 3 nm. In this case, as the thickness of the outer oxide layer increased, the internal quality factor showed significant reductions. This is because the outer, more lossy layer absorbed more energy from the electric field, leading to greater energy dissipation and thus a stronger impact on. In Figure 4.11 (b), we considered the opposite scenario, where the outer layer was less lossy with a loss tangent of , while the inner layer had a higher loss tangent of . Again, we varied the thickness of the outer layer while maintaining the inner layer at 3 nm. Here, we observed that changes in the internal quality factor were much less pronounced. The lower loss tangent of the outer layer resulted in less energy absorption, and as a result,  remained relatively stable, even as the thickness of the outer layer increased, staying within the range of .
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[bookmark: _Toc181386415]Figure 4. 11: The internal Q factor behavior for two different configurations of lossy layers that model varying oxidation states of the substrate. (a) The inner layer is fixed at a thickness of 3 nm, while the upper, more lossy (higher  layer has its thickness swept between 0.5 nm and 6 nm. (b) The loss tangents of the two layers are reversed, making the upper layer less lossy. The thickness of the upper layer is swept over the same range (0.5-6) nm.





These results illustrate that when the outer oxide layer has a higher loss tangent, it leads to larger reductions in , especially as its thickness increases. On the other hand, when the outer layer is less lossy as shown in Figure 4.11 (b), the internal quality factor remains more stable, indicating that the outer layer plays a crucial role in determining overall resonator losses. This outcome is expected because the upper layer is where the electromagnetic waves propagate. As the layer becomes more lossy, more TLS couple with the EM waves, leading to greater energy dissipation and, consequently, a larger reduction in the Q factor.
[bookmark: _Hlk179988846]4.1.1.2 Substrate-Metal Contaminations Study
[bookmark: _Hlk178571367]Shifting focus to the substrate-metal interface study, we first fixed the loss layer thickness at 3 nm and varied the loss tangent between 0.001 and 1, while ensuring no losses at other interfaces. Interestingly, the quality factor remained nearly unchanged throughout this sweep [12] Figure 4.12 (a). However, when we held the loss tangent constant and instead varied the loss thickness up to 20 nm, we observed a noticeable shift in the internal quality factor, indicating that thickness plays a more critical role in this scenario than the loss tangent alone Figure 4.12 (b). The likely reason for this behavior is that at the substrate-metal interface, the electric field's interaction is less sensitive to changes in the loss tangent when the loss layer thickness is minimal, such as at 3 nm. Since the electric field strength decreases near the metal surface due to boundary conditions, small variations in the loss tangent have minimal impact on the overall dielectric loss. 
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[bookmark: _Toc181386416]Figure 4. 12: (a) effect of varying loss tangent at SM interface on the internal quality factor at fixed loss thickness (3 nm) for the first resonator. (b) Decrease in internal quality factor with increasing loss thickness at tanδ= at SM interface for the same resonator.



However, when the loss thickness increases, the interaction between the E-field and the loss layer becomes more significant, leading to a noticeable change in the internal quality factor. This suggests that at this interface, the extent of the loss layer (thickness) plays a more dominant role in influencing the quality factor than the material's loss properties (loss tangent) at thin layers.
[bookmark: _Hlk179988874]4.1.1.3 Metal-Substrate & Substrate-Air Contaminations Sweep Study
[bookmark: _Hlk180593878]In our previous observations, we analyzed the impact of dielectric losses at the silicon-air and silicon-metal interfaces individually. In the earlier study of the SM interface, we found that sweeping the loss tangent did not lead to significant improvements in the internal Q factor. This indicated that the SM interface had a relatively lower impact on the resonator’s internal quality compared to the SA interface.
In this phase, however, we introduced varying loss thickness at both the SA and SM interfaces, ranging from 0.5 nm to 20 nm. We observed that the improvement in the internal Q factor was less pronounced than expected. This can be attributed to the increased loss thickness affecting both interfaces, which allows the SM interface to contribute more significantly to overall losses. While the SA interface remains a major source of dielectric loss, the influence of the SM interface becomes more apparent as the oxide thickness increases. As a result, the improvement in the internal Q factor is more gradual compared to when we varied only the SA interface.
As the thickness of the lossy layer increases, the effective interaction volume of the electric field with the lossy material also grows. For the SA interface, this can lead to greater energy absorption, positively impacting the internal Q factor up to a certain point. 
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[bookmark: _Toc181386417]Figure 4. 13: (a) Total quality factor vs. frequency for varying dielectric loss tangent at SA and SM interfaces. (b) Internal quality factor vs. frequency for varying dielectric loss tangent at SA and SM interfaces. (c) Total quality factor vs. frequency for varying loss thickness at SA and SM interfaces. (d) Internal quality factor vs. frequency for varying loss thickness at SA and SM interfaces.





However, for the SM interface, the increased thickness may enhance energy absorption and dissipation, leading to higher losses. Consequently, this diminishes the overall effectiveness of the resonator, especially as energy is dissipated at both interfaces. Figure 4.13 illustrates these findings: panels (a) and (b) show the total and internal quality factors for the 8-resonator system with the dielectric loss tangent swept at both the SA and SM interfaces, while panels (c) and (d) depict the variation in the oxide lossy layer thickness between 0.5 nm and 20 nm.
[bookmark: _Toc183345435][bookmark: _Hlk179988926][bookmark: _Hlk180697877]4.1.2 Trench Depth (etching) Study 
[bookmark: _Hlk179988963]One promising strategy for enhancing the quality factor of CPW resonators and thus extending the coherence time of qubits lies in the strategic use of trench depths through substrate etching at the resonator substrate interface [5] [21] [78]. This method has been explored extensively in research, showcasing its ability to minimize interface participation losses, which are critical to device performance [2] [25].
[bookmark: _Hlk180697926][bookmark: _Hlk180698088]However, the exact relationship between trench depth and the resulting improvements in device functionality remains somewhat elusive. To unravel this complexity, we turn to our finite element model but now with two resonators integrated with a transmission line chip as you see in Figure 4.14. This advanced modeling tool is pivotal in examining the effects of varying trench depths, allowing us to quantify how deeper etching might contribute to loss reduction and quality factor improvement in superconducting CPW resonators. By leveraging this model, we aim to illuminate the subtle yet significant benefits that deep trenching can offer. The predictive capabilities of our simulations will enable us to draw valuable insights into the interplay between trench depth and resonator performance. Initial findings are expected to reinforce the reliability of interface participation ratio-based models in forecasting device losses, paving the way for innovative strategies to further diminish losses in superconducting devices. In essence, this approach not only deepens our understanding of the mechanics at play but also charts a course for future advancements in the design and fabrication of high-performance quantum circuits.
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[bookmark: _Toc181386418]Figure 4. 14: (a) two resonators with a transmission line and single port design (b) Putting the chip inside vacuum box. (c) Meshing of the device. (d) Cross section of the resonator showing the deep etching.



The electric field distribution of the eigenmodes for the two resonators and the transmission line with 10μm etching depth are shown in the Figure 4.15.
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[bookmark: _Toc181386419]Figure 4. 15: Electric field excitations of resonators and transmission line eigenmodes with 10 μm deep etching.


[bookmark: _Hlk180698575]We began by varying the etch depth from 1 to 10 µm, calculating the external factor for the two resonators at each step Figure 4.16. 
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[bookmark: _Toc181386420]Figure 4. 16: External Q factors for both resonators increasing with deep etching.


Additionally, we monitored the frequency shift, which occurred as the etch depth increased Figure 4.17.
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[bookmark: _Toc181386421]Figure 4. 17: Frequency shift after (1-10μm) deep etching for the (a) first resonator and (b) second resonator.



The etch depth directly influences both impedance and resonance frequency, making it essential to control precisely when fabricating CPW resonators.
In our simulations, we investigated the effect of etch depth with loss at SA interface on the internal Q factor using three different loss tangents: 0.1, 0.01, and 0.001. The loss tangent was introduced at both the vertical and horizontal substrate-air interfaces. The etch depth was varied from 1 µm to 10 µm for each loss tangent. We observed a consistent improvement in the internal Q factor as the etch depth increased up to 10 µm, regardless of the loss tangent. Notably, as the loss tangent decreased, the internal Q factor improved by an order of magnitude with each successive reduction in the loss tangent. Figure 4.18 illustrate the improvement of the internal Q factor with deep etching for (a) the first resonator and (b) the second resonator, highlighting the effects of different loss tangents. The loss thickness employed in this study was 5 nm. The improvement in the Q factor with deep etching arises because the electric field decays rapidly away from the superconductor’s plane. Since dielectric loss is proportional to |E|², the increase in intrinsic Q factor corresponds to the inverse of this decay, as described by equation (2.22) and equation (2.23).
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[bookmark: _Hlk180702210]
[bookmark: _Toc181386422]Figure 4. 18: Improvement of Internal Q Factor with Deep Etching for Different Loss Tangents in (a) First Resonator and (b) Second Resonator (Loss Thickness: 5 nm).


The results highlight that deep etching effectively minimizes the dielectric loss caused by substrate-air contamination at the bottom of the CPW gap.
We extended our investigation by increasing the etching depth up to 100 µm. However, it was observed that after reaching an etch depth of 20 µm, the internal Q factor showed little to no further improvement. Beyond a certain depth, the electric field's interaction with the lossy substrate diminishes, and the resonator may no longer experience significant dielectric losses. Additionally, the electric field distribution around the resonator is influenced by the geometry of the etched trenches. At shallower depths, the field is more affected by the substrate, but as depth increases, the field begins to concentrate within the resonator and its immediate surroundings, resulting in minimal changes once sufficient separation is achieved. 
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[bookmark: _Toc181386423]Figure 4. 19: Deep etching up to 100 µm for (a) first and (b) second resonator with different loss tangents (loss thickness: 5 nm) showing no improvement of after 20 µm.



[bookmark: _Hlk180702494]The influence of the substrate on the resonator's performance may become negligible beyond a certain etching depth. Furthermore, the intrinsic material properties of the resonator and substrate can also play a role; for example, if the substrate has a specific loss tangent that dominates losses at certain frequencies, additional etching may not effectively mitigate those losses. Figure 4.19 illustrates the effects of deep etching up to 100 µm on the internal Q factor of both Resonators, with varying loss tangents and a fixed loss thickness of 5 nm.
To analyze which part of the substrate-air (SA) interface contributed the most to the resonator's loss, we conducted a series of targeted simulations. Initially, a loss tangent of 0.001 and a loss thickness of 5 nm were applied uniformly to both the vertical and horizontal parts of the SA interface. We then compared three scenarios: (1) losses applied to both the vertical and horizontal interfaces, (2) losses removed from the vertical interface while keeping them on the horizontal one, and (3) losses removed from the horizontal interface while keeping them on the vertical one.
The results revealed a substantial improvement in the internal Q factor when the loss was removed from the vertical interface while maintaining the loss on the horizontal part. In this case, the internal Q factor improved by an order of magnitude as the etching depth increased up to 10 µm, indicating that the vertical interface played a more critical role in contributing to the overall losses. This is because the participation ratio, which quantifies how much of the electric field interacts with a specific material interface, is likely higher at the vertical interface. Since this region is closer to where the electric field is concentrated, the vertical part of the SA interface would participate more in absorbing energy from the resonator, increasing losses. When the loss is removed from this vertical region, the resonator experiences a significant improvement in Q factor because the main source of dielectric loss is minimized. Conversely, when the loss was removed from the horizontal interface and kept on the vertical one, the Q factor still improved compared to the scenario where both interfaces had losses, but the enhancement was less pronounced. This suggests that while both interfaces impact the resonator's performance, the vertical interface appears to be the dominant source of dielectric loss, and minimizing losses on this interface has the most significant effect on improving the Q factor.
Figure 4.20 shows the results for the second resonator, highlighting the significant impact of removing losses from the vertical and horizontal substrate air interfaces on the internal quality factor with deep etching.
[image: ]




[bookmark: _Toc181386424]Figure 4. 20: Improvement of the internal Q factor for (a) the first and (b) the second resonator with etching depth, comparing different loss configurations: loss on both SA interfaces, loss removed from vertical interface, and loss removed from horizontal interface (loss tangent = 0.001, loss thickness = 5 nm)





[bookmark: _Toc183345436]4.2 Characterizations result & discussion

[bookmark: _Toc183345437]4.2.1 X-Ray Photoelectron Spectroscopy Data Analysis
(XPS) is a technique sensitive to surface composition, enabling the detection of elements and their corresponding chemical states within a material. XPS can also provide information about the thickness and composition of thin films on substrates. XPS used for the analysis of the sample composition. It extended to the surface depth of roughly 50-100 A0. This elemental analysis techniques provide information about the elemental composition of the sample [69]. XPS measure the photoelectron kinetic energy from the sample when it exposed to X-rays. The number of atoms is directly proportional to the emitted electrons. The binding energy can be calculated by  

Where  represents the binding energy (BE) of the electron, gauged in relation to the chemical potential,  denotes the energy of the X-ray photons applied,  is the kinetic energy of the electron as determined by the instrument, and  signifies a work function analogue for the material's particular surface, which in actual experiments encompasses a minor adjustment by the instrument's work function owing to the contact potential. XPS is particularly useful for characterizing the surface of materials, such as thin films, coatings, and surfaces of bulk materials. It is widely employed in various fields, including materials science, chemistry, physics, and surface science, for understanding the composition and properties of surfaces and thin films at the atomic level [70] [75]. XPS was conducted using a Thermo Scientific ESCALAB250Xi system with a monochromatic Al  X-ray source. The analysis focused on determining the surface chemical composition of Al with and without SAMs modification. The X-ray source was operated at 14.2 kV and 211.58 W under ultrahigh vacuum, with a base pressure below 10⁻⁹ mbar. To prevent charging, the samples were grounded, and electron charge compensation was applied. Survey scans covered an energy range from 0 to 1486.68 eV with a pass energy of 100 eV and an acquisition time of 264 seconds. The electron binding energy (BE) was calibrated using the alkyl C 1s photoelectron peak at 284.8 eV [72]. In this experimental study, we embarked on a thorough XPS investigation of aluminum (Al) thin films, Figure 4.21 presents a schematic illustration of the SAM passivation of Al thin films investigated in this study. exploring how different environments influence oxide formation on their surface. We examined multiple conditions: one sample was left exposed to air after fabrication, while two others were immersed in distinct self-assembled monolayers (SAMs). Our interest in methanol and SAMs arises from their potential to alter the surface chemistry of Al, particularly in terms of oxide content. By exposing the thin films to these different conditions, we sought to unravel the ways in which their chemical surroundings shape oxide growth. This key exploration is crucial for deepening our understanding of the interaction between Al thin films and their environment.
[bookmark: _Hlk178674397][bookmark: _Hlk180504119]XPS analysis is key to evaluating the effectiveness of SAM treatment in reducing oxide formation. Figure 2 presents the XPS analysis of various bare and modified Al surfaces. Figure 2a shows the deconvoluted spectra reveal the presence of both metallic Al and alumina (Al₂O₃) species. The deconvoluted spectra reveal alumina (Al₂O₃) peaks at binding energies of 74.25 eV, 74.41 eV, and 74.31 eV for unmodified/Al, PFOTS/Al, and TDPA/Al, respectively. Simultaneously, metallic aluminum peaks were detected at 71.86 eV, 71.02 eV, and 71.84 eV for the same set of samples. The steady peak separation of about 2.8 eV beautifully aligns with the recognized reference values, marking the clear distinction between metallic aluminum and its oxide peaks [71]. reinforcing the precision of the analysis. Moreover, the observed binding energy shifts and intensity reductions directly relate to the thickness of the oxide layers, giving us a quantifiable measure of surface treatment efficacy [80]. The oxide peak for the Al₂O₃ peak is most prominent in the sample exposed to air and a noticeable reduction in the oxide’s peaks are observed in the PFOTS/Al and TDPA/Al samples. An analysis of the aluminum peaks reveals a clear reduction in intensity, indicative of a decrease in surface oxides. The core oxide peaks further corroborate a broader reduction in aluminum oxides, hydroxides, and other surface-related oxides. By examining the binding energy shifts and peak intensity reductions, we can estimate and quantify the thickness of these surface oxides with accurate measurements 
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[bookmark: _Toc181386425]Figure 4. 21: XPS analysis of Al surfaces and after SAM passivation with SAMs (a) Comparison of Al 2p core level high-resolution XPS spectra showing the metal and naturally oxidized Al/Si surfaces for unmodified/Al, PFOTS/Al, and TDPA/Al. (b) O 1s core level comparison between unmodified/Al, PFOTS/Al. (c) O 1s core level comparison between unmodified/Al, TDPA/Al. (d) Oxides thickness calculated from Strohmeier and Carlson formula.


[bookmark: _Hlk179202629]generally achievable for oxide layers up to a few nanometers thick. To assess the solvent's effect on oxide growth, we included a methanol/Al and n-Hexane/Al (data not included) sample as a reference. The XPS data of n-Hexane/Al was similar to the unmodified/Al sample which clearly shows that solvent do affect the oxides growth on the surface. Figure 2(b-c) provide a comparative 
analysis of the oxygen (O) XPS peaks for the PFOTS/Al-SAM and TDPA/Al-SAM samples, respectively, with the untreated/Al sample. In Figure 2(b-c) unmodified/Al displays three prominent oxide peaks: one at 532.84 eV to adsorbed water (H₂O) or hydroxyl groups (OH⁻) on the surface of the aluminum thin film [96]. another at 532.26 eV corresponding to carbon oxides and hydroxide bonds [97-98], and a third peak at 531.17 eV related to aluminum oxide and aluminum hydroxides [98]. In contrast, the PFOTS/Al, and TDPA/Al show a notable reduction in these oxide peaks, with only two peaks remaining aluminum oxide and carbon monoxide.
The absence of the adsorbed water peak in the two modified SAM samples reveals that the SAMs effectively acted as barriers, preventing water from penetrating and reaching the film’s surface. Additionally, the overall envelope of oxide peaks is significantly diminished in the SAM-treated samples compared to the exposed sample. Therefore, SAM passivation of Al-air interfaces suppresses the oxides growth. This reduction is reflected in the atomic percentages of the oxides, which also decrease. Table 4.1 summarizes the peak locations, full-width at half-maximum (FWHM), and atomic percentages for each 
oxide’s samples. To calculate the oxide thickness presented in Table 1, we employed the well-established Strohmeier [96] and Carlson [99] formulas. Following equation enable the determination of the metal-to-oxide ratio for thin oxide films (~0-9 nm) by leveraging the known or calculable inelastic mean free paths (IMFPs, λ) of the metal (λm) and oxide (λox).
   
Here θ is the photoelectron take-off angle which is 90 degrees,  and  represent the high-resolution spectrum's oxide and metal peak area percentages and is the ratio of the densities of aluminum and aluminum oxide that is 1.5. For an aluminum oxide film on a silicon substrate, the Al 2p spectrum has well separated oxide and metal peaks as shown in our XPS graph and  and  values can be readily ascertained [71].
[bookmark: _Toc183345444]Table 4. 1: XPS-data based oxides peaks information of the samples.

	Sample
	Oxide Peak Location (eV)
	Peak Representation
	FWHM (eV)
	Atomic %

	Unmodified/Al
	532.84
	
	2.23
	3.45

	Unmodified/Al
	532.26
	CO/OH
	1.73
	17.06

	Unmodified/Al
	531.17
	Al₂O₃/AlOH
	2.02
	30.86

	PFOTS/Al
	532.33
	CO/OH
	1.93
	13.71

	PFOTS/Al
	531.21
	Al₂O₃/AlOH
	1.77
	19.53

	TDPA/Al
	531.84
	CO/OH
	1.97
	26.45

	TDPA/Al
	531.07
	Al₂O₃/AlOH
	1.78
	13.37



Using the above formula and the peak areas of oxides and metallic aluminum, we calculated the oxide thicknesses for each sample as follows: the unmodified/Al sample has a thickness of 3.84 nm, PFOTS/Al shows a significant reduction to 2.02 nm, and TDPA/Al has a thickness of 2.86 nm (see Figure 4.21 (d)). These values agree with others in the literature (2 – 4 nm) [100-102]. To verify the SAM bonding high-resolution XPS spectra of the C 1s core level were measured for unmodified/Al, as well as PFOTS/Al, and TDPA/Al, and fitted as shown in Figure 3. The peaks at a binding energy of 284.8 eV, observed in Figures 3(a-c), are clearly attributed to C-C/C-H functional groups. These arise primarily from the -CH2 and -CH3 functional backbones (spacers) and tail groups of the phosphonate and silane molecules. However, these peaks coming from the contaminations in the unmodified/Al [72] [64]. Table 4.2 demonstrates the binding energies of all of the resolved functional groups and their lists the binding energies. Oxidized carbon species, including alcohol or ether types (C-O-C/C-OH) and ester, or carboxyl groups (CO-O-C/C-CO-C/CO-OH), are also evident in Figure 4.22 (a-c). These species appear due to the adsorption of contaminants from the atmosphere following exposure in the way transforming samples to XPS analysis. It has been suggested that airborne carbon contaminants may obstruct the adsorption sites on  and . The XPS data in Figure 4.22 (c) reveals the absence of oxidized carbon species of the alcohol or ether type only for the case of TDPA/Al, whereas there are characteristic oxidized carbon species detected for PFOTS/Al (Figure 4.22 (b)).
[bookmark: _Toc181386426]Figure 4. 22: C 1s core level high-resolution XPS spectra (deconvoluted) taken for (a) oxidized, unmodified Al, (b) PFOTS/Al, (c) TDPA/Al.


However, the organic species that is much greater on PFOTS/Al in quantity compared to untreated Al. The length of the alkyl chain significantly affects molecular packing during self-assembly; longer chains lead to improved molecular orientation on surfaces. This enhanced self-assembly occurs because longer chains exhibit stronger van der Waals attractive forces [73]. As the chain length increases, the strength of these interactions per adsorbate rises, correlating with the number of methylene units present in the molecule. The XPS data for TDPA/Al suggests a nearly complete removal of adsorbed atmospheric organic contaminants. The TDPA/Al molecules facilitate a greater density of adsorption on aluminum, leading to a more tightly packed arrangement of molecules. As a result, In comparison to PFOTS/Al, this arrangement shows lower surface energies and larger water contact angles.. Therefore, the XPS analysis verifies that TDPA/Al has a chemically uniform film, while the residual contamination found on PFOTS/Al leads to a film with a less densely packed molecular structure but still has high contact angle and prevent oxides to penetrate through it.
The distribution of the C 1s peak of PFOTS/Al suggests the presence of CF₂ and CF₃ groups, representing the functional backbone and tail, respectively (Figure 4.22 (b)). These same functional groups were also identified in the deconvoluted F 1s XPS spectra, with binding energies observed at 685.2 eV for CF₂ and 688.7 eV for CF₃ (data not shown). This confirms the characteristic fluorine bonding associated with these groups in the PFOTS structure. This finding suggests that the self-assembly of (1H, 1H, 2H, 2H-Perfluorooctyltriethoxysilane) on the Al leads to the successful deposition of the fluorocarbon chain. The higher carbon percentage observed for TDPA is due to its longer hydrocarbon chain [65]. TDPA contains a 14-carbon chain, which contributes significantly more carbon to the surface compared to PFOTS’s 8-carbon fluorocarbon
Chain (see Table 4.3)[bookmark: _Toc181383708][bookmark: _Toc183345445]Table 4. 2: Binding energy values linked to functional groups arising from surface contamination or phosphonate or silane deposition.

	Carbon species
	Untreated Al (eV)
	PFOTS /Al (eV)
	TDPA /Al (eV)

	C-C/C-H
	284.87
	284.67
	284.90

	C-O
	286.36
	286.16
	

	COOH
	289.11
	289.51
	

	CF2
	
	291.38
	

	CF3
	
	293.77
	


[bookmark: _Toc181383709]
Table 4. 3: Atomic percentages of carbon for each sample.
	Carbon species
	Untreated/Al
Atomic %
	PFOTS /Al
Atomic %
	TDPA /Al
Atomic %

	C-C/C-H
	7.99
	9.08
	42.35

	C-O
	1.83
	3.07
	

	COOR
	2.66
	2.55
	

	CF2
	
	4.34
	

	CF3
	
	1.15
	



[image: ]After storing the two SAM-modified Al samples under ambient conditions in a desiccator for 15 days, XPS measurements were repeated on the aged samples. Notably, the passivation remained stable, as evidenced by the minimal change in Al oxide peak intensity and position compared to the initial fresh samples (Figure 4.21 (a)). A comparison between Figures 4.21 and 4.23 reveals that the unmodified/Al sample was already saturated with oxides, exhibiting no significant changes in peak intensity or position. In contrast, the SAM-modified PFOTS/Al and TDPA/Al samples demonstrated the exceptional stability of SAM-mediated oxide suppression, with negligible oxide growth at the SAM-Al interface under ambient conditions even after 15 days.[bookmark: _Toc181386427]Figure 4. 23: Comparison of aluminum oxide peaks in fresh and aged SAM samples with the unmodified sample after 15 Days.


[bookmark: _Toc183345438]4.2.2 Contact Angle Measurement
The contact angle, symbolized as θ, serves as a key indicator of how a liquid interacts with a solid surface, specifically gauging the extent of wetting. This angle is formed where the liquid, solid, and gas phases converge, creating a distinct geometric relationship. The well-established Young Equation elegantly captures the equilibrium of forces at this critical three-phase junction, where the liquid meets the solid and gas:

The interfacial tensions   (liquid surface tension),   (solid-liquid interfacial tension), and   (solid surface tension, or surface free energy) come together to form the equilibrium contact angle of wetting, which is also known as Young’s contact angle, or . Wettability is the measure of a liquid’s ease of spreading over a specific surface. Usually, water is used as the probe liquid, and the static contact angle is measured to determine it. High wettability or good wetting is attributed to surfaces where the liquid spreads out to produce a flatter droplet [62] Figure 4.24.
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[bookmark: _Toc181386428]Figure 4. 24: measurements of the contact angle on Hydrophobic and hydrophilic surfaces respectively.


Figure 4. 25 presents static CAMs using water sessile drops on different surfaces, including unmodified/Al, PFOTS/Al, and TDPA/Al. Water (CAMs) are used to evaluate the wetting characteristics of the SAM on Al thin films, comparing hydrophilic unmodified aluminum with hydrophobic surfaces modified PFOTS, and TDPA [64] [65] [66]. While the unmodified Al films exhibited a contact angle of 39.1°, the contact angles for PFOTS/Al, and TDPA/Al films increased to 119.6°, and 124.7°, respectively (Figure 4.25). PFOTS exhibits a significantly higher contact angle compared to the unmodified aluminum sample due to its modified surface chemistry. The key factor is the presence of perfluorinated chains (–CF₃ and –CF₂ groups) in PFOTS, which greatly reduce surface energy. These fluorocarbon chains are highly hydrophobic, repelling water and other polar substances, leading to a higher contact angle [67]. 
TDPA/Al achieves a higher contact angle compared to PFOTS, despite TDPA lacking fluorine. This is because the phosphonic acid group in TDPA forms strong P–O–Al bonds with the aluminum oxide surface through an acid-base condensation mechanism, which creates a densely packed and highly ordered monolayer [68] [92] [93]. TDPA’s 14-carbon hydrocarbon chain contributes significantly to surface coverage, providing a higher proportion of organic material and better surface packing than PFOTS.
[bookmark: _Hlk179276231]This reduction in oxides lead 
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[bookmark: _Toc181386429]Figure 4. 25: Contact angle measurements of different Al surfaces with and without SAM (a) water sessile drop static contact angle pictures and (b) contact angel values for untreated/Al, PFOTS/Al, and TDPA/Al, respectively.


On the other hand, PFOTS relies on its SiCl₃ group to react with surface hydroxyl groups, forming Si–O–Al covalent bonds [94]. While PFOTS benefits from the fluorocarbon chains that reduce surface energy and increase hydrophobicity, the binding is limited to surface hydroxyl groups. In 
contrast, TDPA’s phosphonic acid can form deeper, stronger bonds with the metal oxide surface, resulting in more robust surface coverage and a higher contact angle, despite the absence of fluorine. The longer carbon chain of TDPA further enhances the surface properties compared to the 8-carbon chain in PFOTS. SAMs on Al surfaces effectively suppress oxide formation, which 
reduces the density of TLS defects and make it hydrophobic as well. Hydrophobic surfaces impede the penetration and bonding of water molecules to aluminum, thereby minimizing oxide formation and other contaminants. Contact angle measurements confirmed the binding of SAMs and their hydrophobic nature, which contribute to sustained oxide suppression.
to a decrease in TLS defect density at the air-interface, potentially improving quantum circuit coherence, as demonstrated in recent studies. While we did not conduct explicit quality factor measurements on our samples, the existing literature strongly suggests that reducing oxides will indeed lower TLS density at air-interfaces [95] [4] [85] [42]. In addition to oxide removal if oxides growth become ‘crystalline’ even than TLS reduces because TLS is mainly due to irregular growth of oxide. Here we are not only reducing the oxides but we are covering the interface with very well-known molecular structure of SAM. This reduction in oxides lead to a decrease in TLS defect density at the air-interface, potentially improving quantum circuit coherence, as demonstrated in recent studies [4] [80]. While we did not conduct explicit quality factor measurements on our samples, the existing literature strongly suggests that reducing oxides will indeed lower TLS density at air-interfaces [95] [4] [85] [42]. In addition to oxide removal if oxides growth become ‘crystalline’ [82] even than TLS reduces because TLS is mainly due to irregular growth of oxide. Here we are not only reducing the oxides but we are covering the interface with very well-known molecular structure of SAM.

[bookmark: _Toc183345439][bookmark: _Hlk180780595]4.2.3 Scanning Electron Microscopy and Energy-Dispersive X-ray Spectroscopy
[bookmark: _Hlk179202966][bookmark: _Hlk179203070][bookmark: _Hlk179203352][bookmark: _Hlk179203380]For further investigate the surface structure and elemental analysis we collected the SEM images of all samples and selected SEM images of unmodified/Al, PFOTS/Al, and TDPA/Al are shown in Figure 6.  The grain boundaries in the unmodified/Al are evident from the Figure 6a and EDS analysis exhibited the highest weight percent (Wt%) of oxides, whereas in comparison the samples treated with SAMs demonstrated a significantly lower Wt% of oxides (Figure 4.26 (b-c)). This reduction in oxide content for the SAM-treated samples aligns with our XPS results (Figure 2 and 3), confirming that the SAMs effectively passivate the aluminum surface, minimizing oxide formation. In SEM image of PFOTS/Al grain structure is similar to unmodified Al surface but at grain boundaries appears less deeper due to SAM binding. EDS analysis of this surface is quite 
different from unmodified sample and there is clear reduction in Al-oxides. The specific component contributing to the increased silicon weight percentage in the EDS analysis is the trichlorosilane (-SiCl₃) group from the PFOTS (Perfluorooctyltrichlorosilane) molecule. This silane part forms the self-assembled monolayer (SAM) on the aluminum surface, which explains the rise in Si content. SEM images and EDS analysis of TDPA/Al is also similar to PFOTS/Al revealed that both SAMs can provide sustained suppression in growth of oxides. However, there is no increases in the Si and C wt%. Furthermore, we did not observe any detectable change in EDS analysis of aged SAM modified samples which also support the XPS analysis of aged sample shown in Figure 4. Previous studies on Nb-based circuits revealed no adverse effects on microwave measurements and a clear reduction in TLS density at the air-interface [4] [80]. The Al passivation reported here, similar to that employed for Nb, resulted in a more significant reduction in oxide peaks (XPS analysis) compared to previous Nb-based studies.
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[bookmark: _Toc181386430]Figure 4. 26: High-Resolution SEM images and EDS analysis of (a) Unmodified/Al (b) PFOTS/Al (c) TDPA/Al samples.


Figure 4. 27: High-Resolution SEM images and EDS analysis of (a) Unmodified/Al (b) PFOTS/Al (c) TDPA/Al samples.



[bookmark: _Hlk179274985]A more detailed comparison is necessary to fully appreciate the advantages of this observation. Furthermore, the irregular growth of oxides can contribute to TLS defects and previous studies have demonstrated that promoting crystalline oxides growth can mitigate TLS [39] [81]. Unlike other methods that often introduce non-crystalline materials, SAM-based approaches can suppress oxide growth and prevent contamination while maintaining a stable molecular structure. 
[bookmark: _Hlk180335640]Although SAMs have been extensively studied on various metal, metal oxide, and semiconductor surfaces for over three decades, oxide suppression was not a primary focus. Previous studies primarily focused on other potential applications, such as modifying surface chemical functionality, wettability, and dielectric properties [83] [84]. The application of SAMs is relatively new in the context of quantum circuits, and their impact on the quantum measurements has to be carefully studied as the quantum measurements can be highly sensitive to their environment. Prior to widespread adoption of SAMs in quantum circuits, extensive research on different superconductors is essential to optimize binding properties, packing density, and stability, among other factors.




















[bookmark: _Toc183345440]CHAPTER 5
[bookmark: _Toc181379619][bookmark: _Toc183345441]CONCLUSIONS

The coherence of quantum circuits is directly correlated with the quality factor of CPW resonators. This thesis focused on the simulation of CPW resonators to enhance their quality factor by varying interface loss tangent, interface thickness and geometry. In addition to simulation, experimental efforts were undertaken to increase the quality factor by reducing TLS losses at metal-air interfaces through the suppression of oxide growth using SAMs.
Simulations revealed that the substrate-air interface had the most significant impact on the internal quality factor, particularly when the loss tangent and thickness of oxide layers were varied. Even minor changes in these parameters led to substantial variations in the quality factor, emphasizing the sensitivity of superconducting resonators to oxide-related losses at this interface. This study highlights the critical importance of minimizing interface contamination to enhance the performance of quantum circuits. Additionally, simulations demonstrated that trench depth etching could effectively reduce the electric field's interaction with lossy substrate interfaces, further improving resonator performance.
To mitigate TLS losses at the metal-air (MA) interface, we introduced a novel solution: applying self-assembled monolayers (SAMs) to the aluminum surface to prevent oxide growth. SAMs form a protective layer on the metal surface, reducing its interaction with oxygen and moisture, the primary causes of oxide formation.
A series of surface characterization techniques confirmed the effectiveness of SAMs in reducing oxide growth. X-ray photoelectron spectroscopy (XPS) results demonstrated a clear reduction in the thickness of native oxides on the SAM-treated aluminum surfaces. Even after fifteen days, XPS data showed a sustained suppression of oxide growth. Additionally, contact angle measurements indicated a significant increase in the hydrophobicity of the aluminum surface after SAM application, further supporting the conclusion that SAMs effectively blocked oxygen and moisture, preventing oxide formation.
While we were unable to directly measure the Q factor experimentally, it is well-established that a reduction in TLS defects in oxides improves the quality factor of resonators. Furthermore, our simulation results clearly demonstrate that reducing TLS losses at interfaces increases the quality factor of resonators. This method has the potential to enhance the Q factor and could be extended to other critical interfaces, such as the substrate-metal and substrate-air interfaces, to further improve resonator performance.
In summary, this thesis combines simulation and experimental approaches to minimize dielectric losses in superconducting quantum circuits. Future simulations with different materials and designs can aid in fabricating low-loss superconducting quantum circuits. Ideally, SAMs can bind to various metallic and semiconducting surfaces, enabling the use of SAM-based oxide suppression to mitigate oxide growth in a wide range of existing and emerging quantum circuit and substrate materials.
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