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Typical distribution systems are rapidly facing enormous changes. High 

technological equipment have been invented and magnificently designed allowing 

operators to have full vision and control over the system. Integrating these equipment into 

a conventional distribution system increases the level of reliability and transfers the system 

to be the so-called “a microgrid”. However, and due to the increased control variables and 

complexity of such networks, the decision for an operator, especially at emergency and 

fault cases, becomes a very difficult task, thereby, impacting system reliability.  

Sophisticated algorithms need to be applied in order to guarantee the optimum restoration 

solution for any interruption incident.  

In this study, a smart self-healing optimization strategy for electrical microgrids is 

proposed that depends on several factors such as, available power supply, system 

configuration and load demand. Also, a load priority model is proposed which is merged 

into the self-healing strategy. The strategy of self-healing is formulated as a Mixed Integer 

Linear Programming (MILP) problem which is then solved mathematically ensuring global 

optimality of the solution. The strategy is implemented and studied on the IEEE 3 feeder 

16 bus distribution system. The systems to be studied is assumed in this thesis to be a smart 
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microgrid distribution systems equipped with automation devices and IT infrastructure 

including automated switches, sensors and fault detection and isolation devices. 

 Simulation results demonstrate the effectiveness of the proposed strategy in 

restoring the system after any fault by optimizing system configuration, DGs power output, 

and amount of load curtailment.  Further, remarkable results in terms of accuracy and 

computational time of the strategy are recorded. 

 

 

 

 

 

 

 

 

 

 

 

 

 



 

xxii 

 

 ملخص الرسالة

معد محمد عبدالله العويفيرلاسم الكامل: ا  

الذكية التوزيع  الشفاء الذاتي لشبكات تحسينتقنية لعنوان الرسالة:   

  الهندسة الكهربائية التخصص:

هـ٦٣٤١، جمادى الآخرة ة:يمتاريخ الدرجة العل  

ممت للسماح معدات عالية التقنية وصأخترعت نظم التوزيع الكهربايئة التقليدية تغيرات هائلة في الفترة الحالية. تواجه 

لمشغلي شبكات الطاقة  بالرؤية والتحكم بالنظام الكهربائي بشكل متقن. دمج هذه المعدات عالية التقنية بالنظم الكهربائية 

قيد بسبب إزدياد أجهزة التحكم والتع إلى ما يسمى بشبكات التوزية الذكية.يزيد من مستوى الموثوقية ويحول النظام 

، فإن قرار مشغل الشبكة يصبح صعباً للغياة خصوصاً في حالات الطوارئ وإنقطاع لتلك الشبكات الذكيةالمصاحب 

ق العديد من . من أجل ضمان الحل الأمثل لإي حالت إنقطاع، يجب تطبيمما يؤثر على موثوقية الشبكة الكهرباء

 الدراسات والتحليلات الرياضية.

الإستراتيجية  هذه (smart microgrids).تم تقديم إستراتيجية شفاء ذاتي للشبكات الكهربائة الذكيةيفي هذه الدراسة، 

 لأحمالاتوصيلات الشبكة، و كمية  ةالمولدات الجاهزة للتشغيل، هيكل كسعة ،تعتمد على العديد من العوامل التقنية

ند إستعادة عالأحمال الكهربائية  لتصنيف أهمية وأولية نموذجتقديم  في هذه الرسالة يتمذلك،  إلى. إضافة ةلكهربائيا

تحل بعد لتي وا MILPصياغة إستراتيجة الشفاء الذاتي كمسألة يتم . مع إستراتيجة الشفاء الذاتي يدمجذي الطاقة وال

 IEEE 3 feeder 16 busفيذ وتطبيق هذه الدراسة على نظام . يتم تنلضمات وجود الحل الأمثلرياضياً  ذلك

systemذكي ومجهز بالبنية التحتية عالية التقنية بما في ذلك  مفترض في هذه الدراسة على أنه . النظام المدروس

 المفاتيح الآلية، أجهزة الإستشعار الذكية ومعدات كشف وعزل الأخطاء الكهربائية.

لحل الأمثل انتائج التحليلات تشير بكفائة الإستراتيجية المقدمة في إستعادة النظام بعد أية إنقطاع عن طريق إيجاد 

لإستعادة الطاقة من ناحية كمية الطاقة الضرورية من المولدات الكهربائية، كمية تقليص الأحمال اللازمة، و تشكيلة 

 الملاحظة من حيث سرعة تطبيق الإستراتيجية ودقة الحل.جديرة ببالإضافة، سجلت نتائج  .شبكة النظام
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CHAPTER 1  

INTRODUCTION 

The first chapter of this thesis is divided into five main sections. Section 1.1 

provides a general introduction followed by the thesis motivation in section 1.2. Then, 

section 1.3 states the main thesis objectives. A general background about selected topics 

that are strongly related to the thesis topic is delivered in section 1.4. Finally, section 1.5 

contains the structure and the organization of the thesis.  

1.1 Introduction 

Due to the increase in electric demand, complexity of power grids and the call for 

more reliable, sustainable and controllable energy systems and sources, governments and 

responsible organizations are moving toward building a new efficient power system, the 

smart grid. According to the U.S. Department of Energy (DoE) “Smart grid” refers to a 

class of technologies that people are using to bring utility electricity delivery systems into 

the 21st century, using computer-based remote control and automation. They are beginning 

to be used on electricity networks, from the power plants, all the way to the consumers of 

electricity in homes and businesses. They offer many benefits to utilities and consumers, 

mostly seen in big improvements in energy efficiency and reliability on the electricity grid 

and in energy users. It can be added that smart grids, from the customer prospective, 

includes using smart meters appliances to control the electricity consumption and reduce 

the bill. On the other hand, from utility prospective, smart grid means introducing more 
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smart technologies and designs to monitor, operate, and control the system with more 

reliable and more secure service 

Many environmental concerns are rising regarding carbon emissions and its 

footprints. The obvious solution is to replace the conventional fossil energy sources with 

renewable energy sources and also to start depending on electrical vehicles rather than 

gasoline vehicles. An important benefit of a smart grid is that it will pave the way in order 

to apply these technical solutions in order to improve the security and reliability of the 

future power grid. Moreover, in [1], 15 important issues and concerns that motivated the 

implementation of smart grids were stated: 

1) Aging and underinvested infrastructure. 

2) Electricity demand throughout the world is steadily increasing, causing high power 

system loading resulting in overstressed system equipment. 

3) Public interest groups are putting pressure on politicians to reduce CO2 emissions 

through the adoption of alternative energy sources and put in place regulations to 

increase energy efficiency. 

4) Increasing distance between generation sites and load centers. 

5) The changing mix of power generation operating central power plants in parallel 

with large numbers of small, decentralized (distributed) generation DG. 

6) Intermittent and fluctuating energy availability of renewable energy sources, such 

as wind and solar, are placing additional strains on existing grids. The intermittence 

must be counter-balanced with more intelligence in the grid, base load power 

generation (hydro, nuclear), and storage. 
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7) Additional and new consumption models (smart plug-in vehicles, smart homes 

(SHs), and smart buildings). 

8) Increasing cost and regulatory pressures. 

9) Utility unbundling increased energy trading. 

10) There is a need for transparent consumption and pricing for the consumer. 

11) Regulators are pushing for more competitive and lower energy prices. 

12) There is a need for securing supply and meeting the increase in energy needs. 

13) Utilities need to adopt information and communication technologies to handle new 

operational scenarios and challenges while maintaining profitability and retaining 

the ability to invest in infrastructure 

14) Efficient and reliable transmission and distribution of electricity is fundamental to 

maintaining functioning economies and societies. 

15) Sustainability. 

 Several issues and obstacles may hinder the progress of building smart grids such 

as cost and fear from cyber-attacks on the grid communication system. Also, customers 

may raise the issue of privacy on the data received by utilities from their homes. To 

overcome these problems and to succeed in implementing smart grids, governments, 

international organizations, industries and research institutes must work in a cooperative 

manner in order to accomplish smart grid implementation. In addition, customers and 

consumers should also be aware about the huge benefits smart grids will offer in terms of 

cost, quality and reliability.  
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 It is know that for a smart grid system to be effectively efficient in terms of 

reliability, a restoration scheme must be established in case of emergencies or interruptions. 

The power restoration problem is usually formulated as a multi-objective multi-constrains 

optimization problem. The optimum solution can be subjected to several objective 

functions such as: 

 Maximizing number of customers restored. 

 Maximizing the total restored energy. 

 Minimizing operational cost (i.e. switching operation, DG output, …etc). 

 Minimizing outage cost. 

 Minimizing system total losses. 

1.2 Thesis Motivation  

System reliability has always been a crucial concern in designing and operating 

current and modern grids. In the US, the total cost of outages in year 2002 was estimated 

to be around $79B [2] which equal almost 32% of the total electricity retail revenue of 

$249B for the same year [3]. The grid today is facing many problems that negatively affect 

the reliability. These problems can be summarized in four points: 

1) Ambiguity of network defects until a failure occurs.  

2) Utilities are aware of outages only when customers report them. 

3) Determining the cause of an outage is a challenging issue, thus delaying service 

restoration.  

4) Incapability in guiding consumers to conserve energy in peak times, hence 

jeopardizing reliability. 
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By utilizing smart grids technologies, these problems can eventually be solved by: 

1) Using information technology infrastructure to deliver knowledge on potential 

faults in the network to utilities in order to react before outages occur.  

2) Employing smart grid automation and smart meters to provide real-time 

information of the grid's status and to immediately alert utilities in the case of 

failures.  

3) Functioning monitoring and control technologies in order to locate faults then 

re-route power in the grid to isolate faulted areas (islanding).  

4) Encouraging customers to use less energy during peak times by utilizing AMI 

and price responses (demand response/load management).   

 As smart grids can improve the reliability of power systems, they may also 

contribute in deteriorating it due to the following factors:  

1) Uncertainty in renewable energies power output such as wind and solar may 

cause unexpected failures due to the mismatch between power output and load.  

2) The current grid is operated at its edge due to the aging infrastructure. 

3) Diversity and complexity in energy sources may cause difficulties in switching 

configuration which will affect the outage time.  

 Therefore, in order to fully utilize the benefits that are provided from the smart grid, 

these previously mentioned factors must be addressed effectively and efficiently including 

studies that test the reliability and security of smart microgrids. Moreover, a strategic 

restoration technique must be incorporated in order to be utilized in case of emergencies 

and outages. The technique must model and take into consideration different aspect that 
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arise in a microgrid, such as DGs, renewable energy, controlled switches and consumer 

demand side management DSM programs. In this study, a smart self-healing strategy for 

microgrids service restoration will be proposed including priority listing. The strategy will 

be capable to provide the optimum restoration plan as in; optimum system reconfiguration, 

optimum load shedding and optimum DGs scheduled power output. 

1.3 Thesis Objectives 

This thesis focuses on achieving three main objectives listed as follows: 

1) To model and analyze the effects of DGs and renewable energy with the 

inclusion of demand side management on the reliability and restoration of 

microgrids. 

2) To propose a priority list model that is based on different factors such as: type 

and criticality of the load, cost of interruption, load management programs, and 

system reliability indices.  

3) To propose a smart self-healing optimization strategy for the system based on 

the available supply, system configuration, switching devices, load demand, 

and finally, the priority listing.  

The flow chart in Figure 1.1 demonstrates the procedure of the proposed microgrid 

self-healing strategy. 
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Figure 1.1 Self-healing strategy for electric microgrids 

1.4 Background  

It was intended when organizing this thesis to include and mention the literature 

survey whenever needed depending on the subject. For instance, the priority list model is 

built and modeled in chapter 3. Thereby, literature review related to load prioritizing are 
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presented in the introduction of the same chapter. It was found that this approach is more 

convenient to the reader where comparison between thesis proposed studies and studies 

existing in the literature can be made easily and directly without the need to return to the 

first chapter each time. However, for the necessity of providing a technical platform and 

knowledge based discussion, this section presents an overview about selected topics that 

are highly linked to this thesis such as renewable energy, load management and demand 

response, power restoration and electric microgrids.   

Solar and wind are the most two growing renewable resource due to their high 

availability. Solar is considered the most abundant source of energy where the annul solar 

energy reaching earth is almost 1000 times the current world-wide fossil fuel consumption 

in a year [4]. The cumulative global installed PV capacity is expected to reach 329.8GW 

by the year of 2020 [5]. In the case of wind power, U.S. government is expecting to increase 

its wind power generation from 31TWh in 2008 (1.3% of total supply) to 1160TWh (20% 

of future total supply) by the year of 2030 [6]. One obvious issue of these two renewable 

sources is the uncertainty and variability of power output which creates a significant 

problem for the reliability of the power grid. Figures 1.2 and 1.3 show the curves of output 

power from solar and wind resources in Dhahran, Saudi Arabia for the year of 2003. As it 

can be seen, the issue of variability is bigger in the case of wind than solar. The forecasting 

errors for wind power could exceed 25% depending on the methodology [7].  
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Figure 1.2 Solar power output variation per unit, Dhahran 2003 

 

Figure 1.3 Wind power output variation per unit, Dhahran 2003 

Certainly, both of their power outputs are affected by the climate, engineering 

design and the location of installation. Also, large scale resources are usually far away from 

loads causing transmission lines limitations, thereby affecting the reliability. In general, 

renewable resources may badly impact grid reliability due to the following summarized 

reasons:    

1- Variability and fluctuation of resources.  
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2- The power output cannot be controlled; hence it is difficult to match the generation with 

load profile.  

3- High forecasting errors in particular in long term forecasting. 

4- Transmission limitation in case of remote resources. 

 It can be seen, while renewable energies can provide more sustained power and 

relieve several environmental concerns, they may also harm the quality and reliability of 

the grid due to their uncertain generated power. These issues can be solved by utilizing 

load management and energy storages to address renewable resources inconsistency in 

order to obtain a perfect match between load and generated power.  

Load management (LM) can be defined as any action taken by the customer and/or 

the electricity supplier to change the load profile to reduce total system peak load, increase 

load factor and improve utilization of valuable resources such as fuels or generation, 

transmission and distribution capacity [8]. Generally, in load management practice, 

consumers are encouraged to reduce their energy consumption during specific periods 

(peak times) and to consume energy in a more efficient manner. Usually, this is achieved 

by increasing the price of electricity at peak times and reducing it at times where the 

demand is low in order to smooth-out the load profile. LM can also be obtained by methods 

other than altering the price such as increasing the awareness of customers about 

conserving energy and lowering demand. It is worth mentioning that in LM exercise, the 

total energy consumption is not necessarily reduced since in most cases, load is rather 

shifted from on-peak times to off-peak times.  



 

11 

 

Demand Response is a type of LM where it refers to the ability of customers to 

reduce or alter their electricity consumption in response to events based on electrical 

market or reliability needs. 

The U.S Department of Energy (DOE) defines demand response as "Changes in 

electric usage by end-use customers from their normal consumption patterns in response 

to changes in the price of electricity over time, or to incentive payments designed to induce 

lower electricity use at times of high wholesale market prices or when system reliability is 

jeopardized". 

Demand response can be categorized into two primary types [9]: 

• Incentive-based demand response  

 o Direct load control  

 o Interruptible/curtailable rates  

 o Demand bidding/buyback programs  

 o Emergency demand response programs  

 o Capacity market programs  

 o Ancillary-services market programs  

 • Time-based rates  

 o Time-of-use  

 o Critical-peak pricing  
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 o Real-time pricing  

By implementing LM and DR, substantial benefits can be accomplished, especially 

at peak times, in reducing the need for additional resources and generators.  

To protect the grid from overloading, in some cases, load shedding is used where 

the utility disconnect the power on customers without even informing them in order to 

reduce total demand. In smart grids, by the use of LM/ DR and the communication system 

between the utility and customers, overloading problems can be resolved including 

customer participation. Utility can require customers to turn-off unnecessary loads at 

particular time where the total load is high; hence, LM and DR can be seen as an ancillary 

resource where it could eventually work on improving grid reliability. In addition, 

combining load management schemes with electrical storage systems could further 

improve grid reliability by addressing peak demand and load variability in an efficient 

manner.  

 The European Directorate-General for Energy states that "Energy storage can 

supply more flexibility and balancing to the grid, providing a back-up to intermittent 

renewable energy. Locally, it can improve the management of distribution networks, 

reducing costs and improving efficiency. In this way, it can ease the market introduction 

of renewables, accelerate the decarbonization of the electricity grid, improve the security 

and efficiency of electricity transmission and distribution (reduce unplanned loop flows, 

grid congestion, voltage and frequency variations), stabilize market prices for electricity, 

while also ensuring a higher security of energy supply".  
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Traditionally, large scale pumped hydro storage systems were widely used in the 

network but with the high emerging penetration of renewable resources in the grid, smaller 

more flexible storage devices are required to be applicable at all system levels. Various 

energy storage technologies are being implemented in order to meet the grid needs such as 

thermal storage, compressed air, flywheel and batteries. The contribution of each storage 

technology to the overall capability in the U.S. in year 2013 is shown in Figure 1.4. 

In general, applications of energy storage in the grid differs depending on the level 

of the electrical system:  

1) Generation level: Increasing generation capacity and balancing it with the 

demand. 

2) Transmition level: Controlling frequency and voltage level and as a black start.  

3) Distrubution level: Supporting capacity and controlling voltage level.  

4) End-user level: peak shaving, islanding supply, cost utilization.  

 

Figure 1.4 Contribution of various storage technologies in the U.S. [10] 

Batteries appear to be the most promising technology to be implemented in the grid 

due to its flexibility in operation and cost. Batteries provide mobility as well as elasticity 
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in storage capacity which makes them flexible to be installed in several places in the grid, 

including:  

 A renewable energy source (RES) feeder such as photovoltaic and wind.  

 High, medium or low voltage substations.  

 Connect it to RES supplying homes.   

All storage devices tend to make load profile seen by the utility flat and constant 

where they fill generation gaps in peak times. Batteries in particular, respond very fast, in 

fraction of a second, which makes them beneficial sources in fast control schemes in the 

smart grid. These two properties when achieved efficiently, can improve grid reliability 

and substantially.  

An effective combination between these three resources, renewable energies, load 

management and storage devices, in the grid will most certainly raise the level of reliability 

to meet all network challenges. A perfect grid with wide IT infrastructure that provides 

control, communication and coordination is necessary needed in order to perfectly achieve 

these reliability challenges. 

There exists several studies in the literature analyzing the impact of renewable 

energy and load management on system reliability. Dange Huang and Roy Billinton in [11] 

mainly focused on the effects of one aspect of the various demand side management 

measures, which is load shifting, on reliability indices, reliability index probability 

distributions and peak load carrying capabilities for a bulk electric system. The interactive 

impacts of demand side management programs and the consideration of load forecast 

uncertainty on system reliability were also investigated. The conventional system 
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reliability indices, Loss of Load Expectation (LOLE), Loss of Energy Expectation (LOEE) 

were used to illustrate the reliability effects of DSM applied to the IEEE-Reliability Test 

System (IEEE-RTS). The sequential Monte Carlo simulation technique was utilized in their 

study. 

 The load shifting procedures examined in [11] improved the system reliability by 

modifying the load model. System reliability indices decrease with the application of load 

shifting measures. The lower the pre-specified peak load, the lower the system indices. Not 

only are the system indices improved by implementing DSM measures, the index 

probability distributions are also affected. The relative frequency of encountering zero load 

curtailment increases with a decrease in the pre-specified peak load. The standard deviation 

and the range of the index probability distribution decreases significantly with the 

application of load shifting measures. This implies that the system reliability performance 

becomes less variable from year to year and the indices are less dispersed by implementing 

load shifting programs. 

The system peak load carrying capability increases as the pre-specified peak load 

in the load shifting procedure decreases. System reliability indices are affected negatively 

with increasing load forecast uncertainty. The application of demand side management 

tends to counteract the effects of load forecast uncertainty and therefore, reduce the 

inherent increase in the system reliability indices due to the load forecast uncertainty. 

In [12], Chenye Wu, Hamed Mohsenian-Rad, Jianwei Huang, and Yuexuan Wang 

propose a novel demand side management method to tackle the intermittency in wind 

power generation. Their focus is on an isolated microgrid with one wind turbine, one fast 
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responding conventional generator, and several users. Using dynamic potential game 

theory, they analyze and coordinate the interactions among users to efficiently utilize the 

available renewable and conventional energy resources to minimize the total energy cost 

in the system. The intertemporal variations of the available wind power were modeled as a 

Markov chain based on real field data.  

 Using techniques from dynamic potential game theory, they first derive closed-

form expressions for the best responses for the users that participate in demand side 

management. Then, they investigate the efficiency of the constructed game model at the 

equilibrium. Finally, the system performance is assessed using computer simulation. In 

particular, their proposed scheme saves 38% generation cost compared with the case 

without demand side management. 

Moreover, in [13], the effect of generation system on the load point reliability was 

considered, so it was supposed that transmission system is fully reliable. This paper 

proposed a New Equivalent Multistate Generation Provider (NEMGP) to include the effect 

of wind generating units besides conventional generators in the reliability evaluation. A 

novel technique was proposed to determine the maximum generation capacity delivered to 

each load point. The proposed technique uses the maximum deliverable capacity to 

determine load point reliability indices. In this progress, it was assumed that customers 

behave as dispatchable loads. This technique is based on Optimal Power Flow (OPF) 

approach. Generalized Reduced Gradient (GRG) method was employed to solve the 

nonlinear programming problems. The proposed techniques were illustrated using 

deregulated Roy Billinton Test system (RBTS). 
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 The deregulated RBTS with a wind farm connected to a single bus was analyzed in 

[13] to demonstrate the effectiveness of the proposed techniques. Using these techniques, 

more realistic results were obtained in comparison with old approaches. Two different 

cases were applied at which the customers bid different prices per MWh. The results show 

the effect of changes in the customer’s bid price on the reliability of each load point. 

Because of network configuration and different distances between customers and different 

generators, some customers may have lower reliability. As it was expected, the results 

indicate that the customers with low reliability should pay more money to reach to higher 

reliability.  

Power restoration process is considered to be a major factor that plays an important 

role in the increase or decrease of system reliability. In order to reach a satisfactory level 

of reliability, power restoration must be fast, secure and reliable in case of interruptions or 

even blackouts. Even though blackouts can be categorized as rare events, but when they 

occur, they could cause a huge loss in commercial and industrial activity. For that reason, 

traditionally, many electric utilities have established some specific guidelines and 

strategies that an operator should follow in order to restore the energy in the case of a 

blackout or an interruption.  Many restoration attempts tend to be unsuccessful using this 

technique, and the reason behind that is the uncertainty and unknown condition of the 

interrupted system at the moment when the restoration plan was developed. In most cases, 

the prevailing conditions of interrupted system differ significantly than the assumed 

conditions of the restoration plan [14].  
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Recently, several new techniques to improve solving the restoration issue have been 

proposed in the literature. Mainly, these techniques can be categorized into three types: 

heuristic or Expert Systems (ES), Soft Computing (SC) and Mathematical Programming 

(MP). Mathematically speaking, power restoration is a combinatorial problem with the 

objective of maximizing the power supply for as many customers as possible while 

satisfying source, line/cable loading, and often radial network constraints [15]. A final 

configuration for the restored system must be found which is typically presented as the 

status for all breakers in the system as well as the sequence of switching to avoid over 

loading the network components. Before implementing this configuration onto the system, 

a load flow analysis is crucial in order to examine the operating feasibility of the proposed 

system configuration. The process of finding the optimal configuration and then checking 

the load flow can consume a huge amount of time when applied to large a 

transmission/distribution system. The topic of power restoration and the methods that are 

applied to solve this problem will be further discussed in chapter 4 when proposing the 

restoration optimization strategy of this thesis.  

In the introduction of this chapter, the benefits, definition and advantages of smart 

grids was stated. Similarly, microgrids are considered to be modern, small-scale versions 

of the centralized smart grid systems. They consist of cluster of loads and microsources 

that can be operated in an efficient fast manner. Typically, all switches and equipment in 

the microgrid are assumed to function remotely by the operator or a control system. A 

MicroGrid can operate in synchronism to the bulk system or as an isolated single entity.  

Microgrids provide several technical advantage, such as reliability, carbon emission 

reduction, diversification of energy sources, and cost reduction seen by the consumer side. 
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From the utility point of view, a MicroGrid can be thought of as a controlled cell of the 

power system. For example this cell could be controlled as a single dispatchable load, 

which can respond in seconds to meet the needs of the transmission system [16]. From the 

customer point of view, a MicroGrid can be designed to meet their special needs; such as, 

enhancement of reliability, supporting voltage level, fast restoration during service 

interruption, and reduction of electric bills especially those customer participating in load 

management programs.  

The Galvin Center premier project at Illinois Institute of Technology (IIT) [17] is 

considered to be the first perfect microgrid system. The total funding of the project cost 

around $12 million with a payback period of only 5 years as seen in Table 1.1. The system 

network is shown in Figure 1.5. The system is equipped with high reliable building load 

controllers that is connected to a master controller in order mitigate the changes of utility 

prices and to reduce peak loading. Also, roof-top PV panels, wind generation units, energy 

storage systems and an 8MW natural gas power plant are all included in the system. Hence, 

in case of a blackout or a major interruption, the IIT microgrid is able to disconnect from 

the utility and run as a self-supported network.  The system consists of 7 underground cable 

loops that are equipped with high performance switches in order to detect, then isolate 

faults and provide rerouting to the power supply. 

Table 1.1 IIT project cost analysis [17] 

Estimated Perfect Power Costs and Savings  

System Cost $12M 

One time savings $5M 

Annual savings $1.3M 

Simple payback period 5 years 
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Figure 1.5  IIT perfect microgrid system [17] 

1.5 Thesis Structure 

The rest of the thesis is organized as follows: 

 Chapter 2 provides analytical studies about the impact of RE based DGs 

and the practice of LM on the reliability and restoration of the network. It 

starts with providing the modeling and formulation of renewable outputs, 

load management, and Monte Carlo fault simulation. Then, two case studies 

are presented to measure the improvement of reliability and restoration after 

the integration of RE and LM. 

 In chapter 3, a load prioritizing method is proposed. The method intend to 

assign a calculated priority weight to each customer in the system based on 
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criticality, load amount, cost of interruption, and reliability measures. This 

weight will be used when optimizing the restoration process. 

 Chapter 4 is considered the main contribution of this thesis where the 

objective, constraint, and parameters of the self-healing optimization 

problem are discussed. The full mathematical formulation of the problem is 

introduced in this chapter.   

 Chapter 5 contains selected case studies verifying and implementing the 

proposed technique. The priority weight and the optimization formulation 

are integrated together. 

 Finally, conclusions and suggestions for future work are presented in 

chapter 6. 
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CHAPTER 2  

IMPACT OF RENEWABLE ENERGY AND LOAD 

MANEGEMENT ON SYSTEM RELAIBILTY AND 

RESTORATION 

Power reliability and restoration are considered significantly challenging issues in 

the development of future smart grids. Different characteristics can impact the reliability 

and restoration process of the future power distribution system. Two of the main 

characteristics of future smart grids are the integration of hybrid renewable resources and 

the implementation of load-side management (LM) programs. 

In this chapter, the impact of integrating wind and solar energy sources and the 

application of LM programs on the reliability and restoration process are examined. Actual 

wind speed data and solar irradiation are used in modeling wind and solar power outputs 

to include seasonal variations. Then, the LM concept will be implemented to assess the 

increase in load reliability. Two main LM aspects are studied and simulated which are load 

shifting and peak clipping aspects. In order to generalize the study to include several LM 

measures, two LM modeling methods are introduced and explained in this chapter. The 

Monte Carlo Simulation (MCS) will be utilized to simulate fail and repair incidents and to 

evaluate the reliability for residential, commercial, and industrial loads.  
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Two case studies are illustrated. One relating the reliability assessment of local load 

and the other case examine reliability impacts system-wise using RBTS-Bus 2 system. This 

chapter was intended to be written in order to provide case studies that shows analytical 

illustration of the benefits gained from microgrids over traditional distribution systems.   

 In section 2.1, a literature review related to the case studies subject is presented. 

Section 2.2 contains the modeling of load curves, wind and solar outputs, load 

management, and fault and repair simulation which are all needed in forming the cases 

studies that are shown in section 2.3.  

2.1 Literature Review  

 Although several papers study the effect of RE and DSM, separately, on the 

reliability, the literature still lacks researches combining the two aspects together. Very few 

papers addressed the impacts of combining RE and DSM [18-20].  Reference [18] 

examined the effect of selected load management techniques with wind power on the 

individual load point and system reliability indices. However, when modeling load shifting 

technique, the load was assumed to be constant at peak hours which limits the practicality. 

In [19], simulation studies have been performed on real Italian distribution network, 

showing the effects of DSM actions on the growth of DGs. However, the wind generator 

used in the study was assumed to be equivalent to a constant generator excluding the 

stochastic nature of wind speed.  In [20], the effect of LM with solar power on outage 

incidents is examined. However, the study only covers scheduled power outage where 

loads are simply shifted intentionally before and/or after the fault period by applying load 

shifting. This for sure does not simulate the practice of LM in a practical way, where load 
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shifting should be applied based on the load curves without knowing the time of 

interruption. 

2.2 System Modeling  

2.2.1 Annual Chronological Load Modeling  

The mechanism of building the hourly load model used in this study is explicitly 

illustrated in [21]. This model simulates the hourly load behavior for different sectors based 

on the hour of the day, the day of the week, and the week of the year. The per unit hourly 

load model can then be extracted by the following equation: 

 

𝐿𝑘(𝑡) = 𝑃𝑤. 𝑃𝑑 . 𝑃ℎ                                                                           (2.1) 

 

where 𝐿𝑘(𝑡) is the 𝑘𝑡ℎ load at hour 𝑡 in per unit,  𝑃𝑤 , 𝑃𝑑, and 𝑃ℎare the load factors for hour 

t in the year, 𝑤 = {1,2, … ,52}, 𝑑 = {1,2, … ,7}, and ℎ = {1,2, … ,24}. 

 The values of weekly, daily, and hourly factors are tabulated in Appendix A.1. To 

further simulate the uncertainty of the load, a different approach is used. Each load point is 

generated randomly based on a normal distribution function with the mean equal to the 

multiplication of the factors (weekly, daily, and hourly) for that load point. Usually, in long-

term load forecasting, the relative errors between the actual and the forecasted values range 

below 15% ([22-24]). To simulate that error, 15% of the mean at each load point is set to 

equal three standard deviations meaning that the maximum deviation from the mean value 

is ≈15%.  The following equations are used to simulate the load for different sectors such 

as residential, commercial, and industrial loads: 
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                                           𝑚𝑒𝑎𝑛(𝑡)  =  𝑃𝑤. 𝑃𝑑 . 𝑃ℎ                                                                       

                                  3𝜎(𝑡)  =  15% ×  𝑚𝑒𝑎𝑛 (𝑡)                                         (2.2)  

𝐿𝑘(𝑡) =  𝑛𝑜𝑟𝑚𝑟𝑎𝑛𝑑(𝑚𝑒𝑎𝑛 (𝑡), 𝜎(𝑡))                                   

 

where 𝑚𝑒𝑎𝑛(𝑡)  is the mean used to generate the load at hour 𝑡,  𝜎(𝑡) is the standard 

deviation for hour 𝑡, and "𝑛𝑜𝑟𝑚𝑟𝑎𝑛𝑑" is a normal random generator. 

2.2.2 Wind Power Output Modeling 

 Figure 2.1 shows the power output curve of a typical wind turbine, which can be 

expressed by the following sub-functions [25]:  

𝑃𝑜𝑢𝑡
𝑊𝑇(𝑣) =

{
 

 
  0,                       𝑣 ≤ 𝑣𝑐𝑖  ∪  𝑣 ≥ 𝑣𝑐𝑜

𝑃R  
𝑣3 − 𝑣𝑐𝑖

3

𝑣𝑅3 − 𝑣𝑐𝑖3
,           𝑣𝑐𝑖 < 𝑣 < 𝑣𝑅

          𝑃R ,                                 𝑣 ≥ 𝑣𝑅

                                    (2.3) 

where  𝑣 is the wind speed, 𝑣𝑐𝑖 is the cut-in speed (minimal speed for output power),  vR is 

the rated output speed, 𝑣𝑐𝑜 is the cut-out speed (maximum speed for outputting power), PR 

is the rated output power, and Pout is the output power of the wind turbine. 

 For this study, actual hourly wind speed data were analyzed to extract wind power 

output. Figure 2.2 shows the simulated wind speed data in a Weibull distribution function. 

Note that the Weibull Probability Distribution Function (PDF) was simulated only to 

provide a general overview about the behavior and probabilities of the studied wind speed. 

Equation (2.3) was used to convert the actual wind speed into power output. 

 



 

26 

 

 

Figure 2.1 Power output curve for a typical wind turbine 

 

Figure 2.2 Weibull distribution for the studied wind speed 

2.2.3 PV Power Output Modeling 

  Power output from PVs is influenced by many external factors such as ambient 

temperature and sunlight intensity. A simplified equation relating sun irradiation to PV 

power output is [25]:  
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                                     𝑃𝑜𝑢𝑡
𝑃𝑉 = 𝑃𝑆𝑇𝐶

𝐺𝐴𝐶
𝐺𝑆𝑇𝐶

                                                             (2.4) 

where 𝑃𝑆𝑇𝐶 is the maximum test power for the used PV panel at the standard test conditions 

(STC) (intensity of sunlight of 1,000W/m2 and ambient temperature of 25° C); 𝐺𝐴𝐶 is the 

intensity of the light; and 𝐺𝑆𝑇𝐶is light intensity for the STC. 

 Actual solar irradiation data where used in this study. Figure 2.3 shows the monthly 

averaged solar irradiation of the simulated year 2003. Equation (2.4) was used to convert 

the solar irradiation into power output. 

 

Figure 2.3 Monthly averaged solar irradiation for the simulated year 

2.2.4 Load Management (LM) Modeling  

Before introducing the modeling, it is important to mention the main factors that 

usually derive the actions of LM. These are, Energy efficiency (EE), energy conservation 

(EC), and demand response (DR) [26]. EE is related to technological solution by replacing 

or repairing electrical devices in order to enhance their energy efficiency. EC depends 

highly on the consumer behavior to use less resources in general. Finally, DR activities are 
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based on the electricity market and price signals that are sent to customers by utilizing 

Advance Metering Infrastructure (AMI).  

 The impact of introducing LM to the system will be studied in terms of reliability 

assessment. Two main aspects of the various DSM measures will be considered in this 

study, load shifting and peak clipping. 

2.2.4.1 Load Shifting (LS) Method  

 Basically, in this type of LM, the total energy demand will not decrease, but the 

load curve will change where peak loads move from on-peak times to off-peak times. In 

this thesis, the LM simulation is done by a process of comparing and shifting for N times 

for all load points where the value of N represents the effectiveness of LM. The simulation 

steps are as follows:  

𝑺𝒕𝒆𝒑 𝟏: 𝑐𝑜𝑚𝑝𝑎𝑟𝑖𝑛𝑔 𝐿𝑘(𝑡) 𝑤𝑖𝑡ℎ 𝐿𝑘(𝑡 − 1)                                                                          (2.5) 

𝐼𝑓  𝐿𝑘(𝑡)  <  𝐿𝑘(𝑡 − 1)   →    𝐿𝑘(𝑡)  =  𝐿𝑘(𝑡)  +  휀 × 𝐿𝑘(𝑡 − 1) 

                                                   𝐿𝑘(𝑡 − 1)  =  𝐿𝑘(𝑡 − 1) −  휀 × 𝐿𝑘(𝑡 − 1) 

                        𝑒𝑙𝑠𝑒 𝑖𝑓 𝐿𝑘(𝑡) ≥  𝐿𝑘(𝑡 − 1)  →   𝑛𝑜 𝑐ℎ𝑎𝑛𝑔𝑒       

𝑺𝒕𝒆𝒑 𝟐: 𝑐𝑜𝑚𝑝𝑎𝑟𝑖𝑛𝑔 𝐿𝑘(𝑡)𝑤𝑖𝑡ℎ 𝐿𝑘(𝑡 + 1)                                                                           (2.6) 

𝐼𝑓  𝐿𝑘(𝑡)  <  𝐿𝑘(𝑡 + 1)   →    𝐿𝑘(𝑡)  =  𝐿𝑘(𝑡)  +  휀 × 𝐿𝑘(𝑡 + 1) 

                                                           𝐿𝑘(𝑡 + 1) =  𝐿(𝑡 + 1) −  휀 × 𝐿𝑘(𝑡 + 1)      

𝑒𝑙𝑠𝑒 𝑖𝑓 𝐿𝑘(𝑡) ≥  𝐿𝑘(𝑡 + 1)  →   𝑛𝑜 𝑐ℎ𝑎𝑛𝑔𝑒                                                 
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where 𝐿𝑘(𝑡) is the 𝑘𝑡ℎ load at hour 𝑡, 휀 is the shifting amount per step chosen to be 0.01 in 

order to shift the loads gradually and study the impacts clearly and precisely.  

The two steps are simulated for all 𝑡 chronologically and load values are updated 

after each step. The whole process including the two steps is repeated N times. 

Figure 2.4 shows the studied residential load before and after LS, with different 

values of N. The number N will be referred to as “shifting factor” in the rest of the paper.  

 

Figure 2.4 Load shifting method 

As seen in Fig 2.4 as the value of N increases, a larger amount of the load is shifted. 

Obviously, if N is further increased (raising the effectiveness of LM), the load will 

eventually be constant, which is what utilities are striving to reach to ensure higher 

reliability and less generation cost. This simulates what happens in reality, where 

depending on the amount of incentives and obligations related to the consumer, load curve 

will vary to reach utilities requirements.   
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2.2.4.2 Peak Clipping (PC) Method  

 Unlike load shifting, in the peak clipping method, the total energy demand is 

reduced. Load values that are considered to be peaks are clipped and brought down to a 

certain level. The issue lies in defining peaks. Generally, peaks are defined as load values 

that are significantly higher than the average load. In this study, different cases were 

examined in which the peak was defined to be a factor of the load average. The following 

equation illustrates the clipping procedure: 

𝐿𝑘
𝑃𝐶(t)  = {

𝐿𝑘(𝑡),            𝐿𝑘(𝑡) ≤ 𝐴𝑘 × 𝐶
𝐴𝑘 × 𝐶,           𝐿𝑘(𝑡) > 𝐴𝑘 × 𝐶

                                   (2.7) 

where 𝐿𝑘
𝑃𝐶(t) is the 𝑘𝑡ℎ  load at hour 𝑡 after peak clipping, 𝐴𝑘 is the load average of load 

𝑘, and C refers to the clipping factor.  

Figure 2.5 shows an example for one of the studied load curves, obtained from the 

data in Appendix A.1, before and after peak clipping with changing the clipping factor 𝐶.  

Clearly, as the clipping factor increases, less total energy is conserved. Notice that all three 

curves in Figure 2.5 have similar values in off-peak regions and they only differ in on-peak 

regions. Figure 2.6 shows the total energy conserved (per unit of the original load peak 

value) versus the value of the clipping factor for the same load example. It is noticed that 

the curve in Figure 2.6 approaches zero at 1.7, which indicates that the peak load is less 

than 1.7× load average. In other words, no clipping will occur if 𝐶 ≥ 1.7.   
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Figure 2.5 Peak clipping method 

 

Figure 2.6 Energy conserved versus clipping factor C 

2.2.5 Fail and Repair Incidents Simulation 

 In order to examine the reliability and restoration of the studied load/system, fail 

incidents and repair actions of the system were simulated using Monte Carlo Simulation 

(MCS). Generally, the probability to fail or repair for an electrical system follows an 

exponential distribution, which is what will be used in the simulation process. It is assumed 
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that the system will have a failure rate of 4 f/yr and a mean time to repair of 4 hours. The 

sample simulation procedure is conducted as follows: 

 

     𝒊𝒇 𝐶𝐷𝐹(𝑡) > 𝑟𝑎𝑛𝑑𝑜𝑚(0 − 1)  ⟶  𝑖𝑛𝑐𝑖𝑑𝑒𝑛𝑡 𝑜𝑐𝑐𝑢𝑟                                  (2.8)          

                 𝒆𝒍𝒔𝒆 ⟶  𝑖𝑛𝑐𝑖𝑑𝑒𝑛𝑡 𝑑𝑖𝑑 𝑛𝑜𝑡 𝑜𝑐𝑐𝑢𝑟                                                                                          

 

where 𝐶𝐷𝐹 is the Cumulative Distribution Function of the exponential distribution, 

"𝑟𝑎𝑛𝑑𝑜𝑚" generates a random number between (0,1) uniformly distributed, and 𝑡 is time 

in hours.  

This procedure applied for all 𝑡  for a complete year. The detailed implementation 

of the MCS is illustrated in a flow chart in Figure 2.7. This procedure will be used to simulate 

and extract the fail and repair hours for the case studies. The following abbreviations are 

used in the flow chart shown in in Figure 2.7. 

t: simulated hour in the year 

T: Total number of simulated hours in the year. 

U: normal random generator between 0-1. 

F(t): failure CDF = 1 − 𝑒−𝜆𝑡 ;  λ: failure rate of the local load. 

R(t): repair CDF = 1 − 𝑒−µ𝑡;   µ: repair rate of the local load. 

 

2.2.6 RBTS-Bus 2 Distribution System 

The RBTS-Bus 2 distribution system has been used frequently in the literature to 

study system reliability [27]. The system is radial in nature and supplied by two 33/11 kV, 

16 MVA transformers. Both high voltage and low voltage customers are included in the  
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Figure 2.7 MCS implementation procedure 

distribution system, where the 0.415 kV low voltage customers are supplied via 11/0.415 

kV transformers and the 11 kV customers are supplied directly.  For the purpose of this 

study, only loads connected to feeders1 and 2 are considered. A total of 9 load points 

consist of various types of customers. In general, the customers are divided into four 

groups: residential, governmental/institutional, commercial and industrial. Additionally, it 

is assumed that the normally open switch (NO) connecting load point 7 to load point 9 is 
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an automated switch that will automatically close immediately at interruption of one of the 

two feeders. Figure 2.8 shows the studied distribution system, and Table 2.1 presents 

additional information about the load points.  

 

Figure 2.8 RBTS-BUS2 distribution system [27] 

Table 2.1 Load point data 

Load Point Type Average Load (MW) No. Customers /LP 

1-3 Residential 0.535 210 

4,5 Cov/Inst 0.566 1 

6,7 Commercial 0.454 10 

8 Small user 1 1 

9 Small user 1.15 1 

 

  Two case studies are presented in this chapter. A local load study and a system based 

study. Note that in the former, only three loads are tested using the load information of the 

RBTS-BUS 2 system. However, in the latter case, the whole system is used and analyzed.  
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2.3 Case Studies 

2.3.1 Local Load Study   

 Three local load types, residential, commercial, and industrial that are assumed to 

be connected through the same feeder are studied. Four main stages are considered in this 

study: the base case, renewable energy integration, implementing DSM, and finally, 

applying DSM while including the hybrid renewable system. Note that the term DSM is 

similar to LM. At each stage, the reliability will be evaluated using two indices as a 

measure. These two indices are Unavailability in hours and Energy Not Supplied (ENS) in 

per unit considering the load energy peak to be the base.  The unavailability at each hour 

is calculated as follows: 

𝑈𝑘(𝑡)  = {
0,                           𝑃𝑘(𝑡) ≥ 𝑅 × 𝐿𝑘(𝑡)
1,                           𝑃𝑘(𝑡) < 𝑅 × 𝐿𝑘(𝑡)

                                  (2.9) 

for all t. 

where 𝑈𝑘(𝑡) is the unavailability at hour t for the 𝑘𝑡ℎ load, 𝑃𝑘(𝑡) is the available power 

supply at hour t for load 𝑘,  𝐿𝑘(𝑡) is the demand at hour t for load 𝑘, and 𝑅 is the curtailment 

level in %.  

 By summing all 𝑈𝑘(𝑡) , we get the total unavailability in hours for load 𝑘. The 

curtailment level represent the measure of when to consider a load as unavailable. For 

example, if only 1% of the load was unserved, are we considering the load to be 

unavailable? To generalize the study, the value of R will be altered while evaluating the 

reliability as will be shown. 

The ENS at each hour is calculated as follows: 
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𝐸𝑁𝑆𝑘(𝑡) = {
  0            ,                𝑃𝑘(𝑡) ≥ 𝐿𝑘(𝑡)

𝐿𝑘(𝑡) − 𝑃𝑘(𝑡),                𝑃𝑘(𝑡) < 𝐿𝑘(𝑡)
                                  (2.10) 

for all t. 

where 𝐸𝑁𝑆𝑘(𝑡) is the energy not supplied at hour t. 

Then, by summing all 𝐸𝑁𝑆𝑘(𝑡) , we get the total ENS in p.u for load 𝑘. 

 A flow chart that summarizes the study procedure is shown in Figure 2.9. 

Renewable energy stage will include integrating wind turbine and PV cells. Also, DSM 

stage will include LS and PC methods. A total of 8 cases are studied by interchanging the 

integrated RE and the applied DSM method as illustrated in table 2.2.  

 

Figure 2.9 General architecture flow chart of the first case study 
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Table 2.2 Total case studies 

 RE DSM 

Case WT PV LS PC 

Stage1 1      

Stage2 

2      

3      

4      

Stage3 
5      

6      

Stage4 
7      

8      

 

2.3.1.1 Stage 1. Base Case; Load Connected to Utility Only 

 The system in this stage is considered to be the base, where there is no DG 

connected and the DSM is not yet included. After running the fail and repair simulation 

shown in the flow chart procedure in Figure 2.7, 6 failures occurred with 5 hours of repair 

time on average. Table 2.3 lists in detail the time of each interruption. Table 2.4 shows the 

total unavailability and the ENS during the failures for each load type. Obviously, ENS 

differs for each load type since they consume different amount of energies at different 

times. Also, note that the unavailability is equal the summation of all faults periods since 

there is no external source of power at this stage.   

Table 2.3 Interruptions information 

Interruption No. Date From To 

1 June 15 06:00 a.m. 10:00 a.m. 

2 July 9 03:00 a.m. 10:00 a.m. 

3 August 25 03:00 p.m. 08:00 p.m. 

4 October 15 10:00 a.m. 03:00 p.m. 

5 October 30 09:00 a.m. 12:00 p.m. 

6 November 8 09:00 a.m. 03:00 p.m. 
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Table 2.4 Reliability indices - first stage 

Unavailability 

(hrs) 

ENS p.u. 

Residential Load 30 15.56 

Commercial Load 30 18.54 

Industrial Load 30 24.83 
 

2.3.1.2 Stage 2.  Integrating Renewable Energy 

1) Wind Turbine  

 After integrating the wind turbine into the system, the ENS decreased where the 

energy generated from the wind turbine had covered some parts of the interrupted loads. 

Table 2.5 lists the ENS for all three loads. 

Table 2.5 Reliability indices – second stage - wind turbine 

ENS p.u. 

Residential Load 10.72 

Commercial Load 14.98 

Industrial Load 18.80 

 

 From Table 2.5, the ENS has decreased by 31.1% for the residential load, 19.2% for 

commercial, and 24.2% for the industrial load due to the wind power output. Regarding the 

measure of unavailability, the number of unavailable hours depends on the level of 

curtailment to be undertaken. Figure 2.10 shows the Unavailability index versus level of 

curtailment for the case of adding a wind turbine.  

At 100% curtailment (100% load coverage), all three loads had improved in terms 

of unavailability from 30 hrs to 20 hrs for residential, to 23 hrs for commercial, and to 26 

hrs for industrial. 
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Figure 2.10 Unavailability vs. curtailment level (WT) 

  

2)  PV System 

 For this stage, instead of adding a wind turbine to the system, PV panels are added. 

Table 2.6 shows the ENS for all three loads after PV cells have been integrated into the 

system. 

Table 2.6 Reliability indices – second stage - PV 

ENS p.u. 

Residential Load 4.99 

Commercial Load 7.59 

Industrial Load 13.79 

  

It can be seen by comparing Tables 2.5 and 2.6 that adding PV improved the ENS 

of the system more than adding a WT, where in this case the ENS decreased by 67.9% for 

the residential load, 59.1% for commercial, and 44.4% for the industrial load. This is due 

to the fact that the simulated faults occurred at day hours where the availability of studied 
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solar power output is larger than the availability of the studied wind power output. On the 

other hand, WT showed slightly better results in terms of the Unavailability at 100% level 

of curtailment. Figure 2.11 shows the Unavailability index versus level of curtailment for 

the case of adding PV panels. 

 
Figure 2.11 Unavailability vs. curtailment level (PV) 

 

3) Hybrid WT and PV  

 In this section, the reliability of the system will be examined after integrating both 

the WT and PV together into the grid. Table 2.7 lists the ENS, and Figure 2.12 shows the 

Unavailability. 

Table 2.7  Reliability indices – second stage – WT+PV 

ENS p.u. 

Residential Load 2.58 

Commercial Load 5.73 

Industrial Load 8.30 

 

 



 

41 

 

 
Figure 2.12 Unavailability vs curtailment level (WT and PV) 

From Table 2.7 and Figure 2.12, it can be clearly seen that the hybrid system (WT 

and PV) showed the best results among the three sub-cases. The ENS decreased for the 

residential, commercial, and industrial loads by 83.42%, 69.1%, and 66.6%, respectively.   

 It is essential to mention that the energy covered by the connected DGs can largely 

be affected by the rated power output of these generators. In this case of study, it was 

assumed that both DGs (WT and PV) had rated power equal to load peak (1 p.u.). The 

reliability of the system will definitely alter when changing the rated values since the 

generated power will differ. Figure 2.13 shows a comparison, in terms of total ENS, between 

WT and PV with different rated outputs. It can be seen that increasing the rated power for 

the WT did not affect the ENS effectively, which means that the availability of wind power 

during some faults was ineffectual. On the contrary, PV panels coverage increased 

significantly with increasing rated power, meaning that the amount of power generated from 
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the panels, at 1 p.u. rated power, during some faults was insufficient. When the rated power 

was doubled to be equal 2 p.u., ENS decreased by 62%.  

 

Figure 2.13 Comparison between WT and PV with different rated power 

  A comparison between all previous study cases in terms of ENS is shown in Figure 

2.14 for all three load types. 

 
Figure 2.14 Comparison between base case and the second stage of study 
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2.3.1.3 Stage 3.  Applying Demand Side Management (DSM)  

 The DSM practice will be included in the system at this stage. As mentioned 

previously, two types of DSM will be examined: load shifting and peak clipping. The 

reliability of the system will be examined at each case. The Unavailability index will not 

be affected in both cases (30 hrs) since there is no added power generation in this stage. 

Another major reason for the unavailability to remain unchanged is that failures did not 

depend on the load amount in our case. In practice, failures do depend on the load demand. 

So the use of DSM may avoid some expected interruptions, thereby enhancing the 

availability of the system. 

1)  Load Shifting 

 In this case, since the load shape depends on the value of shifting factor N, ENS 

will also be a function of the shifting factor N. Figure 2.15 shows the ENS for the system 

versus the shifting factor. It can be seen from that figure that, unlike the commercial and 

the industrial loads, the residential load did not show any significant improvement. The 

reason lies in the fact that ENS depends on load curve and failure time. If the failure time 

occurs at a peak, ENS will improve. Otherwise, if the fail occurs at off-peak times, ENS 

will increase. This is because load shifting moves amounts of load from on-peak times to 

off-peak times. In more practical cases, failures are more likely to happen at peak times, 

which means that load shifting will definitely decrease the ENS.   

1) Peak Clipping 

 In this method, the ENS will depend on the clipping factor. A low clipping factor 

means a large amount of peak load is clipped (conserved). Hence, if the fail occurs at a 
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peak, a low clipping factor yields low ENS and a high clipping factor results in a small or 

no change in the ENS. This can be seen clearly in Figure 2.16, where the ENS is plotted 

versus the clipping factor. Note that as we decrease the clipping factor, more load is shaved 

(refer to equation (2.7)). 

 

Figure 2.15 ENS vs. shifting factor 

 

Figure 2.16 ENS vs. clipping factor 
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2.3.1.4 Stage 4.  Integrating Renewable Energy and Demand Side Management 

(DSM)  

 In this stage, the impact of DSM on the reliability of the system including hybrid 

renewable power is studied. Both load shifting and peak clipping methods are 

implemented.  

1)  Load Shifting with Hybrid Renewable System 

 Comparing the values of ENS in Table 2.7 with the values indicated in Figure 2.17, 

it can be seen that DSM improves the reliability of the hybrid system. As the shifting factor 

is increased (higher effectiveness of DSM), less energy will not be supplied.  

 

Figure 2.17 ENS vs. shifting factor - hybrid system 

Figures (2.18-2.20) show the unavailability versus shifting factor at 50%, 75%, and 

100% levels of curtailment, respectively. It can be seen that by changing the shifting factor, 

the unavailability can be affected positively or negatively. In some cases, when failures 
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occur at off-peak periods, increasing the shifting factor will cause the unavailability to 

increase since more load is moved to these periods. On the other hand, if all failures occur 

during peak periods, increasing the shifting factor will further improve the availability for 

the same reason (more load is now moved from these periods). Since in our case some 

faults took place at peak times and others at off-peak times, altering the shifting factor may 

increase or decrease the hours of unavailability, depending on the amount of lost load at 

each fault. Residential, commercial, and industrial loads have peaks at different times with 

different amounts, which cause the rise and fall in Figures (2.18-2.20). Generally, 

comparing the base case (shifting factor=0) with the maximum case (shifting factor=200), 

the unavailability of the hybrid system decreases in all cases except the case of industrial 

load with 100% level of curtailment, in which load shifting negatively affects availability.  

 

Figure 2.18 Unavailability vs. shifting factor - 50% curtailment 
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Figure 2.19 Unavailability vs. shifting factor - 75% Curtailment 

 

Figure 2.20 Unavailability vs. shifting factor - 100% curtailment 
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2)  Peak Clipping with Hybrid Renewable System 

 The ENS for the hybrid system is shown in Figure 2.21 as a function of the clipping 

factor. The commercial load shows the best result, which indicates that most of the faults 

occurred at commercial peak times.   

 

Figure 2.21 ENS vs clipping factor - hybrid system 

 Figures (2.22-2.24) show the unavailability versus clipping factor at 50%, 75%, and 

100% levels of curtailment, respectively. From these graphs, it can be realized that in 

contrast to the load shifting method, peak clipping can never negatively impact the figure 

of unavailability. It is either improved or it remains unchanged, as in the case for the 

residential load in Figures 2.20 and 2.22.   
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Figure 2.22 Unavailability vs. clipping factor - 50% curtailment 

 

Figure 2.23 Unavailability vs. clipping factor - 75% curtailment 
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Figure 2.24 Unavailability vs. clipping factor - 100% curtailment 

2.3.1.5 Summary and Discussion of the Local Load Study 

 The reliability of a local load, including residential, commercial, and industrial 

sectors, was examined in four stages. The first stage consisted of the loads connected only 

to the utility. In the second stage, hybrid wind turbines and PV panels were integrated into 

the system. The third stage included the DSM and in the fourth stage DSM was included 

along with the hybrid renewable system. At each stage, the reliability was assessed in terms 

of unavailability in hours and ENS. From the study results, ENS decreased by 83%, 69%, 

and 66% for the residential, commercial, and industrial loads, respectively, after integrating 

the hybrid system. Two DSM types were introduced, load shifting and peak clipping. The 

ENS decreased as more DSM is applied by interchanging the introduced shifting and 

clipping factors.  Finally, after combining RE with DSM in stage four, the reliability of the 

local load was further improved depending on DSM factors. For example, at shifting 

factor=200, 48%, 66%, and 27% decrease in ENS for the residential, commercial, and 
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industrial loads were measured compared to the RE stage excluding DSM (stage 2). In 

general, after studying all the four stages, it was recorded that integrating RE or applying 

DSM highly impact the level of reliability. Moreover, combining the two aspect 

simultaneously, as the case in smart grids, results in more enhancement to the level of 

reliability and dependency.  

2.3.2 System Study  

 The reliability evaluation of the RBTS-BUS2 system indicated previously in 

section 2.2.6 will be performed.  The system will be studied during a restoration process 

and evaluated in terms of SAIFI, SAIDI and ENS indices. To include the transfer capacity 

of the system in this study, the voltage profile level for the connected loads will be 

analyzed. If the voltage drops below 0.95 p.u., the load will be considered lost or 

disconnected. The methodology of studying DGs and LM impacts on system reliability 

evaluation is as follows:  

1) Modeling the loads using equation (2.1). 

2) Simulating interruptions using MCS.  

3) Calculating system reliability indices and recording lost LP (evaluating system 

reliability).  

4) Integrating renewable DGs. 

5) Re-evaluating system reliability. 

6) Applying LM techniques to load curves excluding DGs. 

7) Re-evaluating system reliability. 

8) Applying LM techniques including renewable DGs Integration. 
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9) Re-evaluating system reliability. 

2.3.2.1 Case Studies 

Two fault incidents are simulated. The fault locations are shown in Figure 2.25. 

These are: 

Case I: Fault at Branch 1 

Case II: Fault at Branch 12 

 

Figure 2.25 Faults locations 

In both cases, the failure duration was assumed to be 5 hours based on the mean 

time to repair (MTTR) value of the faulted branches indicated in [27]. The time to fail was 

specified using MCS. The established chronological hourly load model provides the peak 

loads at the simulated interruption hours for each point. After disconnecting one of the 

branches, the possibility of load restoration is assessed by solving the load flow problem 

of the RBTS system. The reliability of the grid will be further studied by connecting RE 

with different sizes as percentages of the total connected load peak in order to examine 

their effect on the restoration process. The power outputs for the solar panels and the wind 
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turbine at failure time are extracted from their simulated hourly output data. Figure 2.26 

shows the connection location of the hybrid renewable system. 

 

Figure 2.26 Hybrid renewable system location 

  The system is then re-assessed by applying LM techniques on the residential, 

governmental, and commercial customers of the network. Two LM methods are applied, 

which are load shifting and peak clipping. The load shifting and peak clipping factors are 

varied to measure their effect on load restoration. The system will be analyzed after applying 

different renewable resource integration and load management improvements. Table 2.8 

summarizes the different sizes of wind turbines and PVs in the hybrid system, and the LM 

factors that will be studied. Note that the wind turbine and the PVs are connected 

simultaneously, while load shifting and peak clipping are applied separately. Also note that 

the last sizes of the hybrid system shown in Table 2.8 will be used only for the second case 

since greater generation will be needed due to faults occurring near high demand load points 

(LP 8 and LP 9).   
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Table 2.8 Different specifications for PV/WT sizes and LM factors 

Hybrid Sizes 

(%of total load peak) 

Load Management 

Shifting/Clipping 

 WT PV LS factors PC factors 

Size1 1% 0.6% N=100 C=1.3 

Size2 2% 1.25% N=200 C=1.2 

Size3 3% 1.9% N=300 C=1.1 

Size4 4% 2.5% 

 

2.3.2.2 Results and Analysis  

  Two main case incidents are presented in study. Different scenarios were applied to 

improve the system restoration for each case as illustrated in Table 2.8. The scenarios were 

compared based on SAIFI, SAIDI, ENS, and the interrupted loads with their average voltage 

levels. In total, 10 scenarios for each main case were studied, with changes in the hybrid 

system size, load shifting with different N shift factors, and peak clipping with different C 

clipping factors. Finally, for each case, two extra scenarios were analyzed in which hybrid 

renewable system and LM were both integrated into the system. 

1) Case I: Failure at Branch 1  

  Considering the failure of Branch 1, load flow analysis was performed to calculate 

the voltage level for all loads. As discussed above, loads with a voltage level below 0.95 

p.u. were considered lost or disconnected while loads with voltage within the limits were 

restored. Table 2.9 lists interrupted load points and their average voltage levels for case I. 

Table 2.10 shows the reliability indices for scenarios with lost loads.  
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Table 2.9 Case I restoration results 

Scenario Interrupted LPs Lost LP Voltage Avg. 

 Base L1-6 0.9434 

H
y
b

ri
d

 

Size 1 L1-4 0.9464 

Size 2 None - 

Size 3 None - 

L
S

 N=100 L1- 2 0.9493 

N=200 None - 

N=300 None - 

P
C

 C=1.3 L1-2 0.9492 

C=1.2 None - 

C=1.1 None - 
 

Table 2.10 Case I reliability indices 

Scenario SIAFI SAIDI (hrs) ENS (MWh) 

Base 0.981 4.9 23.531 

Size 1 0.965 4.8 15.6676 

LS-N=100 0.642 3.21 6.5202 

PC-C=1.3 0.642 3.21 6.9092 

 

  It can be noted from Table 2.10 that SAIFI and SAIDI are highly affected due to a 

high number of customers connected near the fault location. Two extra scenarios were 

examined by combining renewable energy and LM for residential, 

governmental/institutional and commercial loads. This resulted in the complete recovery 

and restoration of all loads. Table 2.11 indicates the results after combining the scenarios 

with lost loads. 

Table 2.11 Case I - combining RE and LM 

Scenario Lost LP 

Size 1 + LS (N=100) None 

Size 1 + PC (C=1.3) None 
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  In order to observe RE and LM effects more clearly, Figures 2.27-2.30 show the 

voltage profile curves for all loads at each scenario for incident case I. In Figure 2.27, the 

voltages are shown for each size of the hybrid system. In Figures 2.28 and 2.29, the voltages 

are shown for each LS/ PC factor. Figure 2.30 shows the voltage profile after combing RE 

and LM. The dashed line across the figures represents the minimum permissible voltage 

(0.95 p.u.). 

 

Figure 2.27 Case I - load voltage profile with different hybrid system sizes 

 

Figure 2.28 Case I – load voltage profile interchanging load shifting factor 
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Figure 2.29 Case I – load voltage profile interchanging peak clipping factor 

 

Figure 2.30 Case I – load voltage profile combining RE and LM 

2) Case II: Failure at Branch 12  

  In this incident case, Branch 12 is the one experiencing an outage. Tables 2.12 and 

2.13 show the results. It can be noted that SAIDI and SAIFI are less affected now because 

the faults occurred near the small users where they account for only 0.3% of total number 

of customers.  None of the scenarios completely restored all load points, but this can be 

achieved by combining RE and LM, as shown in Table 2.14. 
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Table 2.12 Case II restoration results 

Scenario Interrupted LP Lost LP Voltage Avg. 

 Base L5-L9 0.93504 

H
y
b

ri
d

 Size 2 L7-L9 0.9379 

Size 3 N8,L9 0.93865 

Size 4 L8,L9 0.94335 
L

S
 N=100 L7-L9 0.9334 

N=200 L7-L9 0.93567 

N=300 L7-L9 0.93693 

P
C

 C=1.3 L7-L9 0.93483 

C=1.2 L7-L9 0.9365 

C=1.1 L7-L9 0.93823 

 

Table 2.13 Case II reliability indices 

Scenario SIAFI SAIDI (hrs) ENS (MWh) 

Base 0.0352 0.176 29.1435 

Size 2 0.0183 0.0915 21.28 

Size 3 0.003 0.015 17.5 

Size 4 0.003 0.015 17.5 

N=100 0.0183 0.0915 20.7101 

N=200 0.0183 0.0915 20.2559 

N=300 0.0183 0.0915 19.9252 

C=1.3 0.0183 0.0915 20.151 

C=1.2 0.0183 0.0915 19.9471 

C=1.1 0.0183 0.0915 19.7432 

 

Table 2.14 Case II – combining RE and LM 

Scenario Lost LP 

Size 4 + LS (N=300) None 

Size 4 + PC (C=1.1) None 

 

  Similar to case study 1, voltage profile of the system at different scenarios are shown 

in Figures 2.31-2.34. It can be seen from these figures that fault case II caused larger effect 

on the voltage profile due to the outage location which is near loads with high demand.  
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Figure 2.31 Case II - load voltage profile with different hybrid system sizes 

 

Figure 2.32 Case II – load voltage profile interchanging load shifting factor 

2.3.2.3 Summary and Discussion of the System Study 

 In this case of study, the impact of LM and the integration of renewable energy on 

the restoration process was studied. Two faults on two different locations of the RBTS-

BUS2 distribution system were simulated. Several scenarios were analyzed by connecting 

different hybrid system sizes and by interchanging the LM factors. SAIFI, SAIDI and ENS 

indices of the system were obtained at each incident case. The voltage profiles were also 
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Figure 2.33 Case II – load voltage profile interchanging peak clipping factor 

 

Figure 2.34 Case II – load voltage profile combining RE and LM 

examined in order to test system restoration capability.  It was realized that the integration 

of a wind turbine and solar panels to the system can largely improve the restoration process 

during an interruption. Furthermore, applying LM techniques on connected customers can 

also affect the reliability and system restoration.   
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 From the local load study and the system study, the following can be concluded: 

1) DGs and RE can largly enhance the level of relaibility and the effeciancy of the 

restoration process. 

2) Load management practice also provided improvments to the figure of relaibility 

espeicially when combined with RE based DGs. 

3) Loads unserved during an intruption are random and depend on fault location.  

 Points 1 and 2 should be conveinient to the reader at this stage. The word random in 

point three refers to the fact that an operator has no control over which loads to be surved 

and which are disconnected during the occurance of an intruption. This is fully dependent 

on the fault location. Fortunatly, in a smart microgrid, this is not the case. By utalizing the 

advanced control scheems exisitng in smart microgrids, and oparator can curtaile specific 

amount of load from specific customers in order to serve others. This raise another issue 

which is rarly discussed in the litriture. On what basis does an operator or a control system 

prioratize one load over another? There are many aspects that can influence the choice of 

the operator such as load amount, number of customers and cost of intruption. In the next 

chapter, this issue is resolved where a prioratizing methodology is proposed that 

incaounters several aspects that might influnce customers prioratizing. 
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CHAPTER 3  

LOAD PRIORITY MODELING FOR SMART 

MICROGRIDS 

As a result of society’s dependence on electric power and the high costs associated 

with service interruptions, enhancing the reliability of distribution systems has become a 

necessity. One key technique for improving system reliability is to apply an efficient power 

restoration methodology. For a restoration methodology to be effective and resilient, it 

must make strategic load prioritization a systematic procedure.  

In this chapter, a load prioritization method for service restoration in distribution 

systems is presented. The method ranks loads by priority and assigns a calculated weight 

for each load in the system. These weights are ranked and used as an input to the restoration 

optimization problem. The weights are dynamic (i.e., time-dependent), and the priority list 

can be updated at any time point of interest. The load prioritization procedure takes into 

account the criticality of the load, the amount of energy consumption, the number of 

connected customers, and the cost of interruption. Additionally, customers participating in 

demand side management (DSM) programs are addressed via prioritization and weighting. 

The RBTS Bus 4 system is used as a case study to implement this method. 

 The subject of prioritizing is considered both, a technical and a managemental 

issue. Thereby, detailed discussion must be provided before introducing the mathematical 
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formulation. Hence, this chapter starts with an introduction about load prioritizing and its 

current consideration in the literature in section 3.1. Then, section 3.2 delivers the factors 

and the strategy of the proposed method. The mathematical formulation is demonstrated in 

section 3.3 and finally, section 3.4 illustrates and example of load prioritizing.  

3.1 Introduction  

Distribution systems (DS) are obligated to operate in a reliable and secure manner. 

Even with advanced-technology DS equipment and reliability improvements in recent 

years, interruptions are inevitable. In fact, 80% of all network interruptions are located and 

caused within DS [28].  

The development of the microgrid (MG) concept has produced many technical 

solutions that have improved the reliability and resilience of DS. However, the increased 

new aspects and controls, such as demand side management (DSM) and distributed 

generators (DG), have also increased the complexity of MG systems. Therefore, the 

development of a robust strategic method for MG DS power service restoration (PSR) is 

needed that can take into account multiple technical requirements including maximizing 

the total load amount to be restored, maximizing the total number of customers served, 

implementing DSM programs, and reducing outage time, all while satisfying power quality 

constraints. Moreover, in the case of MGs the overall impact of an interruption on society 

must be minimized by applying special attention in the PSR process to certain types of 

loads that strongly affect the community in general.  

It is very common for MGs to include customers that cannot mitigate a loss of 

electricity and therefore require restoration as soon as possible. These so-called priority 
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customers (PCs) include hospitals, security departments, banks, and large steel factories. 

Power restoration for hospitals, for instance, is favored over many other loads that might 

have larger energy demands or more customers. Furthermore, loads within the PC 

classification may also differ in their level of importance. For example, the restoration of 

a fire station is more important than the restoration of a bank, even though both are 

considered to be PCs. 

The procedure of listing and ranking loads must take into account multiple 

characteristic factors such as demand amount, number of customers connected, expected 

outage duration, cost of interruption and load criticality. Additionally, the listing criteria 

should be dynamic to reflect the possibility that priorities will change over time. For 

example, a governmental load may be prioritized during workdays rather than over 

weekends, and in the morning rather than at night. It is intuitive that prioritization of loads 

becomes an even more sophisticated problem when many loads exist. The process of PSR 

in MGs becomes much more effective and far-reaching when a priority list is implemented. 

The result is not only a reduction in failure-associated financial losses but also an increase 

in total system reliability. Therefore, the formation and modeling of a strategic solid 

methodology that lists and prioritizes loads in an efficient manner is extremely desirable. 

Currently, prioritization is performed by the utilities depending on operator 

judgment, which may be based on an existing non-dynamic list. The resulting decisions 

may negatively affect the efficiency and reliability of PSR because—in reality—load 

prioritization is a function of time; some loads may be considered to be PCs at only specific 



 

65 

 

hours of the day, days of the week or weeks in the year. Schools, for example, are 

considered to be PCs only on workday mornings and not on weekends or vacations. 

Regarding the evaluation of PCs in the literature to address the PSR problem, 

research has been divided into three main categories: 

1) Ignoring PC classification during restoration [29-31]. 

2) Classifying PCs with only one level of importance [32, 33]. 

3) Assigning limited levels or arbitrary general weights representing PCs [34, 35]. 

In [29-31] PCs were not considered in the restoration process because the process 

was based only on maximizing the amount of total load restored. This approach reduces 

the efficiency and robustness of the restoration process, however. References [32 & 33] 

assumed only one level of priority. In [32], one of the objective functions in the restoration 

process was to maximize restoration of all PCs, which were lumped into a single higher-

priority group. Reference [33], also included PCs in the problem constraints, which 

specified that all PCs must be restored. Of course, by applying such a constraint, many 

efficient restoration plans and configurations would be neglected if they were unable to 

restore every last PC. References [34 & 35], considered only three priority grades, which 

were assigned based on reliability requirements. This approach is arguably the best of the 

three, but it still lacks precision, especially when dealing with large-scale distribution 

systems. When large numbers of customers are included in the prioritization process, it 

becomes difficult to determine a grade for each load, and decisions based on intuition are 

inherently qualitative. Moreover, loads within the same grade may actually differ in 

priority, a point that has not been addressed in previous work.  
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3.2 The Prioritizing Factors 

To build a well-structured prioritization method, the following question must be 

answered: “On what basis should a utility or an operator prioritize one load over another?” 

Many factors can be included to answer this question. They can be summarized by 

the following: 

1) Load criticality. 

2) Load demand (KW) at the time of prioritization. 

3) Expected energy not served (EENS). 

4) Number of customers. 

5) Expected outage duration for each load. 

6) Demand side management (DSM) programs. 

7) Effect on system total reliability indices (STRIs). 

8) Cost of interruption. 

9) Time of prioritization. 

These are the factors to consider when prioritizing one load over another. To 

include them all in the prioritization process, an efficient methodology must be developed. 

The proposed method contains all of the factors listed above. The method not only ranks 

the loads by priority but also assigns a calculated weight for each load in the system. This 

weight expresses the priority of that load and constitutes a quantitative measure that can be 

used in the ranking process and in the restoration optimization problem. 

The weights are dynamic and time-dependent, allowing the priority list to be 

updated at any time point of interest.  
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 To include the system total reliability indices in prioritization, the effect of each 

load on these indices is calculated and included in the weighting process. The proposed 

method of prioritization and weighting is divided into two levels. Each level contains 

certain factors associated with each load in the system as follows: 

Level 1:  

 Criticality. 

Level 2: 

 Expected effects on system total reliability indices (STRIs) that include 

. Energy not served (ENS). 

. System average interruption duration index (SAIDI). 

. System average interruption frequency index (SAIFI). 

 Customers with demand side management (DSM) programs. 

 Estimated cost of interruption.  

At the first ranking level, loads are prioritized based on their criticality, which is 

independent from their energy need, number of customers, and cost of interruption. If two 

loads have the same level of criticality, the second level is used to differentiate between 

them. Additionally, all other non-critical loads are ranked based on the second level. The 

second level of prioritization relies the effects of load interruption on the ENS, SAIDI and 

SAIFI metrics, along with the cost of load interruption. Customers with DSM programs 

are integrated by adjusting their ENS, SAIDI and SAIFI factors. Finally, by combining all 

four factors for each load, the final priority weights for each load can be obtained. 
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Consequently, rather than assigning arbitrary importance weights to each load, weights can 

now be systematically calculated and modeled—as will now be illustrated.  

A. Load Criticality (LC)   

Some loads are considered inherently critical without including or measuring any other 

factors. Such critical loads are given the highest priority regardless of their energy 

consumption or cost of interruption. When an outage occurs, the restoration of such loads 

is crucial and should be achieved as fast as possible. Those types of loads must be 

prioritized over all other loads in the system. Note that the criticality as defined here does 

not depend on the load demand, number of customers, or cost of interruption, but instead 

depends on the type of the load itself. Such loads include hospitals, fire stations, and police 

departments.  

B. Expected Effects on System Total Reliability Indices (STRIs) 

It is very important for utilities to keep their STRIs as high as possible. Three main 

indices are commonly used to represent the reliability of a system: energy not served 

(ENS), system average interruption duration index (SAIDI), and system average 

interruption frequency index (SAIFI). SAIFI and SAIDI have been widely used in North 

America as measures of the effectiveness of distribution systems [36].  Most utilities must 

report their reliability indices to regulatory sectors. In a 2008 survey, public utility 

commissions in 35 U.S. states required routine reporting of reliability indices from utilities 

[37]. Therefore, one of the key aspects in prioritizing loads is to measure their effects, when 

interrupted, on the STRIs. Certain loads, when subjected to an outage, can severely harm 

the reliability metric of a system, whereas others do not. One strategy is therefore to 
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prioritize the most impactful loads. This approach not only improves STRIs but also 

prioritizes loads with higher demand and larger number of customers because they are more 

likely to affect the STRIs.  

Three main Indices are what commonly represent the reliability of a system. These 

are, Energy Not Served (ENS), System Average Interruption Duration Index (SAIDI), and 

System Average Interruption Frequency Index (SAIFI).  Loads that affect these three 

indices will be prioritized over other loads that barely mitigate the indices. This will not 

only improve STRI, but will also prioritize loads with higher demand and larger number 

of customers since they are more capable to affect STRI. 

1) Expected Effects on System ENS  

The load effect on system ENS can be calculated using the expected energy not 

served (EENS) for the load when a fault occurs. It is more convenient to rank the loads 

depending on their EENS when experiencing an outage rather than ranking them depending 

on their current power consumption. The mean time to repair (MTTR) for the faulted 

section can be used to represent the expected failure duration (EFD), where MTTR is the 

average time required to repair and restore the section when experiencing a sustained 

interruption. Of course, load EENS will change with time depending on the demand 

forecast and the MTTR value of the faulted section. As a result, in this example of 

prioritization, loads can be ranked and weighted depending on their EENS (t) value. 

Applying this criterion in prioritization minimizes the system total ENS because loads that 

are expected to have a larger effect on system ENS are prioritized.  
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2) Expected  Effects on System SAIDI 

The SAIDI metric represents the average time that customer power is interrupted 

in minutes (or hours) in 1 year and can be calculated as follows: 

𝑆𝐴𝐼𝐷𝐼 =
𝑇𝑜𝑡𝑎𝑙 𝑑𝑢𝑟𝑎𝑡𝑖𝑜𝑛 𝑜𝑓 𝑎𝑙𝑙 𝑖𝑛𝑡𝑒𝑟𝑟𝑢𝑝𝑡𝑖𝑜𝑛𝑠

𝑇𝑜𝑡𝑎𝑙 𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑐𝑢𝑠𝑡𝑜𝑚𝑒𝑟𝑠 
                                                             (3.1)  

=  
𝑁1 ∗ 𝐹𝐷1 + 𝑁2 ∗ 𝐹𝐷2 +⋯+ 𝑁𝑓𝐹𝐷𝑓

𝑁𝑇
                                                                          

where 𝑁1, 𝑁2, … , 𝑁𝑓 are the number of customers interrupted at fault 1, 2, …, f,  

𝐹𝐷1, 𝐹𝐷2, … , 𝐹𝐷𝑓 are the durations associated with each fault, and 𝑁𝑇 is the total number 

of customers in the system.  

From equation (3.1), it can be seen that the main factor associated with a load point 

(LP) that could affect SAIDI is the product of the number of customers and the load outage 

duration. As with the case of ENS, the load outage duration can be represented using the 

MTTR of the faulted section at the time of prioritizing. Finally, loads can be prioritized 

and weighted depending on the numerical value of the number of connected customers 

multiplied by load MTTR. 

3) Effects on System SAIFI 

The SAIFI metric represents how often interruptions occur on average for each 

customer and is calculated as follows:  

𝑆𝐴𝐼𝐹𝐼 =
𝑇𝑜𝑡𝑎𝑙 𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑎𝑙𝑙 𝑖𝑛𝑡𝑒𝑟𝑟𝑢𝑝𝑡𝑖𝑜𝑛𝑠

𝑇𝑜𝑡𝑎𝑙 𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑐𝑢𝑠𝑡𝑜𝑚𝑒𝑟𝑠 𝑐𝑜𝑛𝑛𝑒𝑐𝑡𝑒𝑑
                                            (3.2) 
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= 
𝑁1 + 𝑁2 +⋯+ 𝑁𝑓

𝑁𝑇
                                                            

The SAIFI figure entirely depends on the number of customers associated with a 

load. Hence, with this metric, loads are prioritized according to their number of customers. 

C. DSM Programs 

DSM includes any incentive made by the utility to influence the customer’s load. 

There are many different types of DSM programs depending on load sector, utility 

agreement, requested level of reliability and many other factors. The DSM programs that 

influence load prioritization can by categorized into two types. The first represents 

customers that pay the utility a surcharge to receive a higher level of reliability and to be 

prioritized in restoration when an interruption occurs. The second represents customers that 

benefit from reduced electricity bills from the utility but receive a lower priority and may 

forgo part or all of their power in emergency cases. The former type can be incorporated 

into the priority list by increasing the ENS, SAIDI, and SAIFI priority weights that are 

associated with these participating customers. Similarly, the latter type is incorporated by 

reducing their weights, as will be illustrated more specifically in the formulation section.  

D. Estimated Cost of Interruption  

An important prioritization factor is the estimated cost of interruption for each load 

in the system. The cost of interruption depends on several measured and unmeasured 

factors. Many methods are used to estimate the cost of interruptions including survey-based 

methods, scaled macro-economic indicators (e.g., gross domestic product or wages), and 
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market-based indicators (e.g., incremental value of reliability derived from studies of price 

elasticity of demand for service offered under non-firm rates) [38].  

 According to Sullivan et al., “Survey-based methods have become the most widely 

used approach and are generally preferred over other measurement methods due to their 

ability to quantify outage costs for a wide variety of reliability and power quality conditions 

that are usually not observable using other techniques.” [39]. 

Load prioritization in this case can be achieved by weighting the loads depending 

on their estimated cost of interruption, which depends on the time of prioritization. The 

estimated costs of interruption used in this research are collected from an Assessment of 

Publicly Available Information Reported to State Public Utility Commissions in the U.S. 

[40]. In [40], the cost of interruptions for different types of loads at different times and 

seasons were estimated based on surveys of the economic losses customers experience as 

a result of electric service interruptions along with surveys of customers’ willingness to 

pay to avoid (or willingness to accept compensation for) problems. 

Finally, by calculating, normalizing and then combining all previously mentioned 

weights for each load in the DS, the final associated priority weights for all loads at any 

time can be extracted. The mathematical formulation is described in the next section.   

3.3 The Mathematical Formulation of the Prioritizing Strategy 

The time segment that will be considered in this study is one hour. This means that 

the priority weights and lists are updated at each hour.  

The time segment assumed in this study is 1 hour; equivalently, the priority weights 

and lists are updated each hour.  
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3.3.1 Criticality 

Load criticality is modeled by assigning the weight 𝐿𝑐𝑟𝑖𝑡𝑖𝑐
𝑖 (𝑡) (referred to as the 

criticality weight) to each load i in the system depending on the level of criticality, which 

can range between 0–2 as shown in table I. Most of the loads are classified as low criticality 

with 𝐿𝑐𝑟𝑖𝑡𝑖𝑐
𝑖 (𝑡) = 0 and are subsequently prioritized based on level 2. Note that this weight 

is a function of time, whereas criticality of each load depends on the time of evaluation and 

prioritization.  

Table 3.1 Weights and levels of criticality 

Level of criticality 𝑳𝒄𝒓𝒊𝒕𝒊𝒄
𝒊 (𝒕) Examples 

High 2 Hospitals, Fire Stations, …, etc. 

Medium 1 Schools 

Low 0 All other loads  

 

3.3.2 Expected Effects on System Total Reliability Indices 

In this part, loads are prioritized and weighted depending on their forecasted energy 

consumption which is what effects system total ENS. The total effect of load i when 

interrupted on system ENS is calculated as follows: 

                      𝐿𝐸𝑁𝑆
𝑖 (𝑡) = ∑ 𝐷𝑖(𝑡)

𝑡+𝑀𝑇𝑇𝑅𝑓

𝑡

                                                                        (3.3) 

where 𝐿𝐸𝑁𝑆
𝑖 (𝑡) is the expected effects of load i , when interrupted at hour t, on system ENS 

(referred to as ENS weight), 𝐷𝑖(𝑡) is the forecasted demand of load i at hour t, and 𝑀𝑇𝑇𝑅𝑓 

is the mean time to repair of the faulted section. 
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For SAIDI, loads are weighted depending on their effects on the SAIDI metric, 

which includes the number of customers and the fluted section’s MTTR. The weighted 

effect of an interrupted load i on the SAIDI metric is calculated as follows: 

                            𝐿𝑆𝐴𝐼𝐷𝐼
𝑖 = 𝑀𝑇𝑇𝑅𝑓 ∗ 𝑁𝑖                                                                    (3.4) 

where  𝐿𝑆𝐴𝐼𝐷𝐼
𝑖  is the expected effects of load i , when interrupted , on system SAIDI (will 

be referred to as SAIDI weight), and 𝑁𝑖 is the number of customers connected to load i. 

For SAIFI, loads are weighted depending on their effects on the SAIFI metric, 

which represents the number of customers only. The weighted effect of an interrupted load 

i on the SAIFI metric is calculated as follows: 

                                      𝐿𝑆𝐴𝐼𝐹𝐼
𝑖 = 𝑁𝑖                                                                            (3.5) 

where 𝐿𝑆𝐴𝐼𝐹𝐼
𝑖  is the expected effect of an interrupted load i on the SAIFI metric and is 

referred to as the SAIFI weight. 

3.3.3 Customers with Demand Side Management (DSM) Programs 

The demand side management can be incorporated by modifying the values of 

𝐿𝐸𝑁𝑆
𝑖 (𝑡), 𝐿𝑆𝐴𝐼𝐷𝐼

𝑖 , 𝐿𝑆𝐴𝐼𝐹𝐼
𝑖  depending on the factor 𝐷𝑆𝑀𝑖  as follows:  

𝐿𝐸𝑁𝑆
𝑖,𝑚 (𝑡) = 𝐿𝐸𝑁𝑆

𝑖 (𝑡) ∗ 𝐷𝑆𝑀𝒊           

                                𝐿𝑆𝐴𝐼𝐷𝐼
𝑖,𝑚 = 𝐿𝑆𝐴𝐼𝐷𝐼

𝑖 ∗ 𝐷𝑆𝑀𝒊                                                    (3.6) 

𝐿𝑆𝐴𝐼𝐹𝐼
𝑖,𝑚 = 𝐿𝑆𝐴𝐼𝐹𝐼

𝑖 ∗ 𝐷𝑆𝑀𝒊             
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where 𝐿𝐸𝑁𝑆
𝑖,𝑚 (𝑡) , 𝐿𝑆𝐴𝐼𝐷𝐼

𝑖,𝑚 , and 𝐿𝑆𝐴𝐼𝐹𝐼
𝑖,𝑚  are the modified ENS, SAIDI, and SAIFI weights of 

load i, respectively. 𝐷𝑆𝑀𝒊 is a factor that defines the Load Management Program (LMP)  

in which load i participates, as shown in Table 3.2:  

Table 3.2 DSM programs and associated factors 

LMP type 𝑫𝑺𝑴𝒊 

Paying for more reliable service DSMi  > 1 

Not participating DSMi  = 1 

Curtailed with reduced bills DSMi  < 1 

 

As shown in Table 3.2, if a load i is paying to obtain more improved service, its 

associated 𝐿𝐸𝑁𝑆
𝑖 (𝑡), 𝐿𝑆𝐴𝐼𝐷𝐼

𝑖 , and 𝐿𝑆𝐴𝐼𝐹𝐼
𝑖  weights increase as a result of being multiplied by a 

number greater that one. Thus, those loads receive higher weights and are prioritized in the 

restoration process. For example, if load i has 𝐷𝑆𝑀𝑖=2, then 𝐿𝐸𝑁𝑆
𝑖 (𝑡), 𝐿𝑆𝐴𝐼𝐷𝐼

𝑖 , and 𝐿𝑆𝐴𝐼𝐹𝐼
𝑖  

are multiplied by 2 and load i is prioritized as if it had double the energy consumption, 

double the number of customers, and double the outage duration. This customer therefore 

enjoys a higher priority, a strategic advantage over other customers. In contrast, loads may 

arrange reduced billing costs in exchange for a DSMi value of less than one, resulting in a 

lowered priority weight. Finally, non-participatory loads retain DSMiequal to one, which 

does not alter their priority weights. 

The specific values of the 𝐷𝑆𝑀𝑖 factors depend on the utility programs and the 

contracts arranged between the utility and the participating customer. Additionally, the 

utility must consider all customers in the system when assigning DSM factors to avoid 

over-prioritizing or under-prioritizing participating loads. Therefore, this factor must be 

carefully tested before assignment to participating customers.  
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3.3.4 Estimated Cost of interruption.  

The cost of interruption is estimated based on the values surveyed in the 

aforementioned official report submitted to the State Public Utility Commissions in the 

U.S. [40]. The study includes the cost of interruption for different types of loads at different 

times of the year. Additionally, it includes the cost of interruption depending on the 

duration of the fault which is represented by 𝑀𝑇𝑇𝑅𝑓  and will be used as follows: 

                       𝐿𝑐𝑜𝑠𝑡
𝑖 (𝑡) = 𝐶𝑜𝑠𝑡𝑖(𝑡,𝑀𝑇𝑇𝑅𝑓)                                                         (3.7) 

where 𝐿𝑐𝑜𝑠𝑡
𝑖 (𝑡) is the expected cost of interruption for load i , when interrupted, at hour  

(will be referred to as cost weight),  𝐶𝑜𝑠𝑡𝑖(𝑡,𝑀𝑇𝑇𝑅𝑓) is the surveyed cost of interruption 

for load i when experiencing an outage of duration 𝑀𝑇𝑇𝑅𝑓 at hour t.  

At this point, all prioritization weights associated with each load in the system have 

been defined; they are 𝐿𝑐𝑟𝑖𝑡𝑖𝑐
𝑖 (𝑡), 𝐿𝐸𝑁𝑆

𝑖,𝑚 (𝑡), 𝐿𝑆𝐴𝐼𝐷𝐼
𝑖,𝑚

, 𝐿𝑆𝐴𝐼𝐹𝐼
𝑖,𝑚 , and 𝐿𝑐𝑜𝑠𝑡

𝑖 (𝑡). They can now be 

normalized, except for 𝐿𝑐𝑟𝑖𝑡𝑖𝑐
𝑖 (𝑡), as follows based on the maximum load weight of each 

prioritization part:  

𝐿𝐸𝑁𝑆
𝑖,𝑚 (𝑡) =

𝐿𝐸𝑁𝑆
𝑖,𝑚 (𝑡)

𝐿𝐸𝑁𝑆
𝑚𝑎𝑥(𝑡)

                                                                  (3.8) 

𝐿𝑆𝐴𝐼𝐷𝐼
𝑖,𝑚 =

𝐿𝑆𝐴𝐼𝐷𝐼
𝑖,𝑚

𝐿𝑆𝐴𝐼𝐷𝐼
𝑚𝑎𝑥                                                                       (3.9) 

                                           𝐿𝑆𝐴𝐼𝐹𝐼
𝑖,𝑚 =

𝐿𝑆𝐴𝐼𝐹𝐼
𝑖,𝑚

𝐿𝑆𝐴𝐼𝐹𝐼
𝑚𝑎𝑥                                                                     (3.10) 

𝐿𝑐𝑜𝑠𝑡
𝑖 (𝑡) =

𝐿𝑐𝑜𝑠𝑡
𝑖 (𝑡)

𝐿𝑐𝑜𝑠𝑡
𝑚𝑎𝑥(𝑡)

                                                                (3.11) 
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where 𝐿𝐸𝑁𝑆
𝑚𝑎𝑥(𝑡), 𝐿𝑆𝐴𝐼𝐷𝐼

𝑚𝑎𝑥 , 𝐿𝑆𝐴𝐼𝐹𝐼
𝑚𝑎𝑥 , and 𝐿𝑐𝑜𝑠𝑡

𝑚𝑎𝑥(𝑡) are the maximum value between all loads in 

the system that is related to ENS, SAIDI, SAIFI and cost weights, respectively.  

Then, the final weights associated for each load can be calculated as follows: 

𝑃𝐿𝑖(𝑡) = 𝐿𝑐𝑟𝑖𝑡𝑖𝑐
𝑖 (𝑡) +  𝑤𝐸𝑁𝑆 ∗ 𝐿𝐸𝑁𝑆

𝑖,𝑚 (𝑡) + 𝑤𝑆𝐴𝐼𝐷𝐼 ∗ 𝐿𝑆𝐴𝐼𝐷𝐼
𝑖,𝑚     + 𝑤𝑆𝐴𝐼𝐹𝐼 ∗ 𝐿𝑆𝐴𝐼𝐹𝐼

𝑖,𝑚
 

+𝑤𝑐𝑜𝑠𝑡 ∗ 𝐿𝑐𝑜𝑠𝑡
𝑖 (𝑡)                                                                                              (3.12) 

                      𝑤𝐸𝑁𝑆 + 𝑤𝑆𝐴𝐼𝐷𝐼 + 𝑤𝑆𝐴𝐼𝐹𝐼 + 𝑤𝑐𝑜𝑠𝑡 = 1                                                (3.13) 

where 𝑃𝐿𝑖(𝑡): is the total priority weight of load i at hour t, 𝑤𝐸𝑁𝑆 is the ENS weight 𝑤𝑆𝐴𝐼𝐷𝐼 

is the  SAIDI weight, 𝑤𝑆𝐴𝐼𝐹𝐼 is the SAIFI weight, and 𝑤𝑐𝑜𝑠𝑡 is the weight of cost 

importance. 

 The parameters 𝑤𝐸𝑁𝑆, 𝑤𝑆𝐴𝐼𝐷𝐼 , 𝑤𝑆𝐴𝐼𝐹𝐼 , and 𝑤𝑐𝑜𝑠𝑡 (referred to as importance 

weights) are assigned by the utility immediately when a fault occurs. The utility then 

evaluates the fault influence on the system total reliability indices and the total customer 

cost of interruption. By comparing these values with the utility’s historical reliability 

indices and total cost of interruptions, the weights can be determined. For example, if the 

utility suffers from low historical ENS, the weight associated with ENS importance (𝑤𝐸𝑁𝑆) 

is increased to prioritize those loads that will improve system ENS. The same strategy 

holds for SAIDI, SAIFI, and cost.  

Finally, by arranging all loads in an ascending manner based on 𝑃𝐿𝑖(𝑡) value, the 

final priority list is generated with an associated weight for each load in the system. A flow 

chart illustrating the complete prioritization methodology is shown in Figure 3.1.  
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3.4 Prioritizing RBTS Bus 4 Customers  

The system used to apply the prioritizing method in this research is the RBTS Bus 

4 [27]. The single line diagram for the system is shown in Figure 3.2. The number of 

components and customers in this system are shown in Table 3.3. Table 3.4 specifies the 

number of customers and load type for each load point in the system.  

The system consist of a total of 38 load points with three types of loads, residential, 

commercial, and industrial. Detailed load information, including number of customers, and 

average and peak values, as well as system components reliability data of the system, that 

were used to extract the MTTR for each load, are illustrated in [27]. Load MTTR represents 

the average outage duration experienced by a certain load within a year. It can be viewed 

as the MTTR of all sections in the system that, when faulted, could cause an interruption 

to that particular load. Thereby, in order to provide a general priority list for RBTS Bus 4 

system, and to avoid simulating random failures, the MTTR for each load will be used 

instead of the MTTR of the faulted section.  
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Figure 3.1 Flow chart of the prioritizing method 
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Figure 3.2 Single line diagram of RBTS Bus 4 distribution system [27] 

 

Table 3.3 Number of components and customers for RBTS Bus 4 

 11 kV 

subsystem 

33 kV 

subsystem 

Total 

Feeders 67 4 71 

Transformers 29 6 35 

Busbars 3 3 6 

Total number of components 99 13 112 

Main feeders 7 - 7 

Load points 38 - 38 

Customers 4779 - 4779 
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Table 3.4 Number of customers and load type for all LPs in RBTS Bus-4 system 

Load Point Number of Customers/LP Load Type 

1-5, 11-15, 18-23, 32-37 200-210 Residential 

6, 7, 16, 17, 24, 25, 38 10 Commercial 

8-10, 26-31 1 Industrial 
 

Several case studies are considered to test the proposed prioritization methodology. 

In all cases, the values of 𝑤𝐸𝑁𝑆, 𝑤𝑆𝐴𝐼𝐷𝐼 , 𝑤𝑆𝐴𝐼𝐹𝐼 , and 𝑤𝑐𝑜𝑠𝑡 are taken to be 0.25 to generalize 

the study by assigning equal importance weights for each list of the four metrics: ENS, 

SAIDI, SAIFI, and cost. As mentioned previously, these factors should be specified 

depending on assessment of system history and the desired improvements in ENS, SAIDI, 

SAIFI, and cost of interruptions. The yearly load curves for each LP in the system were 

generated by a sequential method that is illustrated in section 2.2.1. 

3.4.1 Case1: Original RBTS Bus 4 Data 

 In this case, the exact values of the RBTS-Bus 4 system have been used, including 

the loading amount, number of customers and MTTR for each load. Load prioritization 

was calculated at hour t = 1:00 a.m. on the first day of the year. The results of load 

prioritization are summarized in Figures 3.3 and 3.4. Figure 3.3 shows the normalized 

𝐿𝐸𝑁𝑆
𝑖,𝑚 (𝑡), 𝐿𝑆𝐴𝐼𝐷𝐼

𝑖,𝑚
, 𝐿𝑆𝐴𝐼𝐹𝐼

𝑖,𝑚 , and 𝐿𝑐𝑜𝑠𝑡
𝑖 (𝑡) priority weights for each load. Figure 3.4 shows the 

total priority weights 𝑃𝐿𝑖(𝑡) after combining 𝐿𝐸𝑁𝑆
𝑖,𝑚 (𝑡), 𝐿𝑆𝐴𝐼𝐷𝐼

𝑖,𝑚
, 𝐿𝑆𝐴𝐼𝐹𝐼

𝑖,𝑚 , and 𝐿𝑐𝑜𝑠𝑡
𝑖 (𝑡) for all 

loads and using 0.25 as the value for 𝑤𝐸𝑁𝑆, 𝑤𝑆𝐴𝐼𝐷𝐼 , 𝑤𝑆𝐴𝐼𝐹𝐼 , and 𝑤𝑐𝑜𝑠𝑡. Note that all loads in 

this case are assumed to be non-critical with 𝐿𝑐𝑟𝑖𝑡𝑖𝑐
𝑖 (𝑡) = 0.  
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Figure 3.3 Case 1: loud points ENS, SAIDI, SAIFI, and cost weights 

 

Figure 3.4 Case 1: load points total priority weights 
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As can be seen in Figure 3.3, the residential loads are dominant in SAIDI and SAIFI 

weights as a result of their high number of customers (refer to Table 3.4) which affects the 

SAIDI and SAIFI metrics. Additionally, commercial customers have the highest weights 

regarding cost of interruption as shown in Figure 3.3. Industrial customers, in contrast, 

have very low priority factors in all four sub-plots because of their relatively low MTTR 

(≈5 hrs). This is a result of the topology of the RBTS-Bus 4 system; because industrial 

customers are connected directly to the high voltage side, their transformers are considered 

customer property and are not included when calculating MTTR. In contrast, residential 

and commercial customers have a much higher MTTR (≈50 hrs).   

This large difference between customer MTTR values affects the weighting and 

prioritization between the loads in the system. Additionally, the high MTTR of residential 

and commercial customers reduces the time sensitivity of prioritization.   

3.4.2 Case 2: Simulating MG Loads  

As stated previously, the use of MGs enhances the reliability of distribution systems, 

thereby reducing LP MTTR. However, it increases complexity by including customers with 

different levels of reliability requirements and DSM program participation. Therefore, to 

simulate the MG system and to test all factors in the proposed prioritization method, the 

following is assumed: 

- Residential LPs 1-5 are paying for more reliable service with DSM factor = 2. 

- Residential LPs 18-23 are benefiting from a reduced bill with lower reliability (DSM 

factor=1/2).    

- LP 32 contains a school considered to have medium criticality with 𝐿𝑐𝑟𝑖𝑡𝑖𝑐
𝑖  =1.  
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- LP 38 is a hospital with a high level of criticality (𝐿𝑐𝑟𝑖𝑡𝑖𝑐
𝑖  = 2).  

- The MTTR for all LPs is taken to be 3 hours to simulate the increased reliability of MGs.  

Two cases are considered here by calculating the prioritization weights at two 

different hours on the first day of the year as follows:  

A. Case 2.A: Prioritizing at 1:00a.m.  

After including all assumption, the prioritization was calculated at 1:00a.m. of the 

first day of the simulated year. The results are shown in Figures 3.5 and 3.6.  

 

Figure 3.5 Case 2.A: load points ENS, SAIDI, SAIFI, and cost weights 
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Figure 3.6 Case 2.A: load points total priority weights 

 

B. Case 2.B: Prioritizing at 9:00 a.m. 

The prioritization weight at 9:00a.m. of the first day of the simulated year are 

illustrated in Figures 3.7 and 3.8.  

In both cases, residential customers have higher SAIDI and SAIFI weights because 

of their large number of customers. Additionally, prioritization differences can be observed 

for residential customers that are participating in different DSM programs: customers 

paying for higher reliability are now prioritized over both non-participating customers and 

customers participating with lower-reliability residential loads. Moreover, the hospital at 

LP 38, which is considered a highly critical load, has the largest total priority weight in 

both cases. In contrast, LP 32, which is assumed to include a school with medium 

criticality, has the second highest priority in the morning only (Case 2.B: 9:00 a.m.) 

because at 1:00 a.m. the school is not occupied and is not considered a critical load. 
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Furthermore, industrial and commercial customers consume larger amounts of energy at 

9:00 a.m. than at 1:00 a.m., which increases their priority weights as seen clearly by 

comparing the ENS weight sub-plots in Figures 3.5 and 3.7. 

 

Figure 3.7 Case 2.B: load points ENS, SAIDI, SAIFI, and cost weights 

 

3.5 Conclusions  

A load prioritization method for MG systems is proposed in this chapter. The 

method prioritizes all loads in the system by assigning calculated weights that depend on 

two levels. The first level classifies critical loads and the second level specifies four 

prioritization criteria. These criteria consist of the load effect on system ENS, the load 

effect on the SAIDI metric, the load effect on the SAIFI metric, and the cost of load 

interruption. The RBTS Bus 4 distribution system was used as an implementation model 
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and was tested for two cases in which LPs were prioritized under different scenarios. The 

results demonstrate that the proposed load prioritization method is dynamic in time and 

takes into consideration the ENS, SAIDI, and SAIFI metrics and different load costs of 

interruption. Moreover, the methodology is capable of including customers participating 

in DSM programs as well as representing critical loads such as schools and hospitals. 

 

Figure 3.8 Case 2.B: load points total priority weights 
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CHAPTER 4 

THE SMART SELF-HEALING OPTIMIZATION 

TECNIQUE FOR MICROGRIDS 

 This chapter is considered the main contribution of this thesis where the system 

modeling and the mathematical formulation of the smart self-healing technique for electric 

microgrids is proposed. Also, the previously proposed priority weight in Chapter 3 is 

utilized in forming the optimization problem. As mentioned in the introduction of this 

document, the optimization of the proposed problem will be modeled and solved utilizing 

MILP reformulation. 

 In section 4.1, the chapter start with a detailed introduction about restoration 

optimization techniques proposed in the literature and comparing them to the mathematical 

approach which is considered in this thesis. The reader may notice that the introduction in 

this chapter is wide and expanded. This was intended in order to provide a structural 

background regarding the main contribution of the thesis. 

 Section 4.2 states the key parameters of the proposed model. It starts by discussing 

the main control variables that are included in the proposed optimization process. Then, 

the selected objective functions for the self-healing technique are introduced and explained 

in detail. Furthermore, other objective functions that are usually considered by researchers 

in restoration problems, and are not applied in this thesis, are mentioned.  The reasons and 
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justifications for not considering such objectives will also be discussed. In the last part of 

section 4.2, the operational and managemental constraints of the problem are illustrated. 

 In section 4.3, the full mathematical formulation of the optimization problem is 

presented including modeling equations of all necessary components of the smart 

microgrid.  

 Finally, section 4.4 discuss the estimation of some technical parameters that are 

needed in the procedure of solving the MILP optimization problem.  

4.1 Introduction  

4.1.1 Restoration Optimization Techniques in the Literature 

Mainly, the techniques that are used to solve the restoration optimization problem 

in the literature can be categorized into three types: heuristic or Expert Systems (ES), Soft 

Computing (SC) and Mathematical Programming (MP). The heuristic approach is 

considered a search strategy that utilizes the operators’ knowledge and practical experience 

in order to find a final restoration configuration. For that reason, they are also referred to 

as expert systems.  In [41], a heuristic reconfiguration algorithm was presented. It starts 

with all operable switches open, and at each step, the switch that result in least increase in 

the objective function is to be closed. The objective function is defined as incremental 

losses divided by incremental load served. A backtracking scheme is applied to suggest 

new switch locations that reduce the objective function. This method is efficient in the use 

of detailed feeder modeling and load flow solution. Also, it requires less computational 

efforts than sequential switching. The drawbacks, in the other hand, is that it does not 

consider priority listing, it only takes care of the practical losses. In addition, huge 
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computational processing is still required since load flow is calculated after each switching 

step. An early work done in [42] presents a restoration approach based on: (a) the 

collaboration between operating personals and system analysts, (b) access to available data 

from on-line computer facilities, and (c) the use of an interactive load flow program.  

Moreover, in [43], a heuristic search approach is developed for service restoration of a 

distribution system after locating and isolating faulted area. The developed method 

contains a set of heuristic rules that were gathered through interviews with experienced 

operators at Taiwan Power Company. The constructed plan and algorithms only considered 

faults on feeders. Faults on lateral or branching point was not investigated which is mostly 

the case in microgrids. 

 A practically real-time expert restoration guide for a dispatching center was 

introduced and evaluated in [44]. In order to get on/off –line information from the current 

state of the tested system, one of the work stations is connected to SCADA computer. The 

introduced restoration guide has two operation modes. The first one is an on-line guide 

mode which provides the operator with sufficient restoration plan and procedures based on 

expertise and heuristics restoration knowledge base. The other one is an off-line mode 

simulation which is utilized to verify the validity of acquired currently used knowledge. 

Implementation issues of this system such as system function, knowledge acquisition and 

representation, interface of SCADA system and man-machine interface are also discussed.  

Nowadays, soft computing techniques are reaching out in solving restoration 

problems. They are considered learning methods that gradually increase their knowledge 

as more input is received. They can be used in a supervised or unsupervised manner to 
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learn, where in the supervised category, pairs of input and outputs are provided to these 

learning methods. The main advantage of learning methods is that they rapidly improve 

their knowledge and experience over time as more inputs are received [45]. A proposed 

scheme for solving restoration problems based on artificial neural networks (ANN) was 

proposed in [46]. The scheme was tested and examined on a 162-bus transmission system. 

The results indicates that this used approach is practical and feasible and should be 

implemented on real time applications. Furthermore, an approach based on conventional 

genetic algorithm to solve power restoration problems is developed in [47].  Priority 

customers were taken under consideration in the proposed algorithm. The method attempts 

to solve the restoration problem using remotely controlled switches which, therefore, 

speeded up the restoration process for interrupted areas. Although, soft computing is 

considered attractive for many researches, but they suffer from three main disadvantages. 

Many external parameters must be set for the optimization, they still do not guarantee 

global optimality, and finally, soft computing may require huge computational time for 

simple problems.  

In the mathematical programming approach, the restoration problem is usually 

formed as a Mix Integer Programming (MIP) problem which can then be solved using any 

MIP solving technique. In [48], a two-stage algorithm for solving service restoration 

problems for distribution systems was introduced. The restoration problem was 

decomposed into two sub-problems (the maximization of available power to the de-

energized area, and the minimization of the amount of unserved energy) which was then 

solved by a mixed integer programing technique. The minimization of restorative operation 

cost was considered in order to facilitate the optimization process. However, the reactive 
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power and system losses were both neglected which raise a huge issue especially at the 

microgrids scale due to the high R/X ratio. Another power restoration strategy was 

presented in [49] which incorporates optimization algorithm and interactive graphics. The 

process of selecting the control variable was formulated to a mathematical problem which 

was then solved by nonlinear programming. The problem with nonlinear programming is 

that existing commercial solvers still suffer from the huge nonlinear-computational time 

and the global optimality may not be reached. Paper [50] presents a combined power 

restoration method by a joint usage of an expert system (ES) and a Mathematical 

Programming (MP) approach. The optimal target for the system was formulated as a MIP 

problem which was decomposed into sub-problems based on ES knowledge. This paper 

also neglected the reactive power and the line losses. 

In the past few decades, mathematical programming was rarely used in modeling 

and solving restoration problems due to the large computational time that might be 

required. However, with the improved high speed processers and the availability of 

efficient solvers, mathematical programming nowadays is gaining attention in modeling 

different practical optimization problems. Note that these efficient solvers are mainly 

specialized in linear mathematical programming where non-linear programming is still 

considered complex and not efficient computational wise. 

4.1.2 Pure and Mixed Linear Integer Programming  

Linear Programming (LP) is one of the most famous optimization techniques 

currently used in the literature.  In this type of optimization problem, values of the variables 

are restricted to linear (in)-equalities. If, in some cases, variables are limited to be integers, 
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the problem is called pure Integer Programming (IP). Otherwise, if the model consist of 

both real and integer variables, it is called Mixed Integer Programming (MIP) and if the 

objective and all constraint are linear, it is called Mixed Integer Linear Programming 

(MILP). Simple MILP problems can usually be solved graphically, but complex ones 

containing thousands of variables and constrains need more sophisticated solution 

techniques and algorithms (solvers) to be implemented. Such techniques is the simplex 

algorithm where the linear problem is converted into the standard form which converts 

inequality constrains to equation by adding the slack variable. Many powerful software for 

solving LP models exist (e.g. CPLEX ILOG 2007 and XPRESS-MP Dash Optimization 

Ltd 2007) [51]. These softwares differ in terms of cost, speed and simplicity in operation. 

MILP models have been widely used in many practical optimization problems in 

the literature such as hydro and wind unit commitment [52, 53], generation and 

transmission expansion planning [54, 55], AC optimal power flow in distribution systems 

[56] and in solving power restoration problems mathematically in order to find the optimal 

reconfiguration for interrupted networks[57-59]. In such restoration problems, the 

objective function of the MIP is usually to minimize the unserved energy and the cost of 

switching, and the constrains are typically: power capacity limitation in the substations, 

balance between supply and demand, branch capacity constraints, and radial configuration. 

However, [57-59] also did not consider reactive power in their linear model.  

In this chapter, a self-healing restoration optimization problem is formulated 

linearly as a MILP problem. In addition to considering reactive power and line losses in 
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the formulation, the formulation will also take into account different specification of the 

future microgrids. 

4.2 The Proposed Self-Healing Technique Model 

 For explanation purposes and before proceeding to the detailed mathematical 

formulation of the problem, it is important to clearly state in words the model of the self-

healing technique including the control variables, objectives, and constraints. Since the 

focus of this thesis is on the restoration of smart microgrids, different parameters must be 

considered that do not usually appear in modeling restoration problems of traditional 

distribution systems.   

4.2.1 Control Variables 

There are basically three parameters that can be controlled in the services 

restoration within a microgrid and will be considered as control variables in the proposed 

technique. They are listed as follows: 

1) Branch Switch Status 𝑦𝑘𝑚 

By controlling the switches status in the microgrid, the topology of the network can 

be altered and by that, achieving different routes for the power to flow and to feed 

disconnected loads. This control variable is considered the most basic one among all other 

control variables that will be considered in this thesis. Although it is usually assumed that 

all switches in a microgrid are remotely controllable, however, the problem formulation in 

this thesis will account for switches that cannot be immediately controlled by removing 

them from the control variables.   
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2) DGs Real 𝐷𝐺𝑘
𝑃
and Reactive 𝐷𝐺𝑘

𝑄
 Power Output 

A microgrid may include several DGs units the can be controlled in terms of both, 

their active and reactive power output. DGs can contribute significantly in the restoration 

process from different aspects. One, is by serving the substation in supplying loads during 

an interruption or even through operating in islanded mode. Second, is by improving the 

voltage profile of the system by injecting reactive power. It is worth mentioning that the 

formulation of the problem in this thesis will account for DGs that are not controllable such 

as renewable energy based DGs. 

3) Amount of Load Curtailment 𝐿𝐶𝑘 and Shedding Loads 𝜇𝑘 

It must be noted that there is a difference between the two practices, load 

curtailment and load shedding. In the former, those customers that are participating in DSM 

programs are assumed to have controllable loads where the utility can partially reduce their 

loads up to a certain limit. In the latter, customers that are not participating in any kind of 

DSM, the utility have the choice to either serve their loads completely, or to totally shed 

their power. However, both procedures are considered in the problem formulation in this 

thesis.  

4.2.2 Objective Functions   

The services restoration problem is known to be a multi-objective optimization 

problem especially when including different control variables such as the ones mentioned 

previously. The different objective functions that will be considered in this thesis will be 

linearly weighted and combined to form one general objective function. Three objective 
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functions are modeled in the restoration formulation and are divided in two parts as 

follows:  

1) To Maximize the Supplied Customers based on their Priorities  

At the instant of a fault or prior to it, each customer in the system will be assigned 

a priority weight based on the prioritization method proposed in chapter 3. The first 

objective of restoration will be to restore customers as much as possible based on their 

priority weights.   This specific objective can be seen as a multi-objective problem by its 

own where four different factors where included in the prioritizing model and the 

calculation of priority weights. In this thesis, these factors are assumed to be set by the 

utility depending on their historical reliability indices and the recorded loss of economic 

activities due to past interruptions. The investigation of optimizing these factors is listed 

among future work topics.  

2) To Minimize the Cost Associated with the Restoration Process 

It becomes necessary for a robust efficient restoration technique to minimize the 

associated operational cost. Two source of operational cost are considered in this thesis 

and are listed as follows:  

a. DGs Operational Cost 

All DGs in the system will be assumed to have an estimated operational cost that is 

linearly related to their supplied real power. The objective function, is of course, to 

minimize the DGs total operational cost.   
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b. Cost of Load Curtailment 

Based on the agreement between the utility and customers that are participating in 

special kind of DSM programs, the utility may provide financial compensations to curtailed 

customers. The compensation cost will be assumed in this thesis to have a linear relation 

with the amount of curtailed load. Although researchers in the literature have been 

conservative in such objective function, but with the increased competition between 

number of electric power suppliers and the AMI provided in a future microgrid, this 

practice between the utility and the customer is highly expected which may serve as an 

insurance procedures.    

Other objective functions where considered in the literature such as minimizing the 

power loss in the new system configuration and to minimize the number of switching [60, 

61].  These two objectives can be neglected for two reasons: 

1) The restoration process is considered an emergency case where the power 

loss is not as much important as retrieving lost loads. Some may argue that 

system losses could affect the operational cost, but this was already included 

in the previously mentioned objective function where by setting minimizing 

cost of DGs output as one of the objectives, the optimization method will 

be indirectly forced to find the route with minimal losses. Moreover, system 

configuration can be changed to minimize the losses after the restoration 

procedure is completed.  

2) It is usually considered that all switches in a microgrid are remotely 

controlled and their cost of operation is negligible where no manpower is 
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needed.  However, those switches that are not remotely controlled will not 

be considered as control variables as mentioned previously. This can be 

justified in the sense that the restoration optimization is supposed to give 

results and operate within seconds to minutes which is far less that the time 

required to operate a manually controlled switch. Furthermore, switches in 

a microgrid are expected to operate with zero switching time.  Thereby, and 

because of the preceding reasons, setting minimization of switching as an 

objective function can be ignored.  

4.2.3 Problem Constraint 

The constraint to be considered in the proposed restoration optimization problem 

can be categorized into two main categories as follows: 

1) Technical Constraints 

In any type of restoration, certain technical constraints must be taken into account 

which guarantee maintaining system performance within acceptable limits. The technical 

constraint that are modeled in this thesis are as follows: 

a. Bust voltages must lie within specified acceptable limits. 

b. Branch current flow must not exceed the rating of the line. 

c. DGs must be operating under their rating apparent power. 

d. Radially Constraint. 
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Although smart microgrids are expected to be designed and operated as meshed or 

weakly meshed aspect, however, for the purpose of generality, the radially constraint will 

be modeled and considered in special case studies. 

2) Management Constraint 

The other type of constraint is basically related to the load curtailment practice 

and the agreement built between the utility and customers participating in load 

curtailment DSM programs.  

a. Load curtailment should not exceed the allowable limit 

It must be noted that there are other types of constraints in the optimization problem 

that are related to MILP formulation and approximation of non-linear equation in the power 

flow. These constraint will be specified together with all problem constraint in the MILP 

model in the following section.  

4.3 The MILP Mathematical formulation of the Optimization Problem 

The MILP model that is used in this thesis in formulating the service restoration 

problem is adapted from the flexible MILP approach to the AC optimal power flow 

presented by Refael S. Ferreira  [62]. Several modifications where added to the original 

formulation in order for the model to be utilized in optimizing service restoration problems 

including load prioritizing and also, to capture the features of smart microgrids such as 

DSM customers and DG units. Moreover, different approaches were used in the 

approximation process that will yield to significant improvement in term of the 
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computational time. This is necessary since the restoration optimization is considered an 

emergency case and convenient results must be obtained as fast as possible.  

Since the proposed self-healing technique model is based on MILP, different 

linearization and reformulation methods must be utilized. Appendix A.2 provides an 

overview of the reformulation methods that are used in this section in order to model the 

restoration optimization problem.  Four methods are discussed and will be referred to as 

reformulation methods 1 to 4. 

One of the key characteristics of Ferreira’s formulation is that it express complex 

variables in rectangular coordinates instead of polar coordinates. Also, Kirchhoff’s laws 

are modeled based on voltages and currents instead of voltages and power quantities as 

will be seen in the following formulation details. This formulation of Kirchhoff’s law gives 

a great advantages in the sense that the relations are linear by nature which can be directly 

modeled in the MILP. 

For organization and illustration purposes, problem constraint will be modeled first 

in this section followed by the objective functions.  

4.3.1 Formulating Problem Constraint 

4.3.1.1 Kirchhoff’s Laws Formulation 

 

1) Node Injection 

𝐼𝑑,𝑘
𝑟𝑒 + ∑ 𝐼𝑘𝑚

𝑟𝑒

𝑚∈Γ𝑘

= 𝐼𝑔,𝑘
𝑟𝑒 + ∑ 𝐼𝑚𝑘

𝑟𝑒

𝑚∈Γ𝑘

                ∀𝑘 ∈ Γ𝑁                               (4.1) 
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𝐼𝑑,𝑘
𝑖𝑚 + ∑ 𝐼𝑘𝑚

𝑖𝑚

𝑚∈Γ𝑘

= 𝐼𝑔,𝑘
𝑖𝑚 + ∑ 𝐼𝑚𝑘

𝑖𝑚

𝑚∈Γ𝑘

                ∀𝑘 ∈ Γ𝑁                              (4.2) 

2) Branch Flow  

𝑉𝑘
𝑟𝑒 −𝑉𝑚

𝑟𝑒 = 𝐼𝑘𝑚
𝑟𝑒 . 𝑅𝑘𝑚 − 𝐼𝑘𝑚

𝑖𝑚 . 𝑋𝑘𝑚                ∀𝑘𝑚 ∈ {Γ𝐵\Γ𝑠𝑤}                  (4.3) 

𝑉𝑘
𝑖𝑚
− 𝑉𝑚

𝑖𝑚 = 𝐼𝑘𝑚
𝑟𝑒 . 𝑋𝑘𝑚 + 𝐼𝑘𝑚

𝑖𝑚 . 𝑅𝑘𝑚                ∀𝑘𝑚 ∈ {Γ𝐵\Γ𝑠𝑤}                  (4.4) 

 

Note that equations (4.3) and (4.4) are only used for the set of un-switchable 

branches. If a branch is assumed to be switchable, these constraints must be changed in 

order to include the case if the branch was switched off where these to equations do not 

hold any more. This can be modeled using reformulation method 1 (Disjunctive 

Constraints) illustrated in appendix A.2 as follows: 

−𝑀𝑘𝑚
𝑉,𝑟𝑒. (1 − 𝑦𝑘𝑚) ≤ 𝑉𝑘

𝑟𝑒 −𝑉𝑚
𝑟𝑒 − 𝐼𝑘𝑚

𝑟𝑒 . 𝑅𝑘𝑚 + 𝐼𝑘𝑚
𝑖𝑚 . 𝑋𝑘𝑚 ≤ 𝑀𝑘𝑚

𝑉,𝑟𝑒. (1 − 𝑦𝑘𝑚)    

 ∀𝑘𝑚 ∈ Γ𝑠𝑤     (4.5) 

−𝑀𝑘𝑚
𝑉,𝑖𝑚. (1 − 𝑦𝑘𝑚) ≤ 𝑉𝑘

𝑖𝑚 −𝑉𝑚
𝑖𝑚 − 𝐼𝑘𝑚

𝑟𝑒 . 𝑋𝑘𝑚 − 𝐼𝑘𝑚
𝑖𝑚 . 𝑅𝑘𝑚 ≤ 𝑀𝑘𝑚

𝑉,𝑖𝑚. (1 − 𝑦𝑘𝑚)  

  ∀𝑘𝑚 ∈ Γ𝑠𝑤    (4.6) 

where 

 𝑀𝑘𝑚
𝑉,𝑟𝑒

 is a disjunctive constant that is assured to be always greater than  

 |𝑉𝑘
𝑟𝑒 −𝑉𝑚

𝑟𝑒 − 𝐼𝑘𝑚
𝑟𝑒 . 𝑅𝑘𝑚 + 𝐼𝑘𝑚

𝑖𝑚 . 𝑋𝑘𝑚| 

𝑀𝑘𝑚
𝑉,𝑖𝑚

 is a disjunctive constant that is assured to be always greater than 

 |𝑉𝑘
𝑖𝑚 −𝑉𝑚

𝑖𝑚 − 𝐼𝑘𝑚
𝑟𝑒 . 𝑋𝑘𝑚 − 𝐼𝑘𝑚

𝑖𝑚 . 𝑅𝑘𝑚| 
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The reader will notice from equations (4.5) and (4.6) that these constraints are only 

considered when the switch 𝑦𝑘𝑚 = 1. Another important constraint to be added is that 𝐼𝑘𝑚
𝑟𝑒

 

and 𝐼𝑘𝑚
𝑖𝑚

 must be set equal to zero if 𝑦𝑘𝑚 = 0. This can be achieved similarly by introducing 

a disjunctive constant as follows: 

−𝑀𝑘𝑚
𝐼,𝑟𝑒. 𝑦𝑘𝑚 ≤ 𝐼𝑘𝑚

𝑟𝑒 ≤ 𝑀𝑘𝑚
𝐼,𝑟𝑒 . 𝑦𝑘𝑚            ∀𝑘𝑚 ∈ Γ𝑠𝑤                                     (4.7) 

−𝑀𝑘𝑚
𝐼,𝑖𝑚. 𝑦𝑘𝑚 ≤ 𝐼𝑘𝑚

𝑖𝑚 ≤ 𝑀𝑘𝑚
𝐼,𝑖𝑚 . 𝑦𝑘𝑚            ∀𝑘𝑚 ∈ Γ𝑠𝑤                                     (4.8) 

where 

 𝑀𝑘𝑚
𝐼,𝑟𝑒

 is a disjunctive constant that is assured to be always greater than |𝐼𝑘𝑚
𝑟𝑒
| 

𝑀𝑘𝑚
𝐼,𝑖𝑚

 is a disjunctive constant that is assured to be always greater than |𝐼𝑘𝑚
𝑖𝑚
| 

4.3.1.2 DGs Power Output 

Since the formulation in this thesis is based on currents and voltages in rectangular 

form, the integration of the substations and DGs power output to the MILP model can be 

obtained as follows: 

𝐼𝐷𝐺,𝑘
𝑟𝑒 =

𝑉𝑘
𝑟𝑒

(𝑉𝑘
𝑟𝑒2 +𝑉𝑘

𝑖𝑚2)
.𝐷𝐺𝑘

𝑃 +
𝑉𝑘
𝑖𝑚

(𝑉𝑘
𝑟𝑒2 +𝑉𝑘

𝑖𝑚2)
. 𝐷𝐺𝑘

𝑄
                 ∀𝑘 ∈ Γ𝐷𝐺                  (4.9) 

𝐼𝐷𝐺,𝑘
𝑖𝑚 =

𝑉𝑘
𝑖𝑚

(𝑉𝑘
𝑟𝑒2 +𝑉𝑘

𝑖𝑚2)
.𝐷𝐺𝑘

𝑃 −
𝑉𝑘
𝑟𝑒

(𝑉𝑘
𝑟𝑒2 +𝑉𝑘

𝑖𝑚2)
. 𝐷𝐺𝑘

𝑄
                 ∀𝑘 ∈ Γ𝐷𝐺                  (4.10) 

It is obvious that these equations are non-linear and need to be reformulated. In 

[62], this problem was tackled by using reformulation method 4 (piecewise approximation 
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with SOS2 sets) for the non-linear terms  
𝑉𝑘
𝑟𝑒

(𝑉𝑘
𝑟𝑒2+𝑉𝑘

𝑖𝑚2)
 and 

𝑉𝑘
𝑖𝑚

(𝑉𝑘
𝑟𝑒2+𝑉𝑘

𝑖𝑚2)
. Then, by using 

reformulation method 2 (MacCromick’s Envelopes) for the bilinear product between the 

DG power output and the piecewise voltages terms, the equations are finally linearized.  

Using piecewise approximation approach in MILP modeling was found to require 

superior computational time, as will be shown in the case studies, due to the increased 

integer constraint that are needed to form an SOS2 set (refer to equations (A.27-A.32) in 

the appendices) which will amplify the branch and bound process in the solution. Since the 

purpose of this thesis is to propose an efficient robust restoration technique which must 

require minimal computational time as possible, a different approach was considered which 

heavily relay on McCromick’s envelopes. In the following steps, the linearization and 

reformulation of equations (4.9) and (4.10) is achieved.  

Step 1: Rearrange equations (4.9) and (4.10) to be in the form: 

𝐼𝐷𝐺,𝑘
𝑟𝑒 . 𝑉𝑘

𝑟𝑒. 𝑉𝑘
𝑟𝑒 + 𝐼𝐷𝐺,𝑘

𝑟𝑒 . 𝑉𝑘
𝑖𝑚. 𝑉𝑘

𝑖𝑚 = 𝑉𝑘
𝑟𝑒. 𝐷𝐺𝑘

𝑃 +𝑉𝑘
𝑖𝑚. 𝐷𝐺𝑘

𝑄
                ∀𝑘 ∈ Γ𝐷𝐺                (4.11) 

𝐼𝐷𝐺,𝑘
𝑖𝑚 . 𝑉𝑘

𝑟𝑒. 𝑉𝑘
𝑟𝑒 + 𝐼𝐷𝐺,𝑘

𝑖𝑚 . 𝑉𝑘
𝑖𝑚. 𝑉𝑘

𝑖𝑚 = 𝑉𝑘
𝑖𝑚. 𝐷𝐺𝑘

𝑃 −𝑉𝑘
𝑟𝑒. 𝐷𝐺𝑘

𝑄
                 ∀𝑘 ∈ Γ𝐷𝐺                (4.12) 

Step 2: Approximate the bilinear products (𝑉𝑘
𝑟𝑒. 𝑉𝑘

𝑟𝑒) and (𝑉𝑘
𝑖𝑚. 𝑉𝑘

𝑖𝑚) to 휁𝑘 and 휂𝑘 , 

respectively, by  McCromick’s envelopes using the following sets of constraints:  

2. 𝑉𝑘
𝑟𝑒,𝑚𝑖𝑛. 𝑉𝑘

𝑟𝑒 − 𝑉𝑘
𝑟𝑒,𝑚𝑖𝑛2 ≤ 휁𝑘                            ∀𝑘 ∈ Γ𝑁                      (4.13) 

2. 𝑉𝑘
𝑟𝑒,𝑚𝑎𝑥 . 𝑉𝑘

𝑟𝑒 − 𝑉𝑘
𝑟𝑒,𝑚𝑎𝑥2 ≤ 휁𝑘                            ∀𝑘 ∈ Γ𝑁                      (4.14) 

(𝑉𝑘
𝑟𝑒,𝑚𝑖𝑛+𝑉𝑘

𝑟𝑒,𝑚𝑎𝑥
) . 𝑉𝑘

𝑟𝑒 − 𝑉𝑘
𝑟𝑒,𝑚𝑖𝑛. 𝑉𝑘

𝑟𝑒,𝑚𝑎𝑥 ≥ 휁𝑘                           ∀𝑘 ∈ Γ𝑁                      (4.15) 
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2. 𝑉𝑘
𝑖𝑚,𝑚𝑖𝑛. 𝑉𝑘

𝑖𝑚 − 𝑉𝑘
𝑖𝑚,𝑚𝑖𝑛2 ≤ 휂𝑘                         ∀𝑘 ∈ Γ𝑁                      (4.16) 

2. 𝑉𝑘
𝑖𝑚,𝑚𝑎𝑥. 𝑉𝑘

𝑖𝑚 − 𝑉𝑘
𝑖𝑚,𝑚𝑎𝑥2 ≤ 휂𝑘                         ∀𝑘 ∈ Γ𝑁                      (4.17) 

(𝑉𝑘
𝑖𝑚,𝑚𝑖𝑛+ 𝑉𝑘

𝑖𝑚,𝑚𝑎𝑥
) . 𝑉𝑘

𝑖𝑚 − 𝑉𝑘
𝑖𝑚,𝑚𝑖𝑛. 𝑉𝑘

𝑖𝑚,𝑚𝑎𝑥 ≥ 휂𝑘                        ∀𝑘 ∈ Γ𝑁                      (4.18) 

Note that only three constraints instead of four where needed for each 

approximation due to the similarity of the two components in the bilinear product. Also, 

observe these constraint are applied for the set of all nodes in the system as the values of 

휁𝑘 and 휂𝑘 will be used later in other constraints.  

These equations are linear and can be integrated to the MILP formulation directly 

as the case for all McCromick’s envelopes that will be used later. Equations (4.9) and (4.10) 

can now be replaced with:  

𝐼𝐷𝐺,𝑘
𝑟𝑒 . 휁𝑘 + 𝐼𝐷𝐺,𝑘

𝑟𝑒 . 휂𝑘 = 𝑉𝑘
𝑟𝑒. 𝐷𝐺𝑘

𝑃 +𝑉𝑘
𝑖𝑚. 𝐷𝐺𝑘

𝑄
                ∀𝑘 ∈ Γ𝐷𝐺                      (4.19) 

𝐼𝐷𝐺,𝑘
𝑖𝑚 . 휁𝑘 + 𝐼𝐷𝐺,𝑘

𝑖𝑚 . 휂𝑘 = 𝑉𝑘
𝑖𝑚. 𝐷𝐺𝑘

𝑃 −𝑉𝑘
𝑟𝑒. 𝐷𝐺𝑘

𝑄
                ∀𝑘 ∈ Γ𝐷𝐺                      (4.20) 

Step 3: Apply McCromick’s envelopes to all bilinear products in equations (4.19) 

and (4.20): 

1) 𝐼𝐷𝐺,𝑘
𝑟𝑒 . 휁𝑘 ≈ 𝑔𝑘

𝑃,𝑉𝑟𝑒 

𝐼𝐷𝐺,𝑘
𝑟𝑒,𝑚𝑖𝑛. 휁𝑘 + 휁𝑘

𝑚𝑖𝑛. 𝐼𝐷𝐺,𝑘
𝑟𝑒 − 𝐼𝐷𝐺,𝑘

𝑟𝑒,𝑚𝑖𝑛. 휁𝑘
𝑚𝑖𝑛 ≤ 𝑔

𝑘
𝑃,𝑉𝑟𝑒                        ∀𝑘 ∈ Γ𝐷𝐺               (4.21) 

𝐼𝐷𝐺,𝑘
𝑟𝑒,𝑚𝑎𝑥. 휁𝑘 + 휁𝑘

𝑚𝑎𝑥.𝐼𝐷𝐺,𝑘
𝑟𝑒 − 𝐼𝐷𝐺,𝑘

𝑟𝑒,𝑚𝑎𝑥. 휁𝑘
𝑚𝑎𝑥 ≤ 𝑔

𝑘
𝑃,𝑉𝑟𝑒                        ∀𝑘 ∈ Γ𝐷𝐺               (4.22) 

𝐼𝐷𝐺,𝑘
𝑟𝑒,𝑚𝑖𝑛. 휁𝑘 + 휁𝑘

𝑚𝑎𝑥. 𝐼𝐷𝐺,𝑘
𝑟𝑒 − 𝐼𝐷𝐺,𝑘

𝑟𝑒,𝑚𝑖𝑛. 휁𝑘
𝑚𝑎𝑥 ≥ 𝑔

𝑘
𝑃,𝑉𝑟𝑒                        ∀𝑘 ∈ Γ𝐷𝐺               (4.23) 
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𝐼𝐷𝐺,𝑘
𝑟𝑒,𝑚𝑎𝑥. 휁𝑘 + 휁𝑘

𝑚𝑖𝑛. 𝐼𝐷𝐺,𝑘
𝑟𝑒 − 𝐼𝐷𝐺,𝑘

𝑟𝑒,𝑚𝑎𝑥. 휁𝑘
𝑚𝑖𝑛 ≥ 𝑔

𝑘
𝑃,𝑉𝑟𝑒                         ∀𝑘 ∈ Γ𝐷𝐺               (4.24) 

2) 𝐼𝐷𝐺,𝑘
𝑟𝑒 . 휂𝑘 ≈ 𝑔𝑘

𝑃,𝑉𝑖𝑚 

𝐼𝐷𝐺,𝑘
𝑟𝑒,𝑚𝑖𝑛. 휂𝑘 + 휂𝑘

𝑚𝑖𝑛. 𝐼𝐷𝐺,𝑘
𝑟𝑒 − 𝐼𝐷𝐺,𝑘

𝑟𝑒,𝑚𝑖𝑛. 휂𝑘
𝑚𝑖𝑛 ≤ 𝑔

𝑘
𝑃,𝑉𝑖𝑚                        ∀𝑘 ∈ Γ𝐷𝐺               (4.25) 

𝐼𝐷𝐺,𝑘
𝑟𝑒,𝑚𝑎𝑥. 휂𝑘 + 휂𝑘

𝑚𝑎𝑥. 𝐼𝐷𝐺,𝑘
𝑟𝑒 − 𝐼𝐷𝐺,𝑘

𝑟𝑒,𝑚𝑎𝑥. 휂𝑘
𝑚𝑎𝑥 ≤ 𝑔

𝑘
𝑃,𝑉𝑖𝑚                        ∀𝑘 ∈ Γ𝐷𝐺               (4.26) 

𝐼𝐷𝐺,𝑘
𝑟𝑒,𝑚𝑖𝑛. 휂𝑘 + 휂𝑘

𝑚𝑎𝑥. 𝐼𝐷𝐺,𝑘
𝑟𝑒 − 𝐼𝐷𝐺,𝑘

𝑟𝑒,𝑚𝑖𝑛. 휂𝑘
𝑚𝑎𝑥 ≥ 𝑔

𝑘
𝑃,𝑉𝑖𝑚                          ∀𝑘 ∈ Γ𝐷𝐺               (4.27) 

𝐼𝐷𝐺,𝑘
𝑟𝑒,𝑚𝑎𝑥. 휂𝑘 + 휂𝑘

𝑚𝑖𝑛. 𝐼𝐷𝐺,𝑘
𝑟𝑒 − 𝐼𝐷𝐺,𝑘

𝑟𝑒,𝑚𝑎𝑥. 휂𝑘
𝑚𝑖𝑛 ≥ 𝑔

𝑘
𝑃,𝑉𝑖𝑚                         ∀𝑘 ∈ Γ𝐷𝐺               (4.28) 

3) 𝐼𝐷𝐺,𝑘
𝑖𝑚 . 휁𝑘 ≈ 𝑔𝑘

𝑄,𝑉𝑟𝑒
 

𝐼𝐷𝐺,𝑘
𝑖𝑚,𝑚𝑖𝑛. 휁𝑘 + 휁𝑘

𝑚𝑖𝑛. 𝐼𝐷𝐺,𝑘
𝑖𝑚 − 𝐼𝐷𝐺,𝑘

𝑖𝑚,𝑚𝑖𝑛. 휁𝑘
𝑚𝑖𝑛 ≤ 𝑔

𝑘
𝑄,𝑉𝑟𝑒                         ∀𝑘 ∈ Γ𝐷𝐺               (4.29) 

𝐼𝐷𝐺,𝑘
𝑖𝑚,𝑚𝑎𝑥. 휁𝑘 + 휁𝑘

𝑚𝑎𝑥𝐼𝐷𝐺,𝑘
𝑖𝑚 − 𝐼𝐷𝐺,𝑘

𝑖𝑚,𝑚𝑎𝑥 휁𝑘
𝑚𝑎𝑥 ≤ 𝑔

𝑘
𝑄,𝑉𝑟𝑒                        ∀𝑘 ∈ Γ𝐷𝐺               (4.30) 

𝐼𝐷𝐺,𝑘
𝑖𝑚,𝑚𝑖𝑛. 휁𝑘 + 휁𝑘

𝑚𝑎𝑥𝐼𝐷𝐺,𝑘
𝑖𝑚 − 𝐼𝐷𝐺,𝑘

𝑖𝑚,𝑚𝑖𝑛휁𝑘
𝑚𝑎𝑥 ≥ 𝑔

𝑘
𝑄,𝑉𝑟𝑒                        ∀𝑘 ∈ Γ𝐷𝐺               (4.31) 

𝐼𝐷𝐺,𝑘
𝑖𝑚,𝑚𝑎𝑥. 휁𝑘 + 휁𝑘

𝑚𝑖𝑛𝐼𝐷𝐺,𝑘
𝑖𝑚 − 𝐼𝐷𝐺,𝑘

𝑖𝑚,𝑚𝑎𝑥휁𝑘
𝑚𝑖𝑛 ≥ 𝑔

𝑘
𝑄,𝑉𝑟𝑒                        ∀𝑘 ∈ Γ𝐷𝐺               (4.32) 

4) 𝐼𝐷𝐺,𝑘
𝑖𝑚 . 휂𝑘 ≈ 𝑔𝑘

𝑄,𝑉𝑖𝑚
 

𝐼𝐷𝐺,𝑘
𝑖𝑚,𝑚𝑖𝑛. 휂𝑘 + 휂𝑘

𝑚𝑖𝑛. 𝐼𝐷𝐺,𝑘
𝑖𝑚 − 𝐼𝐷𝐺,𝑘

𝑖𝑚,𝑚𝑖𝑛. 휂𝑘
𝑚𝑖𝑛 ≤ 𝑔

𝑘
𝑄,𝑉𝑖𝑚                          ∀𝑘 ∈ Γ𝐷𝐺               (4.33) 

𝐼𝐷𝐺,𝑘
𝑖𝑚,𝑚𝑎𝑥. 휂𝑘 + 휂𝑘

𝑚𝑎𝑥. 𝐼𝐷𝐺,𝑘
𝑖𝑚 − 𝐼𝐷𝐺,𝑘

𝑖𝑚,𝑚𝑎𝑥 휂𝑘
𝑚𝑎𝑥 ≤ 𝑔

𝑘
𝑄,𝑉𝑖𝑚                        ∀𝑘 ∈ Γ𝐷𝐺               (4.34) 

𝐼𝐷𝐺,𝑘
𝑖𝑚,𝑚𝑖𝑛. 휂𝑘 + 휂𝑘

𝑚𝑎𝑥. 𝐼𝐷𝐺,𝑘
𝑖𝑚 − 𝐼𝐷𝐺,𝑘

𝑖𝑚,𝑚𝑖𝑛휂𝑘
𝑚𝑎𝑥 ≥ 𝑔

𝑘
𝑄,𝑉𝑖𝑚                        ∀𝑘 ∈ Γ𝐷𝐺               (4.35) 

𝐼𝐷𝐺,𝑘
𝑖𝑚,𝑚𝑎𝑥. 휂𝑘 + 휂𝑘

𝑚𝑖𝑛. 𝐼𝐷𝐺,𝑘
𝑖𝑚 − 𝐼𝐷𝐺,𝑘

𝑖𝑚,𝑚𝑎𝑥휂𝑘
𝑚𝑖𝑛 ≥ 𝑔

𝑘
𝑄,𝑉𝑖𝑚                         ∀𝑘 ∈ Γ𝐷𝐺               (4.36) 
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5) 𝑉𝑘
𝑟𝑒. 𝐷𝐺𝑘

𝑃 ≈ ℎ𝑘
𝑃,𝑉𝑟𝑒

 

𝑉𝑘
𝑟𝑒,𝑚𝑖𝑛. 𝐷𝐺𝑘

𝑃 +𝐷𝐺𝑘
𝑃,𝑚𝑖𝑛. 𝑉𝑘

𝑟𝑒 − 𝑉𝑘
𝑟𝑒,𝑚𝑖𝑛. 𝐷𝐺𝑘

𝑃,𝑚𝑖𝑛 ≤ ℎ𝑘
𝑃,𝑉𝑟𝑒

                ∀𝑘 ∈ Γ𝐶𝐷𝐺               (4.37) 

𝑉𝑘
𝑟𝑒,𝑚𝑎𝑥. 𝐷𝐺𝑘

𝑃 +𝐷𝐺𝑘
𝑃,𝑚𝑎𝑥. 𝑉𝑘

𝑟𝑒 −𝑉𝑘
𝑟𝑒,𝑚𝑎𝑥. 𝐷𝐺𝑘

𝑃,𝑚𝑎𝑥 ≤ ℎ𝑘
𝑃,𝑉𝑟𝑒

               ∀𝑘 ∈ Γ𝐶𝐷𝐺               (4.38) 

𝑉𝑘
𝑟𝑒.𝑚𝑖𝑛. 𝐷𝐺𝑘

𝑃 +𝐷𝐺𝑘
𝑃,𝑚𝑎𝑥. 𝑉𝑘

𝑟𝑒 − 𝑉𝑘
𝑟𝑒,𝑚𝑖𝑛. 𝐷𝐺𝑘

𝑃,𝑚𝑎𝑥 ≥ ℎ𝑘
𝑃,𝑉𝑟𝑒

               ∀𝑘 ∈ Γ𝐶𝐷𝐺               (4.39) 

𝑉𝑘
𝑟𝑒,𝑚𝑎𝑥. 𝐷𝐺𝑘

𝑃 +𝐷𝐺𝑘
𝑃,𝑚𝑖𝑛. 𝑉𝑘

𝑟𝑒 − 𝑉𝑘
𝑟𝑒,𝑚𝑎𝑥. 𝐷𝐺𝑘

𝑃,𝑚𝑖𝑛 ≥ ℎ𝑘
𝑃,𝑉𝑟𝑒

               ∀𝑘 ∈ Γ𝐶𝐷𝐺               (4.40) 

 Note that equations (4.37-4.40) are only applied for the set of controllable DGs 

where in non-controllable DGs, the value 𝐷𝐺𝑘
𝑃
 is considered as a known parameter and no 

approximation is needed for the product 𝑉𝑘
𝑟𝑒. 𝐷𝐺𝑘

𝑃
 since it is already linear. The same 

applies in the following parts 6, 7, and 8.   

6) 𝑉𝑘
𝑖𝑚. 𝐷𝐺𝑘

𝑄
≈ ℎ𝑘

𝑄,𝑉𝑖𝑚
 

𝑉𝑘
𝑖𝑚,𝑚𝑖𝑛. 𝐷𝐺𝑘

𝑄
+𝐷𝐺𝑘

𝑄,𝑚𝑖𝑛
. 𝑉𝑘

𝑟𝑒 − 𝑉𝑘
𝑖𝑚,𝑚𝑖𝑛. 𝐷𝐺𝑘

𝑄,𝑚𝑖𝑛
≤ ℎ𝑘

𝑄,𝑉𝑖𝑚
              ∀𝑘 ∈ Γ𝐶𝐷𝐺               (4.41) 

𝑉𝑘
𝑖𝑚,𝑚𝑎𝑥. 𝐷𝐺𝑘

𝑄
+𝐷𝐺𝑘

𝑄,𝑚𝑎𝑥
. 𝑉𝑘

𝑟𝑒 −𝑉𝑘
𝑖𝑚,𝑚𝑎𝑥. 𝐷𝐺𝑘

𝑄,𝑚𝑎𝑥
≤ ℎ𝑘

𝑄,𝑉𝑖𝑚
            ∀𝑘 ∈ Γ𝐶𝐷𝐺               (4.42) 

𝑉𝑘
𝑖𝑚.𝑚𝑖𝑛. 𝐷𝐺𝑘

𝑄
+𝐷𝐺𝑘

𝑄,𝑚𝑎𝑥
. 𝑉𝑘

𝑟𝑒 − 𝑉𝑘
𝑖𝑚,𝑚𝑖𝑛. 𝐷𝐺𝑘

𝑄,𝑚𝑎𝑥
≥ ℎ𝑘

𝑄,𝑉𝑖𝑚
            ∀𝑘 ∈ Γ𝐶𝐷𝐺               (4.43) 

𝑉𝑘
𝑖𝑚,𝑚𝑎𝑥. 𝐷𝐺𝑘

𝑄
+𝐷𝐺𝑘

𝑄,𝑚𝑖𝑛
. 𝑉𝑘

𝑟𝑒 − 𝑉𝑘
𝑖𝑚,𝑚𝑎𝑥. 𝐷𝐺𝑘

𝑄,𝑚𝑖𝑛
≥ ℎ𝑘

𝑄,𝑉𝑖𝑚
            ∀𝑘 ∈ Γ𝐶𝐷𝐺               (4.44) 

7) 𝑉𝑘
𝑖𝑚. 𝐷𝐺𝑘

𝑃 ≈ ℎ𝑘
𝑃,𝑉𝑖𝑚

 

𝑉𝑘
𝑖𝑚,𝑚𝑖𝑛. 𝐷𝐺𝑘

𝑃 +𝐷𝐺𝑘
𝑃,𝑚𝑖𝑛. 𝑉𝑘

𝑟𝑒 − 𝑉𝑘
𝑖𝑚,𝑚𝑖𝑛. 𝐷𝐺𝑘

𝑃,𝑚𝑖𝑛 ≤ ℎ𝑘
𝑃,𝑉𝑖𝑚

              ∀𝑘 ∈ Γ𝐶𝐷𝐺               (4.45) 

𝑉𝑘
𝑖𝑚,𝑚𝑎𝑥. 𝐷𝐺𝑘

𝑃 +𝐷𝐺𝑘
𝑃,𝑚𝑎𝑥. 𝑉𝑘

𝑟𝑒 −𝑉𝑘
𝑖𝑚,𝑚𝑎𝑥. 𝐷𝐺𝑘

𝑃,𝑚𝑎𝑥 ≤ ℎ𝑘
𝑃,𝑉𝑖𝑚

             ∀𝑘 ∈ Γ𝐶𝐷𝐺               (4.46) 

𝑉𝑘
𝑖𝑚.𝑚𝑖𝑛. 𝐷𝐺𝑘

𝑃 +𝐷𝐺𝑘
𝑃,𝑚𝑎𝑥. 𝑉𝑘

𝑟𝑒 − 𝑉𝑘
𝑖𝑚,𝑚𝑖𝑛. 𝐷𝐺𝑘

𝑃,𝑚𝑎𝑥 ≥ ℎ𝑘
𝑃,𝑉𝑖𝑚

             ∀𝑘 ∈ Γ𝐶𝐷𝐺               (4.47) 
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𝑉𝑘
𝑖𝑚,𝑚𝑎𝑥. 𝐷𝐺𝑘

𝑃 +𝐷𝐺𝑘
𝑃,𝑚𝑖𝑛. 𝑉𝑘

𝑟𝑒 − 𝑉𝑘
𝑖𝑚,𝑚𝑎𝑥. 𝐷𝐺𝑘

𝑃,𝑚𝑖𝑛 ≥ ℎ𝑘
𝑃,𝑉𝑖𝑚

             ∀𝑘 ∈ Γ𝐶𝐷𝐺               (4.48) 

8) 𝑉𝑘
𝑟𝑒. 𝐷𝐺𝑘

𝑄
≈ ℎ𝑘

𝑄,𝑉𝑟𝑒
 

𝑉𝑘
𝑟𝑒,𝑚𝑖𝑛. 𝐷𝐺𝑘

𝑄
+𝐷𝐺𝑘

𝑄,𝑚𝑖𝑛
. 𝑉𝑘

𝑟𝑒 − 𝑉𝑘
𝑟𝑒,𝑚𝑖𝑛. 𝐷𝐺𝑘

𝑄,𝑚𝑖𝑛
≤ ℎ𝑘

𝑄,𝑉𝑟𝑒
               ∀𝑘 ∈ Γ𝐶𝐷𝐺               (4.49) 

𝑉𝑘
𝑟𝑒,𝑚𝑎𝑥. 𝐷𝐺𝑘

𝑄
+𝐷𝐺𝑘

𝑄,𝑚𝑎𝑥
. 𝑉𝑘

𝑟𝑒 −𝑉𝑘
𝑟𝑒,𝑚𝑎𝑥. 𝐷𝐺𝑘

𝑄,𝑚𝑎𝑥
≤ ℎ𝑘

𝑄,𝑉𝑟𝑒
              ∀𝑘 ∈ Γ𝐶𝐷𝐺               (4.50) 

𝑉𝑘
𝑟𝑒.𝑚𝑖𝑛. 𝐷𝐺𝑘

𝑄
+𝐷𝐺𝑘

𝑄,𝑚𝑎𝑥
. 𝑉𝑘

𝑟𝑒 − 𝑉𝑘
𝑟𝑒,𝑚𝑖𝑛. 𝐷𝐺𝑘

𝑄,𝑚𝑎𝑥
≥ ℎ𝑘

𝑄,𝑉𝑟𝑒
              ∀𝑘 ∈ Γ𝐶𝐷𝐺               (4.51) 

𝑉𝑘
𝑟𝑒,𝑚𝑎𝑥. 𝐷𝐺𝑘

𝑄
+𝐷𝐺𝑘

𝑄,𝑚𝑖𝑛
. 𝑉𝑘

𝑟𝑒 − 𝑉𝑘
𝑟𝑒,𝑚𝑎𝑥. 𝐷𝐺𝑘

𝑄,𝑚𝑖𝑛
≥ ℎ𝑘

𝑄,𝑉𝑟𝑒
              ∀𝑘 ∈ Γ𝐶𝐷𝐺               (4.52) 

Step 4: Finally, equations (4.19) and (4.20) can be re-written linearly as: 

For non-controllable DGs: 

𝑔
𝑘
𝑃,𝑉𝑟𝑒 +𝑔

𝑘
𝑃,𝑉𝑖𝑚 = 𝑉𝑘

𝑟𝑒. 𝐷𝐺𝑘
𝑃 + 𝑉𝑘

𝑖𝑚. 𝐷𝐺𝑘
𝑄
                           ∀𝑘 ∈ {Γ𝐷𝐺\Γ𝐶𝐷𝐺}           (4.53) 

𝑔
𝑘
𝑄,𝑉𝑟𝑒 +𝑔

𝑘
𝑄,𝑉𝑖𝑚 = 𝑉𝑘

𝑖𝑚. 𝐷𝐺𝑘
𝑃 −𝑉𝑘

𝑟𝑒. 𝐷𝐺𝑘
𝑄
                             ∀𝑘 ∈ {Γ𝐷𝐺\Γ𝐶𝐷𝐺}           (4.54) 

For controllable DGs:  

𝑔
𝑘
𝑃,𝑉𝑟𝑒 +𝑔

𝑘
𝑃,𝑉𝑖𝑚 = ℎ𝑘

𝑃,𝑉𝑟𝑒
+ ℎ𝑘

𝑄,𝑉𝑖𝑚
                                ∀𝑘 ∈ Γ𝐶𝐷𝐺                          (4.55) 

𝑔
𝑘
𝑄,𝑉𝑟𝑒 +𝑔

𝑘
𝑄,𝑉𝑖𝑚 = ℎ𝑘

𝑃,𝑉𝑖𝑚
− ℎ𝑘

𝑄,𝑉𝑟𝑒
                                ∀𝑘 ∈ Γ𝐶𝐷𝐺                          (4.56) 

The specific maximum and minimal bounds used in the previously listed 

McCromick’s Envelopes will be discussed and examined in detail in section 4.4. It is worth 

mentioning at this stage that the generated output power from a substation is modeled 

exactly as the generated output of a controllable DG. The only difference will appear when 
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considering the cost of generated output in the objective function, where the substation 

power is usually seen as free of charge and its associated cost is set to zero.  

4.3.1.3 Formulating Loads 

The mathematical formulation of loads are very similar to that of DGs where loads 

participating in load curtailment programs can be seen as controllable DGs and those 

customers not participating can be seen as non-controllable DGs. The main difference in 

load modeling is the introduction of the decision binary variable 𝜇𝑘. If 𝜇𝑘 = 1, the load 𝑘 

is supplied, and if 𝜇𝑘 = 0, the load 𝑘 is totally out of service.   

Starting from the fact that:  

𝐼𝐿,𝑘
𝑟𝑒 =

𝑉𝑘
𝑟𝑒

(𝑉𝑘
𝑟𝑒2 +𝑉𝑘

𝑖𝑚2)
. 𝐿𝑘
𝑃 +

𝑉𝑘
𝑖𝑚

(𝑉𝑘
𝑟𝑒2 +𝑉𝑘

𝑖𝑚2)
. 𝐿𝑘
𝑄
                 ∀𝑘 ∈ Γ𝐿                          (4.57) 

𝐼𝐿,𝑘
𝑖𝑚 =

𝑉𝑘
𝑖𝑚

(𝑉𝑘
𝑟𝑒2 +𝑉𝑘

𝑖𝑚2)
. 𝐿𝑘
𝑃 −

𝑉𝑘
𝑟𝑒

(𝑉𝑘
𝑟𝑒2 +𝑉𝑘

𝑖𝑚2)
. 𝐿𝑘
𝑄
                 ∀𝑘 ∈ Γ𝐿                          (4.58) 

The formulation steps can be shown as follows:  

Step 1: Rearrange equations (4.57) and (4.58) and substitute the values of 휁𝑘and 휂𝑘 

yields the following: 

𝐼𝐿,𝑘
𝑟𝑒 . 휁𝑘 + 𝐼𝐿,𝑘

𝑟𝑒 . 휂𝑘 = 𝑉𝑘
𝑟𝑒. 𝐿𝑘

𝑃 +𝑉𝑘
𝑖𝑚. 𝐿𝑘

𝑄
                      ∀𝑘 ∈ Γ𝐿                               (4.59) 

𝐼𝐿,𝑘
𝑖𝑚 . 휁𝑘 + 𝐼𝐿,𝑘

𝑖𝑚 . 휂𝑘 = 𝑉𝑘
𝑖𝑚. 𝐿𝑘

𝑃 −𝑉𝑘
𝑟𝑒. 𝐿𝑘

𝑄
                       ∀𝑘 ∈ Γ𝐿                               (4.60) 

Step 2: Apply McCromick’s envelopes to all bilinear products in equations (4.59) 

and (4.60): 
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1) 𝐼𝐿,𝑘
𝑟𝑒 . 휁𝑘 ≈ 𝑙𝑘

𝑃,𝑉𝑟𝑒
 

𝐼𝐿,𝑘
𝑟𝑒,𝑚𝑖𝑛. 휁𝑘 + 휁𝑘

𝑚𝑖𝑛. 𝐼𝐿,𝑘
𝑟𝑒 − 𝐼𝐿,𝑘

𝑟𝑒,𝑚𝑖𝑛. 휁𝑘
𝑚𝑖𝑛 ≤ 𝑙𝑘

𝑃,𝑉𝑟𝑒
                          ∀𝑘 ∈ Γ𝐿               (4.61) 

𝐼𝐿,𝑘
𝑟𝑒,𝑚𝑎𝑥. 휁𝑘 + 휁𝑘

𝑚𝑎𝑥.𝐼𝐿,𝑘
𝑟𝑒 − 𝐼𝐿,𝑘

𝑟𝑒,𝑚𝑎𝑥. 휁𝑘
𝑚𝑎𝑥 ≤ 𝑙𝑘

𝑃,𝑉𝑟𝑒
                         ∀𝑘 ∈ Γ𝐿               (4.62) 

𝐼𝐿,𝑘
𝑟𝑒,𝑚𝑖𝑛. 휁𝑘 + 휁𝑘

𝑚𝑎𝑥. 𝐼𝐿,𝑘
𝑟𝑒 − 𝐼𝐿,𝑘

𝑟𝑒,𝑚𝑖𝑛. 휁𝑘
𝑚𝑎𝑥 ≥ 𝑙𝑘

𝑃,𝑉𝑟𝑒
                          ∀𝑘 ∈ Γ𝐿               (4.63) 

𝐼𝐿,𝑘
𝑟𝑒,𝑚𝑎𝑥. 휁𝑘 + 휁𝑘

𝑚𝑖𝑛. 𝐼𝐿,𝑘
𝑟𝑒 − 𝐼𝐿,𝑘

𝑟𝑒,𝑚𝑎𝑥. 휁𝑘
𝑚𝑖𝑛 ≥ 𝑙𝑘

𝑃,𝑉𝑟𝑒
                          ∀𝑘 ∈ Γ𝐿               (4.64) 

2) 𝐼𝐿,𝑘
𝑟𝑒 . 휂𝑘 ≈ 𝑙𝑘

𝑃,𝑉𝑖𝑚
 

𝐼𝐿,𝑘
𝑟𝑒,𝑚𝑖𝑛. 휂𝑘 + 휂𝑘

𝑚𝑖𝑛. 𝐼𝐿,𝑘
𝑟𝑒 − 𝐼𝐿,𝑘

𝑟𝑒,𝑚𝑖𝑛. 휂𝑘
𝑚𝑖𝑛 ≤ 𝑙𝑘

𝑃,𝑉𝑖𝑚
                         ∀𝑘 ∈ Γ𝐿               (4.65) 

𝐼𝐿,𝑘
𝑟𝑒,𝑚𝑎𝑥. 휂𝑘 + 휂𝑘

𝑚𝑎𝑥. 𝐼𝐿,𝑘
𝑟𝑒 − 𝐼𝐿,𝑘

𝑟𝑒,𝑚𝑎𝑥. 휂𝑘
𝑚𝑎𝑥 ≤ 𝑙𝑘

𝑃,𝑉𝑖𝑚
                         ∀𝑘 ∈ Γ𝐿               (4.66) 

𝐼𝐿,𝑘
𝑟𝑒,𝑚𝑖𝑛. 휂𝑘 + 휂𝑘

𝑚𝑎𝑥. 𝐼𝐿,𝑘
𝑟𝑒 − 𝐼𝐿,𝑘

𝑟𝑒,𝑚𝑖𝑛. 휂𝑘
𝑚𝑎𝑥 ≥ 𝑙𝑘

𝑃,𝑉𝑖𝑚
                         ∀𝑘 ∈ Γ𝐿               (4.67) 

𝐼𝐿,𝑘
𝑟𝑒,𝑚𝑎𝑥. 휂𝑘 + 휂𝑘

𝑚𝑖𝑛. 𝐼𝐿,𝑘
𝑟𝑒 − 𝐼𝐿,𝑘

𝑟𝑒,𝑚𝑎𝑥. 휂𝑘
𝑚𝑖𝑛 ≥ 𝑙𝑘

𝑃,𝑉𝑖𝑚
                         ∀𝑘 ∈ Γ𝐿               (4.68) 

3) 𝐼𝐿,𝑘
𝑖𝑚 . 휁𝑘 ≈ 𝑙𝑘

𝑄,𝑉𝑟𝑒
 

𝐼𝐿,𝑘
𝑖𝑚,𝑚𝑖𝑛. 휁𝑘 + 휁𝑘

𝑚𝑖𝑛. 𝐼𝐿,𝑘
𝑖𝑚 − 𝐼𝐿,𝑘

𝑖𝑚,𝑚𝑖𝑛. 휁𝑘
𝑚𝑖𝑛 ≤ 𝑙𝑘

𝑄,𝑉𝑟𝑒
                         ∀𝑘 ∈ Γ𝐿               (4.69) 

𝐼𝐿,𝑘
𝑖𝑚,𝑚𝑎𝑥. 휁𝑘 + 휁𝑘

𝑚𝑎𝑥𝐼𝐿,𝑘
𝑖𝑚 − 𝐼𝐿,𝑘

𝑖𝑚,𝑚𝑎𝑥 휁𝑘
𝑚𝑎𝑥 ≤ 𝑙𝑘

𝑄,𝑉𝑟𝑒
                         ∀𝑘 ∈ Γ𝐿               (4.70) 

𝐼𝐿,𝑘
𝑖𝑚,𝑚𝑖𝑛. 휁𝑘 + 휁𝑘

𝑚𝑎𝑥𝐼𝐿,𝑘
𝑖𝑚 − 𝐼𝐿,𝑘

𝑖𝑚,𝑚𝑖𝑛휁𝑘
𝑚𝑎𝑥 ≥ 𝑙𝑘

𝑄,𝑉𝑟𝑒
                         ∀𝑘 ∈ Γ𝐿               (4.71) 

𝐼𝐿,𝑘
𝑖𝑚,𝑚𝑎𝑥. 휁𝑘 + 휁𝑘

𝑚𝑖𝑛𝐼𝐿,𝑘
𝑖𝑚 − 𝐼𝐿,𝑘

𝑖𝑚,𝑚𝑎𝑥휁𝑘
𝑚𝑖𝑛 ≥ 𝑙𝑘

𝑄,𝑉𝑟𝑒
                         ∀𝑘 ∈ Γ𝐿               (4.72) 
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4) 𝐼𝐿,𝑘
𝑖𝑚 . 휂𝑘 ≈ 𝑙𝑘

𝑄,𝑉𝑖𝑚
 

𝐼𝐿,𝑘
𝑖𝑚,𝑚𝑖𝑛. 휂𝑘 + 휂𝑘

𝑚𝑖𝑛. 𝐼𝐿,𝑘
𝑖𝑚 − 𝐼𝐿,𝑘

𝑖𝑚,𝑚𝑖𝑛. 휂𝑘
𝑚𝑖𝑛 ≤ 𝑙𝑘

𝑄,𝑉𝑖𝑚
                        ∀𝑘 ∈ Γ𝐿               (4.73) 

𝐼𝐿,𝑘
𝑖𝑚,𝑚𝑎𝑥. 휂𝑘 + 휂𝑘

𝑚𝑎𝑥. 𝐼𝐿,𝑘
𝑖𝑚 − 𝐼𝐿,𝑘

𝑖𝑚,𝑚𝑎𝑥 휂𝑘
𝑚𝑎𝑥 ≤ 𝑙𝑘

𝑄,𝑉𝑖𝑚
                        ∀𝑘 ∈ Γ𝐿               (4.74) 

𝐼𝐿,𝑘
𝑖𝑚,𝑚𝑖𝑛. 휂𝑘 + 휂𝑘

𝑚𝑎𝑥. 𝐼𝐿,𝑘
𝑖𝑚 − 𝐼𝐿,𝑘

𝑖𝑚,𝑚𝑖𝑛휂𝑘
𝑚𝑎𝑥 ≥ 𝑙𝑘

𝑄,𝑉𝑖𝑚
                        ∀𝑘 ∈ Γ𝐿               (4.75) 

𝐼𝐿,𝑘
𝑖𝑚,𝑚𝑎𝑥. 휂𝑘 + 휂𝑘

𝑚𝑖𝑛. 𝐼𝐿,𝑘
𝑖𝑚 − 𝐼𝐿,𝑘

𝑖𝑚,𝑚𝑎𝑥휂𝑘
𝑚𝑖𝑛 ≥ 𝑙𝑘

𝑄,𝑉𝑖𝑚
                        ∀𝑘 ∈ Γ𝐿               (4.76) 

5) 𝑉𝑘
𝑟𝑒. 𝐿𝑘

𝑃 ≈ 𝑚𝑘
𝑃,𝑉𝑟𝑒 

𝑉𝑘
𝑟𝑒,𝑚𝑖𝑛. 𝐿𝑘

𝑃 + 𝐿𝑘
𝑃,𝑚𝑖𝑛. 𝑉𝑘

𝑟𝑒 − 𝑉𝑘
𝑟𝑒,𝑚𝑖𝑛. 𝐿𝑘

𝑃,𝑚𝑖𝑛 ≤ 𝑚𝑘
𝑃,𝑉𝑟𝑒                        ∀𝑘 ∈ Γ𝐶𝐿               (4.77) 

𝑉𝑘
𝑟𝑒,𝑚𝑎𝑥. 𝐿𝑘

𝑃 + 𝐿𝑘
𝑃,𝑚𝑎𝑥. 𝑉𝑘

𝑟𝑒 −𝑉𝑘
𝑟𝑒,𝑚𝑎𝑥. 𝐿𝑘

𝑃,𝑚𝑎𝑥 ≤ 𝑚𝑘
𝑃,𝑉𝑟𝑒                        ∀𝑘 ∈ Γ𝐶𝐿               (4.78) 

𝑉𝑘
𝑟𝑒.𝑚𝑖𝑛. 𝐿𝑘

𝑃 + 𝐿𝑘
𝑃,𝑚𝑎𝑥. 𝑉𝑘

𝑟𝑒 − 𝑉𝑘
𝑟𝑒,𝑚𝑖𝑛. 𝐿𝑘

𝑃,𝑚𝑎𝑥 ≥ 𝑚𝑘
𝑃,𝑉𝑟𝑒                        ∀𝑘 ∈ Γ𝐶𝐿               (4.79) 

𝑉𝑘
𝑟𝑒,𝑚𝑎𝑥. 𝐿𝑘

𝑃 + 𝐿𝑘
𝑃,𝑚𝑖𝑛. 𝑉𝑘

𝑟𝑒 − 𝑉𝑘
𝑟𝑒,𝑚𝑎𝑥. 𝐿𝑘

𝑃,𝑚𝑖𝑛 ≥ 𝑚𝑘
𝑃,𝑉𝑟𝑒                        ∀𝑘 ∈ Γ𝐶𝐿               (4.80) 

 Note that equations (4.77-4.80) are only applied for the set of curtailable loads 

where in non-curtailable loads, the value 𝐿𝑘
𝑃
 is considered as a constant parameter and no 

approximation is needed for the product 𝑉𝑘
𝑟𝑒. 𝐿𝑘

𝑃
 since it is already linear. The same applies 

in the following parts 6, 7, and 8.   

6) 𝑉𝑘
𝑖𝑚. 𝐿𝑘

𝑄
≈ 𝑚𝑘

𝑄,𝑉𝑖𝑚
 

𝑉𝑘
𝑖𝑚,𝑚𝑖𝑛. 𝐿𝑘

𝑄
+ 𝐿𝑘

𝑄,𝑚𝑖𝑛
. 𝑉𝑘
𝑟𝑒 − 𝑉𝑘

𝑖𝑚,𝑚𝑖𝑛. 𝐿𝑘
𝑄,𝑚𝑖𝑛

≤ 𝑚𝑘
𝑄,𝑉𝑖𝑚                         ∀𝑘 ∈ Γ𝐶𝐿               (4.81) 

𝑉𝑘
𝑖𝑚,𝑚𝑎𝑥. 𝐿𝑘

𝑄
+ 𝐿𝑘

𝑄,𝑚𝑎𝑥
. 𝑉𝑘

𝑟𝑒 −𝑉𝑘
𝑖𝑚,𝑚𝑎𝑥. 𝐿𝑘

𝑄,𝑚𝑎𝑥
≤ 𝑚𝑘

𝑄,𝑉𝑖𝑚                        ∀𝑘 ∈ Γ𝐶𝐿               (4.82) 
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𝑉𝑘
𝑖𝑚.𝑚𝑖𝑛. 𝐿𝑘

𝑄
+ 𝐿𝑘

𝑄,𝑚𝑎𝑥
. 𝑉𝑘
𝑟𝑒 − 𝑉𝑘

𝑖𝑚,𝑚𝑖𝑛. 𝐿𝑘
𝑄,𝑚𝑎𝑥

≥ 𝑚𝑘
𝑄,𝑉𝑖𝑚                        ∀𝑘 ∈ Γ𝐶𝐿               (4.83) 

𝑉𝑘
𝑖𝑚,𝑚𝑎𝑥. 𝐿𝑘

𝑄
+ 𝐿𝑘

𝑄,𝑚𝑖𝑛
. 𝑉𝑘
𝑟𝑒 − 𝑉𝑘

𝑖𝑚,𝑚𝑎𝑥. 𝐿𝑘
𝑄,𝑚𝑖𝑛

≥ 𝑚𝑘
𝑄,𝑉𝑖𝑚                        ∀𝑘 ∈ Γ𝐶𝐿               (4.84) 

7) 𝑉𝑘
𝑖𝑚. 𝐿𝑘

𝑃 ≈ 𝑚𝑘
𝑃,𝑉𝑖𝑚 

𝑉𝑘
𝑖𝑚,𝑚𝑖𝑛. 𝐿𝑘

𝑃 + 𝐿𝑘
𝑃,𝑚𝑖𝑛. 𝑉𝑘

𝑟𝑒 − 𝑉𝑘
𝑖𝑚,𝑚𝑖𝑛. 𝐿𝑘

𝑃,𝑚𝑖𝑛 ≤ 𝑚𝑘
𝑃,𝑉𝑖𝑚                          ∀𝑘 ∈ Γ𝐶𝐿               (4.85) 

𝑉𝑘
𝑖𝑚,𝑚𝑎𝑥. 𝐿𝑘

𝑃 + 𝐿𝑘
𝑃,𝑚𝑎𝑥. 𝑉𝑘

𝑟𝑒 −𝑉𝑘
𝑖𝑚,𝑚𝑎𝑥. 𝐿𝑘

𝑃,𝑚𝑎𝑥 ≤ 𝑚𝑘
𝑃,𝑉𝑖𝑚                         ∀𝑘 ∈ Γ𝐶𝐿               (4.86) 

𝑉𝑘
𝑖𝑚.𝑚𝑖𝑛. 𝐿𝑘

𝑃 + 𝐿𝑘
𝑃,𝑚𝑎𝑥. 𝑉𝑘

𝑟𝑒 − 𝑉𝑘
𝑖𝑚,𝑚𝑖𝑛. 𝐿𝑘

𝑃,𝑚𝑎𝑥 ≥ 𝑚𝑘
𝑃,𝑉𝑖𝑚                        ∀𝑘 ∈ Γ𝐶𝐿               (4.87) 

𝑉𝑘
𝑖𝑚,𝑚𝑎𝑥. 𝐿𝑘

𝑃 + 𝐿𝑘
𝑃,𝑚𝑖𝑛. 𝑉𝑘

𝑟𝑒 − 𝑉𝑘
𝑖𝑚,𝑚𝑎𝑥. 𝐿𝑘

𝑃,𝑚𝑖𝑛 ≥ 𝑚𝑘
𝑃,𝑉𝑖𝑚                         ∀𝑘 ∈ Γ𝐶𝐿               (4.88) 

8) 𝑉𝑘
𝑟𝑒. 𝐿𝑘

𝑄
≈ 𝑚𝑘

𝑄,𝑉𝑟𝑒
 

𝑉𝑘
𝑟𝑒,𝑚𝑖𝑛. 𝐿𝑘

𝑄
+ 𝐿𝑘

𝑄,𝑚𝑖𝑛
. 𝑉𝑘
𝑟𝑒 − 𝑉𝑘

𝑟𝑒,𝑚𝑖𝑛. 𝐿𝑘
𝑄,𝑚𝑖𝑛

≤ 𝑚𝑘
𝑄,𝑉𝑟𝑒                           ∀𝑘 ∈ Γ𝐶𝐿               (4.89) 

𝑉𝑘
𝑟𝑒,𝑚𝑎𝑥. 𝐿𝑘

𝑄
+ 𝐿𝑘

𝑄,𝑚𝑎𝑥
. 𝑉𝑘
𝑟𝑒 −𝑉𝑘

𝑟𝑒,𝑚𝑎𝑥. 𝐿𝑘
𝑄,𝑚𝑎𝑥

≤ 𝑚𝑘
𝑄,𝑉𝑟𝑒                      ∀𝑘 ∈ Γ𝐶𝐿               (4.90) 

𝑉𝑘
𝑟𝑒.𝑚𝑖𝑛. 𝐿𝑘

𝑄
+ 𝐿𝑘

𝑄,𝑚𝑎𝑥
. 𝑉𝑘
𝑟𝑒 − 𝑉𝑘

𝑟𝑒,𝑚𝑖𝑛. 𝐿𝑘
𝑄,𝑚𝑎𝑥

≥ 𝑚𝑘
𝑄,𝑉𝑟𝑒                          ∀𝑘 ∈ Γ𝐶𝐿               (4.91) 

𝑉𝑘
𝑟𝑒,𝑚𝑎𝑥. 𝐿𝑘

𝑄
+ 𝐿𝑘

𝑄,𝑚𝑖𝑛
. 𝑉𝑘
𝑟𝑒 − 𝑉𝑘

𝑟𝑒,𝑚𝑎𝑥. 𝐿𝑘
𝑄,𝑚𝑖𝑛

≥ 𝑚𝑘
𝑄,𝑉𝑟𝑒                          ∀𝑘 ∈ Γ𝐶𝐿               (4.92) 

Step 3: Finally, equations (4.59) and (4.60) can be re-written linearly with the 

inclusion of the binary decision variable 𝜇𝑘  as: 

For non-curtailable loads: 

−𝑀𝑘
𝐿,𝑟𝑒. (1 − 𝜇𝑘) ≤ 𝑙𝑘

𝑃,𝑉𝑟𝑒 + 𝑙𝑘
𝑃,𝑉𝑖𝑚 − 𝑉𝑘

𝑟𝑒 . 𝐿𝑘
𝑃 − 𝑉𝑘

𝑖𝑚. 𝐿𝑘
𝑄 ≤ 𝑀𝑘

𝐿,𝑟𝑒. (1 − 𝜇𝑘)  

∀𝑘 ∈ {Γ𝐿\Γ𝐶𝐿}  (4.93) 
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−𝑀𝑘
𝐿,𝑖𝑚. (1 − 𝜇𝑘) ≤ 𝑙𝑘

𝑄,𝑉𝑟𝑒 + 𝑙𝑘
𝑄,𝑉𝑖𝑚 − 𝑉𝑘

𝑖𝑚. 𝐿𝑘
𝑃 + 𝑉𝑘

𝑟𝑒 . 𝐿𝑘
𝑄  ≤ 𝑀𝑘

𝐿,𝑖𝑚. (1 − 𝜇𝑘) 

     ∀𝑘 ∈ {Γ𝐿\Γ𝐶𝐿}      (4.94) 

where 

 𝑀𝑘
𝐿,𝑟𝑒

 is a disjunctive constant that is assured to be always greater than 

 |𝑙𝑘
𝑃,𝑉𝑟𝑒

+ 𝑙𝑘
𝑃,𝑉𝑖𝑚

−𝑉𝑘
𝑟𝑒. 𝐿𝑘

𝑃 −𝑉𝑘
𝑖𝑚. 𝐿𝑘

𝑄
| 

𝑀𝑘
𝐿,𝑖𝑚

 is a disjunctive constant that is assured to be always greater than 

 |𝑙𝑘
𝑄,𝑉𝑟𝑒

+ 𝑙𝑘
𝑄,𝑉𝑖𝑚

−𝑉𝑘
𝑖𝑚. 𝐿𝑘

𝑃 + 𝑉𝑘
𝑟𝑒. 𝐿𝑘

𝑄
| 

For curtailable loads:  

−𝑀𝑘
𝐶𝐿,𝑖𝑚. (1 − 𝜇𝑘) ≤ 𝑙𝑘

𝑃,𝑉𝑟𝑒
+ 𝑙𝑘

𝑃,𝑉𝑖𝑚
−𝑚𝑘

𝑃,𝑉𝑟𝑒 −𝑚𝑘
𝑄,𝑉𝑖𝑚  ≤ 𝑀𝑘

𝐶𝐿,𝑟𝑒. (1 − 𝜇𝑘)  

       ∀𝑘 ∈ Γ𝐶𝐿      (4.95) 

−𝑀𝑘
𝐶𝐿,𝑖𝑚. (1 − 𝜇𝑘) ≤ 𝑙𝑘

𝑄,𝑉𝑟𝑒
+ 𝑙𝑘

𝑄,𝑉𝑖𝑚
−𝑚𝑘

𝑃,𝑉𝑖𝑚 +𝑚𝑘
𝑄,𝑉𝑟𝑒  ≤ 𝑀𝑘

𝐶𝐿,𝑟𝑒. (1 − 𝜇𝑘)         

 ∀𝑘 ∈ Γ𝐶𝐿      (4.96) 

where 

 𝑀𝑘
𝐶𝐿,𝑟𝑒

 is a disjunctive constant that is assured to be always greater than 

 |𝑙𝑘
𝑃,𝑉𝑟𝑒

+ 𝑙𝑘
𝑃,𝑉𝑖𝑚

−𝑚𝑘
𝑃,𝑉𝑟𝑒 −𝑚𝑘

𝑄,𝑉𝑖𝑚
| 

𝑀𝑘
𝐶𝐿,𝑖𝑚

 is a disjunctive constant that is assured to be always greater than 

 |𝑙𝑘
𝑄,𝑉𝑟𝑒

+ 𝑙𝑘
𝑄,𝑉𝑖𝑚

−𝑚𝑘
𝑃,𝑉𝑖𝑚 +𝑚𝑘

𝑄,𝑉𝑟𝑒
| 
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If a load is completely shed (𝜇𝑘 = 0) the real an imaginary load current must be 

equal to zero. This can be achieved as follows: 

−𝑀𝑘
𝐼𝐿,𝑟𝑒. 𝜇𝑘 ≤ 𝐼𝐿,𝑘

𝑟𝑒 ≤ 𝑀𝑘
𝐼𝐿,𝑟𝑒 . 𝜇𝑘                   ∀𝑘 ∈ Γ𝐿                                (4.97) 

−𝑀𝑘
𝐼𝐿,𝑖𝑚. 𝜇𝑘 ≤ 𝐼𝐿,𝑘

𝑖𝑚 ≤ 𝑀𝑘
𝐼𝐿,𝑖𝑚 . 𝜇𝑘                    ∀𝑘 ∈ Γ𝐿                                (4.98) 

where 

 𝑀𝑘
𝐼𝐿,𝑟𝑒

 is a disjunctive constant that is assured to be always greater than |𝐼𝐿,𝑘
𝑟𝑒
| 

𝑀𝑘𝑚
𝐼𝐿,𝑖𝑚

 is a disjunctive constant that is assured to be always greater than |𝐼𝐿,𝑘
𝑖𝑚
| 

 It must be noted that if the load current was equated to zero using equations (4.97) 

and (4.98), the set of envelope constraints containing the variables 𝐼𝐿,𝑘
𝑟𝑒

 or 𝐼𝑑,𝑘
𝑖𝑚

 (4.61-4.76) 

must be relaxed since the value zero of these control variables might not be within the 

ranges  (𝐼𝐿,𝑘
𝑟𝑒,𝑚𝑖𝑛, 𝐼𝐿,𝑘

𝑟𝑒,𝑚𝑎𝑥), (𝐼𝐿,𝑘
𝑖𝑚,𝑚𝑖𝑛, 𝐼𝐿,𝑘

𝑖𝑚,𝑚𝑎𝑥) that are used in building McCromick’s envelopes. 

The relaxation can be easily achieved using reformulation method 1 with a disjunctive 

constant that depends on the control decision variable 𝜇𝑘. The specific ranges of 

McCormick’s envelopes will be illustrated in section 4.4.   

4.3.1.4 Load Curtailment Constraints 

 First, a control variable representing the amount of load curtailed is defined in order 

to be used in the objective function as will be illustrated in section 4.3.2. 

𝐿𝐶𝑘 = 𝐿𝑘
𝑃,𝑚𝑎𝑥 − 𝐿𝑘

𝑃                         ∀𝑘 ∈ Γ𝐶𝐿                                         (4.99) 

 Note that the value of 𝐿𝐶𝑘 depends only on real power demand where in this thesis, 

the curtailment decision is based on real load and the imaginary load is related as follows: 
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𝐿𝑘
𝑄

𝐿𝑘
𝑄,𝑚𝑎𝑥 =

𝐿𝑘
𝑃

𝐿𝑘
𝑃,𝑚𝑎𝑥                 ∀𝑘 ∈ Γ𝐶𝐿                                         (4.100) 

 Constraint (4.100) will always guarantee that the percentage of curtailed real power 

is equal to the percentage of curtailed imaginary power keeping the load power factor 

constant.  

 Finally, each curtailed load has a defined maximum limit that cannot be exceeded 

and it is modeled as follows: 

𝐿𝐶𝑘 ≤ 𝐿𝐶𝑘
𝑚𝑎𝑥                          ∀𝑘 ∈ Γ𝐶𝐿                                         (4.101) 

4.3.1.5 Operational Constraints 

1) Node voltage limits 

Since the values of 𝑉𝑘
𝑟𝑒2 and 𝑉𝑘

𝑖𝑚2
  where already approximated to 휁𝑘 and 휂𝑘, 

respectively, they can be used directly in modeling the voltage limits constraint as follows: 

                             𝑉𝑘
𝑚𝑖𝑛2 ≤ 휁𝑘 + 휂𝑘 ≤ 𝑉𝑘

𝑚𝑎𝑥2                ∀𝑘 ∈ Γ𝑁                                         (4.102) 

2) Branch current limits  

𝐼𝑘𝑚
𝑟𝑒 2 + 𝐼𝑘𝑚

𝑖𝑚 2
≤ 𝐼𝑘𝑚

𝑚𝑎𝑥2                 ∀𝑘 ∈ Γ𝐵                                          (4.103) 

Reformulation method 4 (polygonal inner-approximation) is used to model the non-

linear constraint of the current limits as follows:  

𝐼𝑘𝑚
𝑟𝑒̅̅ ̅̅ ̅𝑝. 𝐼𝑘𝑚

𝑟𝑒 + 𝐼𝑘𝑚
𝑖𝑚̅̅ ̅̅ ̅𝑝. 𝐼𝑘𝑚

𝑖𝑚 ≤ 𝐼𝑘𝑚
𝑚𝑎𝑥2            ∀ 𝑝 ∈ {1,2,…… ,𝐸},          ∀𝑘𝑚 ∈ Γ𝐵          (4.104) 

where the coefficients 𝐼𝑘𝑚
𝑟𝑒̅̅ ̅̅ ̅𝑝 and 𝐼𝑘𝑚

𝑖𝑚̅̅ ̅̅ ̅𝑝
 can be found as: 
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𝐼𝑘𝑚
𝑟𝑒̅̅ ̅̅ ̅𝑝 = 𝐼𝑘𝑚

𝑚𝑎𝑥. cos [(𝑝 − 0.5).
2𝜋

𝐸
]        ∀ 𝑝 ∈ {1,2,…… ,𝐸},          ∀𝑘𝑚 ∈ Γ𝐵          (4.105) 

𝐼𝑘𝑚
𝑖𝑚̅̅ ̅̅ ̅𝑝 = 𝐼𝑘𝑚

𝑚𝑎𝑥. sin [(𝑝 − 0.5).
2𝜋

𝐸
]        ∀ 𝑝 ∈ {1,2,…… ,𝐸},          ∀𝑘𝑚 ∈ Γ𝐵          (4.106) 

The number of polygonal edges will be taken as 𝐸 = 36 yielding 36 linear 

constraint. It was examined that with this number of edges, the approximation is highly 

sufficient (refer to Figure A.2 in the appendices). 

3) DGs Power output limit 

DGs are limited depending on their maximum apparent power 𝐷𝐺𝑘
𝑚𝑎𝑥

 as follows: 

𝐷𝐺𝑘
𝑃2 +𝐷𝐺𝑘

𝑄2
≤ 𝐷𝐺𝑘

𝑆,𝑚𝑎𝑥2                     ∀𝑘 ∈ Γ𝐶𝐷𝐺                         (4.107) 

Similar to branch current limit, formulation method 4 (polygonal inner-

approximation) is used to model the non-linear constraint of the DG power output limits. 

The difference is that only the right half of the circle need to be approximated since the 

real generated power is always positive. The formulation is achieved as follows:  

𝐷𝐺𝑘
𝑃̅̅ ̅̅ ̅̅ 𝑝. 𝐷𝐺𝑘

𝑃 +𝐷𝐺𝑘
𝑄̅̅ ̅̅ ̅̅ 𝑝
. 𝐷𝐺𝑘

𝑄
≤ 𝐷𝐺𝑘

𝑆,𝑚𝑎𝑥2     ∀ 𝑝 ∈ {1,2,…… ,
𝐸

2
} ,       ∀𝑘 ∈ Γ𝐶𝐷𝐺     (4.108) 

If 𝐸 was chosen to be an odd number, (𝐸 + 1)/2 is used instead of 𝐸/2. 

The coefficients 𝐷𝐺𝑘
𝑃̅̅ ̅̅ ̅̅ 𝑝 and 𝐷𝐺𝑘

𝑄̅̅ ̅̅ ̅̅ 𝑝
 can be found as: 

𝐷𝐺𝑘
𝑃̅̅ ̅̅ ̅̅ 𝑝 = 𝐷𝐺𝑘

𝑆,𝑚𝑎𝑥. cos [(𝑝 −
𝐸+ 4

4
) .
2𝜋

𝐸
]                   ∀ 𝑝 ∈ {1,2,…… ,

𝐸

2
},     

  ∀𝑘 ∈ Γ𝐶𝐷𝐺   (4.109) 
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𝐷𝐺𝑘
𝑄̅̅ ̅̅ ̅̅ 𝑝
= 𝐷𝐺𝑘

𝑆,𝑚𝑎𝑥
. sin [(𝑝 −

𝐸+ 4

4
) .
2𝜋

𝐸
]                        ∀ 𝑝 ∈ {1,2,…… ,

𝐸

2
},  

      ∀𝑘 ∈ Γ𝐶𝐷𝐺        (4.110) 

The number of polygonal edges here will also be taken as 𝐸 = 36 yielding 18 linear 

constraint.  

4.3.1.6 Radiality Constraints 

 Two approaches to formulate the radiality constraint in the MILP problem are 

discussed in this section.  

1) Radiality constraint approach I 

The first approach to model the radiality constraint proposed by [57] has a great 

advantage in the sense that it does not require any integer or binary variables. It is based 

on a depth-first search (DFS) strategy to detect all loops in the system. After finding all 

possible loops, the radiality constraints can be simply modeled as follows: 

∑ 𝑦𝑘𝑚

𝑁𝑙𝑜𝑜𝑝,𝑖

𝑘𝑚=1

≤ 𝑁𝑙𝑜𝑜𝑝,𝑖 − 1                ∀ 𝑘𝑚 ∈ 𝑙𝑜𝑜𝑝𝑖,          ∀𝑖 ∈ Γ𝑙𝑜𝑜𝑝                                (4.111) 

Where  

𝑁𝑙𝑜𝑜𝑝,𝑖 is the number of branches in loop 𝑖 

2) Radiality constraint approach II 

Reference [63] proposed a formulation for radiality by constraining that each node 

in the system, except the root node which is usually a substation, has only one parent node.  
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This formulation is obtained using binary decision variables and can be modeled as 

follows:  

         𝛾𝑘𝑚
𝑘 + 𝛾𝑘𝑚

𝑚 = 1                                 ∀𝑘𝑚 ∈ {Γ𝐵/Γ𝑠𝑤}                                (4.112) 

𝛾𝑘𝑚
𝑘 + 𝛾𝑘𝑚

𝑚 = 𝑦𝑘𝑚                                         ∀𝑘𝑚 ∈ Γ𝑠𝑤                                (4.113) 

𝛾𝑘𝑚
𝑘 = 0                                 ∀𝑘𝑚 ∈ {Γ𝐵|𝑘 ∈ Γ𝑠𝑢𝑏}                                (4.114) 

𝛾𝑘𝑚
𝑚 = 0                                ∀𝑘𝑚 ∈ {Γ𝐵|𝑚 ∈ Γ𝑠𝑢𝑏}                                (4.115) 

where: 

𝛾𝑘𝑚
𝑘  is a binary decision variables that takes the value 1 if node 𝑘 is the parent of node 𝑚, 

and zero otherwise.  

𝛾𝑘𝑚
𝑚  is a binary decision variables that takes the value 1 if node 𝑚 is the parent of node 𝑘, 

and zero otherwise.  

Although this method has been adopted from many MILP radiality formulation in 

the literature, it has a disadvantage in the since that it requires binary constraints, which as 

discussed previously, may affect the computational time due to the increased branch and 

bound process. In the other hand, it guarantees the radiality constraint more practically 

since no loop searching is required, and for large system, this could be a difficult matter. 

Thereby, this approach will be considered when setting the radiality constraint in this 

thesis.  
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4.3.2 Formulating Objective Functions of the Problem 

As stated previously, the restoration optimization technique proposed in this thesis 

is a multi-objective problem. The objectives that are considered are listed as follows: 

4.3.2.1 To Maximize the Supplied Customers based on their Priorities  

𝑀𝑎𝑥 ∑ 𝑃𝐿𝑘 . 𝜇𝑘
𝑘∈Γ𝐿

                                                                               (4.116) 

where 

𝑃𝐿𝑘 is the priority weight for load 𝑘  

4.3.2.2 To Minimize the Cost Associated with the Restoration Process 

1) DGs Operational Cost 

𝑀𝑖𝑛 ∑ 𝐶𝑘
𝐷𝐺 . 𝐷𝐺𝑘

𝑃

𝑘∈Γ𝐶𝐷𝐺

                                                                        (4.117) 

where 

𝐶𝑘
𝐷𝐺

 is the cost related to the real power output of the 𝑘𝑡ℎ DG in the microgrid 

2) Cost of Load Curtailment 

𝑀𝑖𝑛 ∑ 𝐶𝑘
𝐿𝐶 . 𝐿𝐶𝑘 

𝑘∈Γ𝐿𝐶

                                                                      (4.118) 

where 

𝐶𝑘
𝐿𝐶

 is the cost related to the real power curtailed from load 𝑘 

Note that the values in each objective function have different units and scales. The 

priority weight 𝑃𝐿𝑘 in the first objective is in per unit and ranging between zero to one for 
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each load. In the other hand, the values in the second objective are in $/ (MW or KW) and 

may take any value depending on the assigned prices for each DG and each curtailable 

load. This raise an important issue and must be taken under consideration by normalizing 

each objective function based on the maximum value they may assume. Keeping in mind 

that the priority weights of each load are determined immediately after the outage and 

before the optimization, and that DGs maximum outputs and maximum allowed 

curtailment for each load are also known, we can define the following bases for each 

objective: 

𝐵𝑎𝑠𝑒1 = ∑ 𝑃𝐿𝑘
𝑘∈Γ𝐿

                                                                          (4.119)  

𝐵𝑎𝑠𝑒2 = ∑ 𝐶𝑘
𝐷𝐺 . 𝐷𝐺𝑘

𝑃,𝑚𝑎𝑥

𝑘∈Γ𝐶𝐷𝐺

                                                     (4.120) 

𝐵𝑎𝑠𝑒3 = ∑ 𝐶𝑘
𝐿𝐶 . 𝐿𝐶𝑘

𝑚𝑎𝑥  

𝑘∈Γ𝐿𝐶

                                                           (4.121) 

Finally, the general multi-objective function of the proposed self-healing technique 

for electric microgrids will be in the form: 

𝑀𝑖𝑛    −
𝜔𝑝𝑟𝑖𝑜𝑟𝑖𝑡𝑦
𝑂𝑏𝑗

𝐵𝑎𝑠𝑒1
. ∑ 𝑃𝐿𝑘 . 𝜇𝑘
𝑘∈Γ𝑁

+
𝜔𝐷𝐺 𝑐𝑜𝑠𝑡
𝑂𝑏𝑗

𝐵𝑎𝑠𝑒2
. ∑ 𝐶𝑘

𝐷𝐺 . 𝐷𝐺𝑘
𝑃

𝑘∈Γ𝐶𝐷𝐺

 

+
𝜔𝐿𝐶 𝑐𝑜𝑠𝑡
𝑂𝑏𝑗

𝐵𝑎𝑠𝑒3
. ∑ 𝐶𝑘

𝐿𝐶 . 𝐿𝐶𝑘 

𝑘∈Γ𝐿𝐶

   (4.122) 

 where  

𝜔𝑝𝑟𝑖𝑜𝑟𝑖𝑡𝑦
𝑂𝑏𝑗

 is the weight of the first objective function related to load priorities 
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𝜔𝐷𝐺 𝑐𝑜𝑠𝑡
𝑂𝑏𝑗

  is the weight of the second objective function related to DGs operational cost 

𝜔𝐿𝐶 𝑐𝑜𝑠𝑡
𝑂𝑏𝑗

  is the weight of the third objective function related to LC cost 

 These weights are set depending on the user or the utilities decision and the 

comparison between the importance of restoring loads, DGs operational cost, and LC cost 

in the restoration process.   

4.4 Set of Bounds for McCormick’s Envelopes 

Since the formulation of the DGs power output and the loads was highly dependent 

on McCormick’s envelopes and the approximation of bilinear products, it becomes 

important to devote this section for defining the necessary parameters in the approximation 

process, mainly, the maximum and minimal bounds which are needed in McCormick’s 

envelopes constraints. In most cases, these bounds depend on operational system behavior 

such as, voltage magnitudes and angles range, DGs generation limits, and amount of 

loading. The reader should keep in mind at this section that these operational behaviors of 

the system differ significantly during the case of an outage and at the process of restoration. 

For example, nominal voltage limits are usually relaxed up to a certain level during 

restoration in order to allow restoring as much loads as possible.  

It becomes convenient at this stage to recall the equations that were approximated 

using McCormick’s envelopes. These equation are listed as follows: 

1) The square of real and imaginary node voltages 

𝑉𝑘
𝑟𝑒. 𝑉𝑘

𝑟𝑒 ≈ 휁𝑘                                        ∀𝑘 ∈ Γ𝑁                             (4.123) 
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𝑉𝑘
𝑖𝑚. 𝑉𝑘

𝑖𝑚 ≈ 휂𝑘                                           ∀𝑘 ∈ Γ𝑁                             (4.124) 

2) The bilinear products in DG’s generation constraints 

𝐼𝐷𝐺,𝑘
𝑟𝑒 . 휁𝑘 + 𝐼𝐷𝐺,𝑘

𝑟𝑒 . 휂𝑘 = 𝑉𝑘
𝑟𝑒. 𝐷𝐺𝑘

𝑃 +𝑉𝑘
𝑖𝑚. 𝐷𝐺𝑘

𝑄
            ∀𝑘 ∈ Γ𝐶𝐷𝐺                    (4.125) 

𝐼𝐷𝐺,𝑘
𝑖𝑚 . 휁𝑘 + 𝐼𝐷𝐺,𝑘

𝑖𝑚 . 휂𝑘 = 𝑉𝑘
𝑖𝑚. 𝐷𝐺𝑘

𝑃 −𝑉𝑘
𝑟𝑒. 𝐷𝐺𝑘

𝑄
            ∀𝑘 ∈ Γ𝐶𝐷𝐺                    (4.126) 

3) The bilinear products in Load demand constraints 

𝐼𝐿,𝑘
𝑟𝑒 . 휁𝑘 + 𝐼𝐿,𝑘

𝑟𝑒 . 휂𝑘 = 𝑉𝑘
𝑟𝑒. 𝐿𝑘

𝑃 +𝑉𝑘
𝑖𝑚. 𝐿𝑘

𝑄
                      ∀𝑘 ∈ Γ𝐶𝐿                      (4.127) 

𝐼𝐿,𝑘
𝑖𝑚 . 휁𝑘 + 𝐼𝐿,𝑘

𝑖𝑚 . 휂𝑘 = 𝑉𝑘
𝑖𝑚. 𝐿𝑘

𝑃 − 𝑉𝑘
𝑟𝑒. 𝐿𝑘

𝑄
                     ∀𝑘 ∈ Γ𝐶𝐿                         (4.128) 

The main goal of this section is to set overestimate and underestimate bounds for 

each variable included in a bilinear product in equations (4.123 - 4.128).  Note that the 

notation of a maximum and minimum bound will be ∎𝑚𝑎𝑥 and  ∎𝑚𝑖𝑛, respectively. 

1) Real and imaginary voltage limits 

The real and imaginary node voltages can be represented in polar form as follows: 

𝑉𝑘
𝑟𝑒 = 𝑉𝑘. 𝑐𝑜𝑠휃𝑘                                        ∀𝑘 ∈ Γ𝑁                             (4.129) 

𝑉𝑘
𝑖𝑚 = 𝑉𝑘. 𝑠𝑖𝑛휃𝑘                                        ∀𝑘 ∈ Γ𝑁                             (4.130) 

where  

𝑉𝑘 is the voltage magnitude of bus 𝑘 in the system in per unit 

휃𝑘 is the phase voltage angle of bus 𝑘 in the system in degrees 

In order to set bounds for equations (4.129 & 4.130), bounds for voltage magnitude 

𝑉𝑘
𝑚𝑖𝑛 ≤ 𝑉𝑘 ≤ 𝑉𝑘

𝑚𝑎𝑥
 and phase angle 휃𝑘

𝑚𝑖𝑛 ≤ 휃𝑘 ≤ 휃𝑘
𝑚𝑎𝑥

 must be assumed. In order to ensure 
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efficient reliable performance of a network, voltage magnitudes are usually constrained to 

be within the range of 0.95 ≤ 𝑉𝑘 ≤ 1.05 but in the case of emergency, however, these 

limits might be relaxed to be 0.90 ≤ 𝑉𝑘 ≤ 1.10. Moreover, voltage phase angles in 

distribution system typically range within a narrow interval apart from the reference value. 

These intervals can be measured by running several power flow analysis, under different 

scenarios, on the microgrid to be analyzed. Tighter intervals will result better accuracy. 

Considering a reference phase of zero degrees, most distribution systems in the literature 

incorporate a bus phase voltage interval in the range of   −5° ≤ 휃𝑘 ≤ 5° [56].  

After defining magnitude and phase voltage bounds, one can write the following for 

overestimate and underestimate bounds of real and imaginary voltage variables: 

𝑉𝑘
𝑟𝑒,𝑚𝑎𝑥 = 𝑉𝑘

𝑚𝑎𝑥                                                         ∀𝑘 ∈ Γ𝑁                             (4.131) 

𝑉𝑘
𝑟𝑒,𝑚𝑖𝑛 = 𝑉𝑘

𝑚𝑖𝑛. cos (max {|휃𝑘
𝑚𝑎𝑥

|, |휃𝑘
𝑚𝑖𝑛

|}            ∀𝑘 ∈ Γ𝑁                            (4.132) 

𝑉𝑘
𝑖𝑚,𝑚𝑎𝑥 = 𝑉𝑘

𝑟𝑒,𝑚𝑎𝑥. 𝑠𝑖𝑛휃𝑘
𝑚𝑎𝑥                                   ∀𝑘 ∈ Γ𝑁                             (4.133) 

𝑉𝑘
𝑖𝑚,𝑚𝑖𝑛 = 𝑉𝑘

𝑟𝑒,𝑚𝑎𝑥. 𝑠𝑖𝑛휃𝑘
𝑚𝑖𝑛                                     ∀𝑘 ∈ Γ𝑁                             (4.134) 

 Hence, bounds for 휁𝑘 and 휂𝑘, which represent 𝑉𝑘
𝑟𝑒2

 and 𝑉𝑘
𝑖𝑚2

, respectively, can be 

found as follows: 

휁𝑘
𝑚𝑎𝑥 = 𝑉𝑘

𝑚𝑎𝑥2                                                          ∀𝑘 ∈ Γ𝑁                             (4.135) 

휁𝑘
𝑚𝑖𝑛 = [𝑉𝑘

𝑚𝑖𝑛. cos (max {|휃𝑘
𝑚𝑎𝑥

|, |휃𝑘
𝑚𝑖𝑛

|}]
2
        ∀𝑘 ∈ Γ𝑁                             (4.136) 

휂𝑘
𝑚𝑎𝑥 = [𝑉𝑘

𝑟𝑒,𝑚𝑎𝑥. 𝑠𝑖𝑛휃𝑘
𝑚𝑎𝑥

]
2
                                   ∀𝑘 ∈ Γ𝑁                             (4.137) 

휂𝑘
𝑚𝑖𝑛 = 0                                                                   ∀𝑘 ∈ Γ𝑁                             (4.138) 
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2) DGs power and current generation 

a. Active and reactive DGS power output 

The values of the active and reactive power outputs of DG related to the apparent 

power can be calculated as follows: 

𝐷𝐺𝑘
𝑃 = 𝐷𝐺𝑘

𝑆. 𝑐𝑜𝑠𝜙𝑘
𝐷𝐺                                            ∀𝑘 ∈ Γ𝐷𝐺                             (4.139) 

𝐷𝐺𝑘
𝑄
= 𝐷𝐺𝑘

𝑆. 𝑠𝑖𝑛𝜙𝑘
𝐷𝐺                                             ∀𝑘 ∈ Γ𝐷𝐺                             (4.140) 

where 

𝐷𝐺𝑘
𝑆
 is the apparent power of the DG at node 𝑘 

𝜙𝑘
𝐷𝐺

 is the power angle of the DG at node 𝑘 

 Bounds for  𝐷𝐺𝑘
𝑆
 and 𝜙𝑘

𝐷𝐺
 should be determined in order to set bounds for 𝐷𝐺𝑘

𝑃
 and 

𝐷𝐺𝑘
𝑄

. Before doing that, we should carefully study the system operational behavior during 

an interruption. It is well known that during an occurrence of an outage, the voltage profile 

of the system decrease substantially. Thereby, controlled DG units connected to the 

network are expected to supply reactive power rather than absorbing it in order to enhance 

system voltage level to be within acceptable ranges. If this can be generalized to all DG’s 

in the microgrid, it would result in setting  tighter bounds for DGs reactive power output 

since it would only accept positive values (supplying reactive power). The issue is that 

there exists induction dependent DGs that always require reactive power from the grid to 

operate unless they are self-excited using capacitor banks. However, to generalize the 

study, the set of DGs will be divided into two categories when determining their bounds. 
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One relating to DGs that supply reactive power, and the other to those absorbing reactive 

power.   

 The maximum limit 𝐷𝐺𝑘
𝑆
 can take is by default defined as the rated apparent power 

of the DG, 𝐷𝐺𝑘
𝑆,𝑚𝑎𝑥

 , and the minimum bound is of course set to zero. Regarding the power 

angle, DG units are usually designed to operate with a power factor within the range of 

(0.8 leading, 0.8 lagging,) resulting the limits for the power angle as −36.87° ≤ 𝜙𝑘
𝐷𝐺 ≤

36.87°. Thereby, we can write the following for active and reactive bounds:  

𝐷𝐺𝑘
𝑃,𝑚𝑎𝑥 = 𝐷𝐺𝑘

𝑆,𝑚𝑎𝑥                                         ∀𝑘 ∈ Γ𝐶𝐷𝐺                                                    (4.141) 

𝐷𝐺𝑘
𝑃,𝑚𝑖𝑛 = 0                                                      ∀𝑘 ∈ Γ𝐶𝐷𝐺                                                    (4.142) 

𝐷𝐺𝑘
𝑄,𝑚𝑎𝑥

= 0                                                      ∀𝑘 ∈ Γ𝐷𝐺,𝑎𝑏𝑠𝑜𝑟𝑏 𝑄                                        (4.143) 

𝐷𝐺𝑘
𝑄,𝑚𝑖𝑛

= 𝐷𝐺𝑘
𝑆,𝑚𝑎𝑥. 𝑠𝑖𝑛𝜙𝑘

𝐷𝐺,𝑚𝑖𝑛                     ∀𝑘 ∈ Γ𝐷𝐺,𝑎𝑏𝑠𝑜𝑟𝑏 𝑄                                        (4.144) 

𝐷𝐺𝑘
𝑄,𝑚𝑎𝑥

= 𝐷𝐺𝑘
𝑆,𝑚𝑎𝑥. 𝑠𝑖𝑛𝜙𝑘

𝐷𝐺,𝑚𝑎𝑥                   ∀𝑘 ∈ Γ𝐷𝐺,𝑠𝑢𝑝𝑝𝑙𝑦 𝑄                                         (4.145) 

𝐷𝐺𝑘
𝑄,𝑚𝑖𝑛

= 0                                                      ∀𝑘 ∈ Γ𝐷𝐺,𝑠𝑢𝑝𝑝𝑙𝑦 𝑄                                         (4.146) 

Where 

Γ𝐷𝐺,𝑎𝑏𝑠𝑜𝑟𝑏 𝑄 is the set of DGs that absorb reactive power 

Γ𝐷𝐺,𝑠𝑢𝑝𝑝𝑙𝑦 𝑄 is the set of DGs that supply reactive power 

 Note that due to the assumed 𝜙𝑘
𝐷𝐺

 bounds, the values in equations (4.141 & 4.145) 

will always be positive. In the other hand, and the value in equation (4.144) will be 

negative.  
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b. Real and imaginary DGs generated currents 

The derivation in this part was taken directly from [62]. By using polar form to 

represent the voltages and substituting 𝐷𝐺𝑘
𝑃
=𝐷𝐺𝑘

𝑆. 𝑐𝑜𝑠𝜙𝑘
𝐷𝐺

 and 𝐷𝐺𝑘
𝑄

=𝐷𝐺𝑘
𝑆. 𝑠𝑖𝑛𝜙𝑘

𝐷𝐺
 in 

equations (4.9 & 4.10), yield:  

𝐼𝐷𝐺,𝑘
𝑟𝑒 =

𝑉𝑘. 𝑐𝑜𝑠휃𝑘. 𝐷𝐺𝑘
𝑆. 𝑐𝑜𝑠𝜙𝑘

𝐷𝐺 +𝑉𝑘. 𝑠𝑖𝑛휃𝑘. 𝐷𝐺𝑘
𝑆. 𝑠𝑖𝑛𝜙𝑘

𝐷𝐺

𝑉𝑘
2

               ∀𝑘 ∈ Γ𝐶𝐷𝐺         (4.147) 

𝐼𝐷𝐺,𝑘
𝑖𝑚 =

𝑉𝑘. 𝑠𝑖𝑛휃𝑘. 𝐷𝐺𝑘
𝑆. 𝑐𝑜𝑠𝜙𝑘

𝐷𝐺 −𝑉𝑘. 𝑐𝑜𝑠휃𝑘. 𝐷𝐺𝑘
𝑆. 𝑠𝑖𝑛𝜙𝑘

𝐷𝐺

𝑉𝑘
2

               ∀𝑘 ∈ Γ𝐶𝐷𝐺         (4.148) 

 Taking voltage magnitude and the apparent power as common factors results in: 

𝐼𝐷𝐺,𝑘
𝑟𝑒 =

𝐷𝐺𝑘
𝑆

𝑉𝑘
. (𝑐𝑜𝑠휃𝑘. 𝑐𝑜𝑠𝜙𝑘

𝐷𝐺 + 𝑠𝑖𝑛휃𝑘. 𝑠𝑖𝑛𝜙𝑘
𝐷𝐺)                         ∀𝑘 ∈ Γ𝐶𝐷𝐺          (4.149) 

𝐼𝐷𝐺,𝑘
𝑖𝑚 =

𝐷𝐺𝑘
𝑆

𝑉𝑘
. (𝑠𝑖𝑛휃𝑘. 𝑐𝑜𝑠𝜙𝑘

𝐷𝐺 − 𝑐𝑜𝑠휃𝑘. 𝑠𝑖𝑛𝜙𝑘
𝐷𝐺)                        ∀𝑘 ∈ Γ𝐶𝐷𝐺          (4.150) 

 By using trigonometric identities to reform the expressions inside the parentheses 

outcomes the following: 

𝐼𝐷𝐺,𝑘
𝑟𝑒 =

𝐷𝐺𝑘
𝑆

𝑉𝑘
. cos (휃𝑘 −𝜙𝑘

𝐷𝐺)                        ∀𝑘 ∈ Γ𝐶𝐷𝐺                                   (4.151) 

𝐼𝐷𝐺,𝑘
𝑖𝑚 =

𝐷𝐺𝑘
𝑆

𝑉𝑘
. sin (휃𝑘 −𝜙𝑘

𝐷𝐺)                        ∀𝑘 ∈ Γ𝐶𝐷𝐺                                    (4.152) 

 The bounds for the currents can now be easily determined considering the 

previously mentioned limits of the node voltage magnitude, phase angle, apparent power 
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of the DG, and the power angle limits. Real and imaginary generated current bounds for 

McCormicks envelopes are found as:  

𝐼𝐷𝐺,𝑘
𝑟𝑒,𝑚𝑎𝑥 =

𝐷𝐺𝑘
𝑆,𝑚𝑎𝑥

𝑉𝑘
𝑚𝑖𝑛

                                                              ∀𝑘 ∈ Γ𝐷𝐺                                   (4.153) 

𝐼𝐷𝐺,𝑘
𝑟𝑒,𝑚𝑖𝑛 = 0                                                                          ∀𝑘 ∈ Γ𝐷𝐺                                    (4.154) 

𝐼𝐷𝐺,𝑘
𝑖𝑚,𝑚𝑎𝑥 = 

𝐷𝐺𝑘
𝑆,𝑚𝑎𝑥

𝑉𝑘
𝑚𝑖𝑛

. sin (휃𝑘
𝑚𝑎𝑥−𝜙𝑘

𝐷𝐺,𝑚𝑖𝑛)                     ∀𝑘 ∈ Γ𝐷𝐺,𝑎𝑏𝑠𝑜𝑟𝑏 𝑄                      (4.155) 

𝐼𝐷𝐺,𝑘
𝑖𝑚,𝑚𝑖𝑛 = 0                                                                            ∀𝑘 ∈ Γ𝐷𝐺,𝑎𝑏𝑠𝑜𝑟𝑏 𝑄                     (4.156) 

𝐼𝐷𝐺,𝑘
𝑖𝑚,𝑚𝑎𝑥 = 0                                                                            ∀𝑘 ∈ Γ𝐷𝐺,𝑠𝑢𝑝𝑝𝑙𝑦 𝑄                     (4.157) 

𝐼𝐷𝐺,𝑘
𝑖𝑚,𝑚𝑖𝑛 =

𝐷𝐺𝑘
𝑆,𝑚𝑎𝑥

𝑉𝑘
𝑚𝑖𝑛

. sin (휃𝑘
𝑚𝑖𝑛 −𝜙𝑘

𝐷𝐺,𝑚𝑎𝑥)                      ∀𝑘 ∈ Γ𝐷𝐺,𝑠𝑢𝑝𝑝𝑙𝑦 𝑄                      (4.158) 

Note that these bounds only hold due to the assumed limits for the phase and power 

angles, as 휃𝑘
𝐷𝐺,𝑚𝑖𝑛 −𝜙𝑘

𝐷𝐺,𝑚𝑎𝑥 < 90°. Otherwise, for instance, the minimum bound for the 

real current in equation (4.154) may take negative values rather than being zero (refer to 

the cosine in equation (4.151)). 

For the power and current output of a substation, similar procedure is used utilizing 

the rated values of the substation itself or the feeder connected to it, whichever is less, in 

finding their limits. 

3) Loads power and current demands 

First let us define the following: 
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𝐿𝑘
𝑆 = √𝐿𝑘

𝑃2 + 𝐿𝑘
𝑄2
                                      ∀𝑘 ∈ Γ𝐿                                           (4.159) 

𝜙𝑘
𝐿 = tan−1

𝐿𝑘
𝑄

𝐿𝑘
𝑃
                                            ∀𝑘 ∈ Γ𝐿                                           (4.160) 

The maximum real 𝐿𝑘
𝑃,𝑚𝑎𝑥

 and reactive 𝐿𝑘
𝑄,𝑚𝑎𝑥

 demands are set directly as the load 

nominal value. In the proposed modeling of the general problem, loads were divided into 

curtailable and non-curtailable loads. Only curtailable loads are addressed when setting the 

bounds, where, as mentioned previously, non-curtailable loads are considered constant and 

seen as input parameters for the problem. Recall from constraint (4.101) that each 

curtailable load has a maximum amount of allowed curtailment. Using this limit, and the 

relation defined in constraint (4.100), we can write the following for the minimal real and 

reactive demand bounds: 

𝐿𝑘
𝑃,𝑚𝑖𝑛 = 𝐿𝑘

𝑃,𝑚𝑎𝑥 − 𝐿𝐶𝑘
𝑚𝑎𝑥                                 ∀𝑘 ∈ Γ𝐶𝐿                                           (4.161) 

𝐿𝑘
𝑄,𝑚𝑖𝑛

=
𝐿𝑘
𝑄,𝑚𝑎𝑥

𝐿𝑘
𝑃,𝑚𝑎𝑥

. (1 − 𝐿𝐶𝑘
𝑚𝑎𝑥)                           ∀𝑘 ∈ Γ𝐶𝐿                                         (4.162) 

where 

𝐿𝑘
𝑃,𝑚𝑎𝑥 is the nominal active demand of load 𝑘 

𝐿𝑘
𝑄,𝑚𝑎𝑥

 is the nominal reactive demand of load 𝑘 

In order to define bounds for demand currents, we apply similar derivation used 

when defining DGs current output bounds. Hence, we can immediately write the following 

for load currents: 
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𝐼𝐿,𝑘
𝑟𝑒 =

𝐿𝑘
𝑆

𝑉𝑘
. cos (휃𝑘 −𝜙𝑘

𝐿)                                 ∀𝑘 ∈ Γ𝐿                                          (4.163) 

𝐼𝐿,𝑘
𝑖𝑚 =

𝐿𝑘
𝑆

𝑉𝑘
. sin (휃𝑘 −𝜙𝑘

𝐿)                                  ∀𝑘 ∈ Γ𝐿                                          (4.164) 

 The limits for 𝐿𝑘
𝑆
, 𝑉𝑘, and 휃𝑘 were already specified. Regarding the load power 

angle 𝜙𝑘
𝐿, it can be measured easily since the nominal real and reactive demands are 

considered inputs and that the power factor is kept constant even for curtailable loads. 

However, usually, typical power factor range within (0.8 leading, 0.8 lagging) which result 

in setting ranges for the load power angle as −36.87° ≤ 𝜙𝑘
𝐿 ≤ 36.87°. Considering 𝜙𝑘

𝐿
 as 

know value, the ranges of real and imaginary load current can be found from: 

𝐼𝐿,𝑘
𝑟𝑒,𝑚𝑎𝑥 =

𝐿𝑘
𝑆,𝑚𝑎𝑥

𝑉𝑘
𝑚𝑖𝑛

.𝑚𝑎𝑥
휃𝑘
𝑚𝑖𝑛≤휃𝑘≤휃𝑘

𝑚𝑎𝑥 {cos (휃𝑘 −𝜙𝑘
𝐿)}                    ∀𝑘 ∈ Γ𝐶𝐿                 (4.165) 

𝐼𝐿,𝑘
𝑟𝑒,𝑚𝑖𝑛 =

𝐿𝑘
𝑆,𝑚𝑖𝑛

𝑉𝑘
𝑚𝑎𝑥 .𝑚𝑖𝑛휃𝑘

𝑚𝑖𝑛≤휃𝑘≤휃𝑘
𝑚𝑎𝑥 {cos (휃𝑘 −𝜙𝑘

𝐿)}                     ∀𝑘 ∈ Γ𝐶𝐿                  (4.166) 

𝐼𝐿,𝑘
𝑖𝑚,𝑚𝑎𝑥 =  𝑚𝑎𝑥

휃𝑘
𝑚𝑖𝑛≤휃𝑘≤휃𝑘

𝑚𝑎𝑥

𝐿𝑘
𝑆,𝑚𝑖𝑛

≤𝐿𝑘
𝑆≤𝐿𝑘

𝑆,𝑚𝑎𝑥

𝑉𝑘
𝑚𝑖𝑛≤𝑉𝑘≤𝑉𝑘

𝑚𝑖𝑛

{
𝐿𝑘
𝑆

𝑉𝑘
. sin (휃𝑘 −𝜙𝑘

𝐿)}                       ∀𝑘 ∈ Γ𝐶𝐿                  (4.167) 

𝐼𝐿,𝑘
𝑖𝑚,𝑚𝑖𝑛 =  𝑚𝑖𝑛

휃𝑘
𝑚𝑖𝑛≤휃𝑘≤휃𝑘

𝑚𝑎𝑥

𝐿𝑘
𝑆,𝑚𝑖𝑛

≤𝐿𝑘
𝑆≤𝐿𝑘

𝑆,𝑚𝑎𝑥

𝑉𝑘
𝑚𝑖𝑛≤𝑉𝑘≤𝑉𝑘

𝑚𝑖𝑛

{
𝐿𝑘
𝑆

𝑉𝑘
. sin (휃𝑘 −𝜙𝑘

𝐿)}                          ∀𝑘 ∈ Γ𝐶𝐿                 (4.168) 

Where 𝐿𝑘
𝑆,𝑚𝑎𝑥

 and 𝐿𝑘
𝑆,𝑚𝑖𝑛

 can be simply found as: 

𝐿𝑘
𝑆,𝑚𝑎𝑥 = √𝐿𝑘

𝑃,𝑚𝑎𝑥2 + 𝐿𝑘
𝑄,𝑚𝑎𝑥2

                                                                 ∀𝑘 ∈ Γ𝐶𝐿              (4.169) 
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𝐿𝑘
𝑆,𝑚𝑖𝑛 = √𝐿𝑘

𝑃,𝑚𝑖𝑛2 + 𝐿𝑘
𝑄,𝑚𝑖𝑛2

                                                                  ∀𝑘 ∈ Γ𝐶𝐿            (4.170) 

Note that these limits are only set for McCormick’s envelopes and not for the 

general problem since the real currents may be equated to zero if the load is completely 

shed.  

It is important to emphasize that all previously numerical specified bounds were set 

depending on typical distribution system values and can be altered depending on the system 

to be analyzed. They are basically considered as input variable to the problem. The user is 

recommended to examine the analyzed system carefully in order to set bounds as tight as 

possible which will enhance the accuracy.  
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CHAPTER 5  

MICROGRIDS SELF-HEALING OPTIMIZATION – CASE 

STUDIES AND DISCUSSION 

The objective of this chapter is to verify and examine the proposed self-healing 

strategy. The chapter is divided into 5 sections as follows: 

 Section 5.1 deals with the verification of the MILP formulation proposed in 

Chapter 4. This will be achieved by optimizing the configuration of the 

studied system and comparing the output results with results taken from the 

literature. 

 In section 5.2, a comparison between the proposed formulation and the 

formulation presented in [68] will be drawn. The comparison will be based 

on the computational time and the accuracy of the solution in each method. 

  In section 5.3, the integration of the proposed prioritizing method into the 

MILP formulation will be achieved. Several case studies will be presented 

demonstrating the effects on system reliability when utilizing the proposed 

prioritizing scheme in the optimization of service restoration.   

 In section 5.4, several case studies simulating the self-healing strategy of 

smart microgrids will be presented with the inclusion of DGs and DSM 

customers in the system. The restoration of a smart microgrid will be 
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compared with the restoration of a conventional distribution system that do 

not include DGs or DSM customers. 

 Finally, in section 5.5, sensitivity analysis of the multi-objective function 

are presented by interchanging the priority, DGs cost, and LC cost weights.  

All case studies are solved using MATLAB MILP solver on an Intel Core i7 1.73 

GHz computor. The system that will be utilized to demonstrate the study is the IEEE 3 

feeder 16 bus distribution system. The online diagram of the system is shown in Figure 5.1 

and bus and line data are shown in Tables 5.1 and 5.2, respectively. This system was chosen 

because it has been widely used in the literature in network reconfiguration and 

optimization problems [64-69]. The system consist of three main feeders and 13 load buses 

with a total of 28.7 MW and 17.3 MVAR demand. Also, 7 capacitor banks are installed is 

different locations as illustrated in Table 5.1.  The nominal voltage of the system is 23KV 

and the apparent power base is taken to be 100MVA. All branches in the system are 

assumed to be switchable, yielding 216 possible configuration, and the original 

configuration of the system is achieved by opening switches 𝑆5,11, 𝑆10,14, and 𝑆7,16 as in 

Figure 5.1.  
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Figure 5.1 IEEE 16 bus test system 

Table 5.1 IEEE three feeder 16 bus system node data 

Load Point Load P (MW) Load Q (MVAR) Capacitor (MVAR) 

4 2 1.6 - 

5 3 1.5 1.1 

6 2 0.8 1.2 

7 1.5 1.2 - 

8 4 2.7 - 

9 5 3 1.2 

10 1 0.9 - 

11 0.6 0.1 0.6 

12 4.5 2 3.7 

13 1 0.9 - 

14 1 0.7 1.8 

15 1 0.9 - 

16 2.1 1 1.8 
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Table 5.2 IEEE 3 feeder 16 bus system line data 

From To Resistance (p.u.) Reactance (p.u.) Rated 𝑰𝒌𝒎
𝒎𝒂𝒙 (p.u.) 

1 4 0.075 0.1 0.2 

4 5 0.08 0.11 0.2 

4 6 0.09 0.18 0.2 

6 7 0.04 0.04 0.2 

2 8 0.11 0.11 0.2 

8 9 0.08 0.11 0.2 

8 10 0.11 0.11 0.2 

9 11 0.11 0.11 0.2 

9 12 0.08 0.11 0.2 

3 13 0.11 0.11 0.2 

13 14 0.09 0.12 0.2 

13 15 0.08 0.11 0.2 

15 16 0.04 0.04 0.2 

5 11 0.04 0.04 0.2 

10 14 0.04 0.04 0.2 

7 16 0.09 0.12 0.2 

 

Before starting the case studies, it is recommended to analyze the system, at its 

original configuration, in order to provide the reader with a more depth knowledge about 

the system behavior. After running the load flow of the system, the total losses was found 

to be 511.5 KW and the voltage magnitude and phase angles of all buses are shown in 

Figures 5.2 and 5.3 respectively. Note that nodes 1, 2, and 3 were taken as slack buses with 

voltage magnitude of 1 p.u. and zero phase angle.  
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            Figure 5.2 IEEE 16 bus voltage magnitudes – original configuration 

 

               Figure 5.3 IEEE 16 bus voltage phase angles – original configuration 

 

5.1 Verification of the Proposed Formulation 

 The verification of the proposed formulation will be achieved in this section. Most 

of the reconfiguration optimization problems in the literature are based on system loss 

minimization. Thereby, the verification was chosen to be accomplished by optimizing the 
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power loss reduction in the IEEE 3 feeder 16 bus system. Then, the results will be compared 

with references found in the literature solving the same problem.   

Although the proposed MILP formulation in this thesis was constructed for the goal 

of optimizing service restoration, however, by applying few modification on the 

formulation, it can be then used for optimizing other technical problems such as loss 

minimization. The modification to obtain loss minimization optimization using the 

proposed method are as follows: 

1) The objective function is changed to be in the form: 

 

𝑀𝑖𝑛 ∑ 𝐷𝐺𝑘
𝑃

𝑘∈Γ𝑠𝑢𝑏

− ∑ 𝐿𝑘
𝑃

𝑘∈Γ𝐿

                                                   (5.1) 

Where  

Γ𝑠𝑢𝑏 is the set of substations in the system 

Γ𝐿 is the set of loads in the system  

 Be reminded that the subscript 𝐷𝐺𝑘
𝑃 is used for any real power generation in the 

system including substations and distributed generators, if any.  

2) One constraint is added, which is to fully supply all loads in the system and can 

be formulated as follows: 

𝜇𝑘 = 1                                  ∀𝑘 ∈ Γ𝐿                                (5.2) 

Figure 5.4 shows the configuration the system after optimization which was 

achieved by opening switches 𝑆9,11, 𝑆8,10, and 𝑆7,16 and closing all other switches. A result 

comparison is drawn in Table 5.3.  Note that the radiality constraint hold in this specific 
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problem. The voltage profile of the system at optimal configuration is shown in Figures 

5.5 and 5.6. 

 

Figure 5.4 Optimal configuration for loss reduction of the IEEE 3 feeder 16 bus system 

The improvement in voltage level were mainly observed in buses 10 and 11. This 

is because in the original configuration, these loads were supplied from feeder 2-8 which 

happens to also supply high demand loads 8, 9, and 12. Then, in the optimal configuration, 

loads 10 and 11 were switched to be supplied from feeders 3-13 and 1-4, respectively which 

yield the recorder voltage improvement.  
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Table 5.3 IEEE 3 feeder 16 bus system - loss minimization results and coparison 

  Method of Optimization 

 
Original 

Configuration 

Simulated 

Annealing 

[74] 

Differential 

Evolution [75] 

Proposed 

MILP  

Tie Switches 𝑆5,11, 𝑆10,14, 𝑆7,16 
 𝑆9,11, 𝑆8,10, 

𝑆7,16 
 𝑆9,11, 𝑆8,10, 𝑆7,16 

 𝑆9,11, 𝑆8,10, 
𝑆7,16 

Power Loss 

(KW) 
511.5 466.1 466.1 466.1 

Loss 

Reduction  
- 8.88% 8.88% 8.88% 

 

  

 

Figure 5.5 Voltage magnitudes – optimal configuration 
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Figure 5.6 Phase angles – optimal configuration 

By that, and from Table 5.3 comparing with results from the literature, the 

formulation is verified. In the next section, a comparison is drawn between the proposed 

formulation and the one found in [68].  

5.2 Comparison Based Study 

 As have been illustrated in chapter 4, the proposed MILP formulation was 

dependent on McCormick’s envelopes for load and generation currents. However, in [68], 

the formulation for load and generation currents was achieved using piece-wise 

approximations and sets of type SOS2 which was explained in section 4.3.4. Due to the 

fact that SOS2 sets require extra integer constraint, the computational time was found to 

be large compared to the proposed McCormick’s envelopes formulation that require no 

integer constraint. It is always preferable to reduce the integer constraint as much as 

possible in order to decrease the branch and bound process in solving the MILP problem. 
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This will surly enhance the computational time of finding the optimal solution which is 

necessary especially when applied to a service restoration problem. 

  From this section onwards, all capacitor banks in the IEEE 16 bus system are 

assumed to be removed in order to lower the voltage enhancement.  This will demonstrate 

the results of the restoration strategy more effectively since now, more loads are expected 

to be unserved during an interruption due to the absence of reactive generation from these 

capacitor banks. The effects of removing the capacitor banks in the voltage profile is shown 

in Figure 5.7.  Moreover, the pre-fault system configuration of all upcoming case studies 

is taken to be the optimal configuration shown in Figure 5.4. Note that the optimal 

configuration found in the previous section was also found to be the optimal configuration 

even after the removal the capacitor banks. 

 

Figure 5.7 Effects of removing the capacitor banks on voltage profile 

 After running the load flow for the system at optimal configuration, it was found 

that feeder 2-8 is the most loaded feeder among the three. Thereby, it is assumed that a 
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sustained fault occurred at this particular feeder in order to test the system under high 

loaded emergency case as shown in Figure 5.8. The nodes within the dashed circle are the 

loads that are facing an interruption if no restoration is applied. Table 5.4 summarizes the 

fault incident. 

Table 5.4 Fault at feeder 2-8 

Fault Location Disconnected Busses Total Interrupted Load 

(MW) 

Feeder 2-8 8, 9, 12 13.5 

  

 The process of finding the optimal system configuration for maximizing total 

restored load was then applied using the two formulation, the formulation in [68], and the 

proposed formulation. The final optimal configuration achieved from both formulations 

was similar and shown in Figure 5.9 where loads that are shed during service restoration 

are circled.   

  

Figure 5.8 Fault incident at feeder 2-8 
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Figure 5.9 Optimal system configuration after service restoration 

 The summary of the restoration process is shown in Table 5.5. Figures 5.10 and 

5.11 shows the voltage magnitudes and angles, respectively, obtained from both methods 

as well as the real value from load flow analysis after obtaining system configuration. 

Table 5.5 Restoration process for fault at feeder 2-8 

Switches to 

be open 

Switches to 

be closed 

Total 

restored load 

(MW) 

Total 

interrupted 

load (MW) 

Busses that are 

shed 

𝑆4,6 𝑆7,16  𝑆9,11 9 4.5 12 
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Figure 5.10 Comparison in voltage magnitude between method [68] and the proposed method 

 It can be seen from Figure 5.10 that the formulation in [68] is slightly more accurate 

than the proposed formulation, however, the computational time, in the other hand, 

improved substantially in the case of the proposed formulation as illustrated in Table 5.6. 

 

Figure 5.11 Comparison in voltage angle between method [68] and the proposed method 
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Table 5.6 Computational time comparison 

Formulation [68] 

(sec) 

Proposed formulation   

(sec) 

Computational time 

reduction (%) 

45.10 4.25 90.6 

 

 This difference in computational time was caused by the branch and bound process 

in the solution of the MILP problem. Figure 5.12 shows the process of finding the optimal 

solution when using the formulation in [68]. It can be seen the number of nodes explored 

in order to find the solution is huge ≈ 9100 compared to the proposed formulation ≈ 75  

shown in Figure 5.13. The best objective (-0.242) shown in Figures 5.12 and 5.13 are 

related to the total supplied load after reconfiguration which is equal to 24.2 MW.  

 

Figure 5.12 Solution process using formulation [68] 
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Figure 5.13 Solution process of the proposed formulation 

 

It can be stated that, since the formulation in [68] results in slightly more accurate 

solutions, it is recommended to be used in system planning optimization problems where 

fast computational time is not as important as gaining  an accurate solution. In the other 

hand, in operational optimization problems, such as the service restoration problem, the 

computational time is highly crucial and approximation in the results are considered 

accepted up to a certain limit. Thereby, it can be concluded that the proposed formulation 

is more suitable for the purpose of the thesis. 
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5.3 Testing the Prioritizing Methodology 

The objective of this section is to analyze the proposed customer prioritizing 

method. Before illustrating the procedure of testing, it becomes convenient for the reader 

to recall the main equation of the proposed prioritizing methodology as follows: 

𝑃𝐿𝑖(𝑡) = 𝐿𝑐𝑟𝑖𝑡𝑖𝑐
𝑖 (𝑡) +  𝑤𝐸𝑁𝑆 ∗ 𝐿𝐸𝑁𝑆

𝑖,𝑚 (𝑡) + 𝑤𝑆𝐴𝐼𝐷𝐼 ∗ 𝐿𝑆𝐴𝐼𝐷𝐼
𝑖,𝑚     + 𝑤𝑆𝐴𝐼𝐹𝐼 ∗ 𝐿𝑆𝐴𝐼𝐹𝐼

𝑖,𝑚
 

+𝑤𝑐𝑜𝑠𝑡 ∗ 𝐿𝑐𝑜𝑠𝑡
𝑖 (𝑡)                                                                                              (5.3) 

                      𝑤𝐸𝑁𝑆 + 𝑤𝑆𝐴𝐼𝐷𝐼 +𝑤𝑆𝐴𝐼𝐹𝐼 + 𝑤𝑐𝑜𝑠𝑡 = 1                                                (5.4) 

 

𝑃𝐿𝑖(𝑡): is the total priority weight of load i at hour t.  

𝐿𝑐𝑟𝑖𝑡𝑖𝑐
𝑖 (𝑡), 𝐿𝐸𝑁𝑆

𝑖,𝑚 (𝑡), 𝐿𝑆𝐴𝐼𝐷𝐼
𝑖,𝑚 , 𝐿𝑆𝐴𝐼𝐹𝐼

𝑖,𝑚 ,  and 𝐿𝑐𝑜𝑠𝑡
𝑖 (𝑡) are weights associated with each load in the 

system. 

𝑤𝐸𝑁𝑆: is weight of ENS importance 

𝑤𝑆𝐴𝐼𝐷𝐼: is weight of SAIDI importance 

𝑤𝑆𝐴𝐼𝐹𝐼: is weight of SAIFI importance 

𝑤𝑐𝑜𝑠𝑡: is weight of cost importance 

Be reminded that the importance weights are set depending of the utilities decision 

and evaluation. For instance, if the recorder total energy not supplied (ENS) of the utility 

is very high, utilities will pay more attention when restoring the services to the expected 

ENS, thereby, give more weight to 𝑤𝐸𝑁𝑆.  The same applies for all other weights.  Hence, 
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by proving that these weights can be controlled by the utility to improve system reliability, 

the methodology is justified. This is the main goal of this section. Also, a comparison will 

be provided by studying a base case where the restoration is not depending on the presented 

prioritizing method. The prioritizing in this case will be depending only on the load amount 

of each customer where the objective of restoration is to maximum the restored load 

regardless to other factors. This case represents a traditional restoration procedure.  

The case studies that will be presented are based on an entire year microgrid simulation. 

The following steps illustrates the process: 

1) Assume a load type for each load in the IEEE 3 feeder 16 bus system (i.e residential, 

commercial, industrial). 

 Note that each load type has an assumed number of customers taken from [27] 

and an assumed cost of interruption taken from [40]. Loads information are 

shown in Table 5.7. All loads are assumed to be non-critical and not 

participating in DSM programs. 

2) Produce hourly load curves for all loads depending on their type as presented in 

section 2.2.1.  

This is achieved by multiplying the nominal demand for each load by the per 

unit load types yearly curves. Figure 5.14 shows the load curves for the first 

day of the year. These curves simulates the behavior of each load type. 

3) Set values for the importance weights that are appearing in equation (5.4).  

4) Simulate fail and repair incidents as illustrated in section 2.2.5.  
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Similar fail and repair times produced previously are used here and are shown 

in Table 5.8. At each incident, the fault locations is assumed to be at two feeders 

simultaneously in order to causes severe damage to the system. This will 

definitely show the impact of prioritizing more effectively since more loads are 

expected to be disconnected.  

5) Optimize the restoration of the system using the proposed MILP formulation with 

the integration of the prioritizing method.   

This step is done immediately after each fault incident. 

6) Calculate system total ENS, SAIDI, SAIFI, and interruptions cost caused from all 

failure incidents in the simulated year.  

Table 5.7 Load points information 

Load 

Point 

Load 

Type* 

Number of 

Customers 

Cost of Interruption 

per customer  ($/hr) 
Criticality 𝐿𝑐𝑟𝑖𝑡𝑖𝑐

𝑖  

4 1 210 3 0 

5 2 10 750 0 

6 1 210 3 0 

7 1 210 3 0 

8 2 10 750 0 

9 2 10 750 0 

10 3 1 15000 0 

11 1 210 3 0 

12 2 10 750 0 

13 2 10 750 0 

14 3 1 15000 0 

15 3 1 15000 0 

16 3 1 15000 0 

 *1: residential 2: commercial 3: Industrial  
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Figure 5.14 Load curves for each load type 

 

Table 5.8 Intruption information 

Fault No. Date From To Faulted 

Feeders 

1 June 15 06:00 a.m. 10:00 a.m. 1-4,2-8 

2 July 9 03:00 a.m. 10:00 a.m. 1-4,10-13 

3 August 25 03:00 p.m. 08:00 p.m. 2-8,10-13 

4 October 15 10:00 a.m. 03:00 p.m. 1-4,2-8 

5 October 30 09:00 a.m. 12:00 p.m. 1-4,10-13 

6 November 8 09:00 a.m. 03:00 p.m. 2-8,10-13 

 

The case studies considered in this section are summarized in Table 5.9. Case 1 

represents the base case, case 2-6 were obtained using the proposed method. Note that each 

case of cases 3, 4, 5, and 6 will have one dominant importance weight among the four in 
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order to clearly observe the effect of each weight separately.  In other words, in each one 

of cases 3-6, the objective is set to minimize only one measure among ENS, SAIDI, SAIFI, 

and cost of interruption. 

Table 5.9 Case studies 

Case No. Method of 

restoration 

prioritizing 

    𝒘𝑬𝑵𝑺 𝒘𝑺𝑨𝑰𝑫𝑰 𝒘𝑺𝑨𝑰𝑭𝑰 𝒘𝒄𝒐𝒔𝒕 

1 Base Case N/A N/A N/A N/A 

2 
 

Proposed Method 

 

0.25 0.25 0.25 0.25 

3 1 0 0 0 

4 0 1 0 0 

5 0 0 1 0 

6 0 0 0 1 

 

All previously mentioned faults in Table 5.8 are studied and applied at teach case 

in Table 5.9 yielding 3 a total of 36 restoration simulation. Note that the pre-fault system 

configuration was taken to be the optimal for loss reduction obtained in section 5.1. Also, 

the radiality constraint holds in all restoration process. The comparison between all cases 

will be based on system total ENS, SAIDI, SAIFI, and interruptions cost for the simulated 

year.  The restoration optimization result for each case are shown in Tables 5.10-5.15 

including the switching configuration and the recorded ENS, SAIDI, SAIFI and Cost of 

interruption for each fault incident. Moreover, Figures 5.15-5.18 show a comparison 

between all cases in terms of total ENS, SAIDI, SAIFI, and cost of interruption. These 

values are tabulated in Table 5.16 with the indication of maximum improvement achieved 

by using the proposed method.   

 



 

150 

 

Table 5.10 Case 1 simulation results 

Fault 

No. 

Switches to be 

open after 

restoration 

Lost load 

points 

ENS 

(MWh) 

SAIDI 

(hrs) 

SAIFI COST 

($) 

cpu 

time 

1 𝑆1,4, 𝑆2,8, 𝑆5,11 4,6,8,10,12 29.3 1.973 0.493 125,040 7.23 

2 𝑆1,4, 𝑆3,13, 𝑆7,16 4,6,7,11,15 21.87 6.585 0.941 122,640 3.63 

3 𝑆2,8, 𝑆3,13, 𝑆10,14 8,11,12 35.95 1.286 0.257 78,150 5.48 

4 𝑆1,4, 𝑆2,8, 𝑆9,11 4,6,8,11,12 52.44 3.635 0.727 84,450 9.23 

5 𝑆1,4, 𝑆4,6, 𝑆3,13 5,6,7,11,13,15 26.11 2.185 0.728 95,670 5.42 

6 𝑆2,8, 𝑆3,13, 𝑆13,15 8,10,12,13,14 70.87 0.215 0.036 315,000 4.5 

Total - 29 236.5 15.88 3.182 820,950 35.5 

  

Table 5.11 Case 2 simulation results 

Fault 

No. 

Switches to be 

open after 

restoration 

Lost Load 

Points 

ENS 

(MWh) 

SAIDI 

(hrs) 

SAIFI COST 

($) 

cpu 

time 

1 𝑆1,4, 𝑆2,8, 𝑆4,5 5,9,12 24.84 0.134 0.034 90,000 4.11 

2 𝑆1,4, 𝑆3,13, 𝑆7,16 9,12 17.48 0.157 0.022 105,000 3.25 

3 𝑆2,8, 𝑆3,13, 𝑆13,14 8,9 36.04 0.112 0.022 75,000 2.64 

4 𝑆1,4, 𝑆2,8, 𝑆9,11 5,8,9 53.74 0.168 0.034 112,500 1.81 

5 𝑆1,4, 𝑆6,7, 𝑆3,13 5,12,13,16 36.54 0.104 0.035 112,500 3.45 

6 𝑆2,8, 𝑆3,13, 𝑆13,14 8,9,12 81.9 0.201 0.034 135,000 3.95 

Total - 17 250.5 0.876 0.18 630,000 19.2 

 

Table 5.12 Case 3 simulation results 

Fault 

No. 

Switches to be 

open after 

restoration 

Lost Load 

Points 

ENS 

(MWh) 

SAIDI 

(hrs) 

SAIFI COST 

($) 

cpu 

time 

1 𝑆1,4, 𝑆2,8, 𝑆8,9 5,9,12 24.84 0.134 0.034 90,000 5.69 

2 𝑆1,4, 𝑆3,13, 𝑆6,7 5,13,15 12.04 0.164 0.023 210,000 3.08 

3 𝑆2,8, 𝑆3,13, 𝑆10,14 8,11,12 35.95 1.286 0.257 78,150 5.2 

4 𝑆1,4, 𝑆2,8, 𝑆9,11 4,6,8,11,12 52.44 3.635 0.727 84,450 3.19 

5 𝑆1,4, 𝑆7,16, 𝑆3,13 4,5,7,11,13,15 26.11 2.185 0.728 95,670 5.17 

6 𝑆2,8, 𝑆3,13, 𝑆8,9 7,8,12,13,14 70.37 1.617 0.27 228,780 11 

Total - 25 221.8 9.022 2.039 787,050 33.4 
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Table 5.13 Case 4 simulation results 

Fault 

No. 

Switches to be 

open after 

restoration 

Lost Load 

Points 

ENS 

(MWh) 

SAIDI 

(hrs) 

SAIFI COST ($) cpu 

time 

1 𝑆1,4, 𝑆2,8, 𝑆5,11 9,10,12,14,15,16 40.11 0.107 0.027 300,000 5.61 

2 𝑆1,4, 𝑆3,13, 𝑆6,7 9,16 19.04 0.086 0.012 157,500 3.09 

3 𝑆2,8, 𝑆3,13, 𝑆13,14 8,9 36.04 0.112 0.022 75,000 3.31 

4 𝑆1,4, 𝑆2,8, 𝑆5,11 5,9,12 55.98 0.168 0.034 112,500 4.36 

5 𝑆1,4, 𝑆4,6, 𝑆3,13 9,10,14,15,16 36.04 0.047 0.016 202,500 2.09 

6 𝑆2,8, 𝑆3,13, 𝑆13,14 9,10,12,14 70.87 0.148 0.025 270,000 2.81 

Total - 22 258.1 0.67 0.135 1,117,500 21.3 

 

Table 5.14 Case 5 simulation results 

Fault 

No. 

Switches to be 

open after 

restoration 

Lost Load 

Points 

ENS 

(MWh) 

SAIDI 

(hrs) 

SAIFI COST ($) cpu 

time 

1 𝑆1,4, 𝑆2,8, 𝑆5,11 9,10,12,14,15,16 40.11 0.107 0.027 300,000 6.05 

2 𝑆1,4, 𝑆3,13, 𝑆6,7 9,16 19.04 0.086 0.012 157,500 2.67 

3 𝑆2,8, 𝑆3,13, 𝑆13,14 8,9 36.04 0.112 0.022 750,00 3.41 

4 𝑆1,4, 𝑆2,8, 𝑆5,11 5,9,12 55.98 0.168 0.034 112,500 4.19 

5 𝑆1,4, 𝑆4,6, 𝑆3,13 9,10,14,15,16 36.04 0.047 0.016 202,500 2.34 

6 𝑆2,8, 𝑆3,13, 𝑆13,14 9,10,12,14 70.87 0.148 0.025 270,000 2.95 

Total - 22 258.1 0.668 0.135 1,117,500 21.6 

 

Table 5.15 Case 6 simulation results 

Fault 

No. 

Switches to be 

open after 

restoration 

Lost Load 

Points 

ENS 

(MWh) 

SAIDI 

(hrs) 

SAIFI COST 

($) 

cpu 

time 

1 𝑆1,4, 𝑆2,8, 𝑆9,11 4,6,7,9,12 30.21 2.908 0.727 67,560 5.17 

2 𝑆1,4, 𝑆3,13, 𝑆7,16 9,12 17.48 0.157 0.022 105,000 3.8 

3 𝑆2,8, 𝑆3,13, 𝑆10,14 9,12 38.04 0.112 0.022 75,000 3.61 

4 𝑆1,4, 𝑆2,8, 𝑆5,11 4,6,9,12 55.05 2.461 0.492 81,300 2.86 

5 𝑆1,4, 𝑆15,16, 𝑆3,13 4,5,6,7,9 38.85 2.181 0.727 50,670 2.58 

6 𝑆2,8, 𝑆3,13, 𝑆13,14 8,9,12 81.9 0.201 0.034 135,000 2.97 

Total - 21 261.5 8.02 2.025 514,530 21 
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Figure 5.15 ENS comparison between all cases - dashed bar for base case - solid bar for proposed 

method 

 

 

Figure 5.16 SAIDI comparison between all cases - dashed bar for base case - solid bar for proposed 

method 
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Figure 5.17 SAIFI comparison between all cases - dashed bar for base case - solid bar for proposed 

method 

 

Figure 5.18 Interruption cost comparison between all cases - dashed bar for base case - solid bar for 

proposed method 

 

Table 5.16 Summary of results 
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It can be seen from Table 5.16 that by using the proposed prioritizing method in 

restoration, an improvement was recorded in each one of the four measures, ENS, SAIDI, 

SAIFI, and COST. The largest reduction was achieved in SAIDI and SAIFI indices. This 

is due to the fact that the prioritizing in the base case was only depending on the load 

amount regardless to the number of customers. Also, note that the reduction in SAIDI is 

exactly the same as the reduction is SAIFI because they both depend on the number of 

customers. Thereby, minimizing SAIDI will automatically minimize SAIFI with the same 

ration, and vice versa (refer to equations 3.1 and 3.2).  Furthermore, it can be observed 

from comparing case 2 with the base case that by setting equal importance weights for 

ENS, SAIDI, SAIFI and COST, an improvement is achieved in all measures except a small 

increase in ENS. However, case 3 showed an improvement in all four evaluation measures.  

It can be concluded that by using the proposed method and manipulating the 

importance weights, utilities can improve the figure of reliability in restoration. Also, 

utilities can decide and control specifically what measure to be improved in each 

restoration process. Although the proposed method was generally able to improve all 

measures, however, the percent of reduction and the importance weights to be set depend 

Method 

Case No. 

ENS 

(MWh) 

SAIDI 

(hrs) 
SAIFI COST ($) 

Base Case 1 236.5 15.88 3.182 820,950 

Proposed Method 

2 250.5 0.876 0.18 630,000 

3 221.8 9.022 2.039 787,050 

4 258.1 0.668 0.135 1,117,500 

5 258.1 0.668 0.135 1,117,500 

6 261.5 8.02 2.025 514,530 

Max. Reduction 

(%) - 6.2% 95.8% 95.8% 37.3% 
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on the system analyzed and the loads connected.  Thereby, studies must be made for each 

system before applying the method in order to find the optimum weights and the 

corresponding improvement. This topic is listed among possible future work where it is 

required to set the best weights that will guarantee a certain reliability requirement for a 

utility or an individual system.  

5.4 Comparing Conventional Distribution System with Smart Microgrid 

System 

 Two main case studies will be illustrated in this section. One considering a 

conventional distribution system and the other simulating the functioning of a smart 

microgrid. The studies will be applied on the IEEE 3 feeder 16 bus system. All simulated 

faults will be consider to occur during the nominal load value. Also, the MTTR for any 

faulted branch is assumed to be 5 hours. The calculated priority weights for each load are 

shown in Table 5.17. These priority weights were obtained considering equal importance 

weights for ENS, SAIDI, SAIFI, and interruption cost and using the load information 

previously shown in Table 5.7. 

Three faults will be studied in each case simulating three levels of emergency as 

shown in Table 5.18. Note that at fault C, all feeders are disconnected and the system is 

left without any supplied power from the grid. The pre-fault configuration in all cases is 

taken to be the optimal for loss reduction shown in Figure 5.4. Also, the permissible voltage 

limit is taken to be 0.95 ≤ 𝑉 ≤ 1.05. In each fault incident, ENS, SAIDI, SAIFI and the 

interruption cost will be calculated and a comparison between the two main cases will be 

drawn at the end of this section. 
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Table 5.17 Load point priority weights 

Load Point Priority weight 𝑃𝐿𝑖 

4 0.6105 

5 0.2988 

6 0.6105 

7 0.5855 

8 0.3488 

9 0.3988 

10 0.3024 

11 0.5405 

12 0.3738 

13 0.1988 

14 0.3024 

15 0.3024 

16 0.3574 

  

Table 5.18 Fault incidents 

 Location MTTR (hrs) 

Fault A Feeder 1-4 5 

Fault B Feeders 1-4 & 2-8 5 

Fault C Feeders 1-4, 2-8, & 3-13 5 

 

5.4.1 Case 1 – Conventional Distribution System 

 In this case of study, the system is taken to be an ordinary distribution system where 

the following points are assumed:  

1) No DG is connected. 

2) All customers are not participating in any kind of DSM programs. 

3) The radiality constraint holds where no loops are allowed. 

 Fault A: One feeder out of service  
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The configuration of the system after restoration from fault A is shown in Figure 

5.19. The circled loads are those completely shed at the restoration process. Two loads 

where shed, these are load 5 and load 8. In total, 24.4% of the system load was interrupted. 

Although load 4 is further away from the source than the interrupted loads, however, it was 

restored due to its high priority weight compared to loads 5 and 8 (refer to Table 5.17).  

Table 5.19 shows detailed results including the ENS, SAIDI, SAIFI, and total cost 

of interruption of the fault, as well as the optimization computational time. The results of 

voltage magnitudes and angles after restoration are shown in Figures 5.20 and 5.21, 

respectively including the MILP result and actual results from load flow analysis. All bus 

voltages were within the specified permissible limits after the process of restoration. 

 

Figure 5.19 Restoration configuration result - case 1 - fault A 

Table 5.19 Interruption results - case 1 - fault A 

Fault 

Lost Load 

Points 
ENS 

(MWh) 

SAIDI 

(hrs) 
SAIFI 

Interruption 

Cost ($) 

CPU 

time 

(sec) 
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Figure 5.20 Voltage magnitudes - case 1 - fault A 

 

Figure 5.21 Voltage angles - case 1 - fault A 
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The conventional system in this case is at a higher emergency level than the 

previous one due to the loss of two feeders. The obtained configuration of the system after 

restoration using MILP formulation from fault B is shown in Figure 5.22. 40% of the total 

system load was restored where 5 loads were completely shed.   

Table 5.20 shows detailed results including the ENS, SAIDI, SAIFI, and total cost 

of interruption of the fault, as well as the optimization computational time. The results of 

voltage magnitudes and angles after restoration are shown in Figures 5.23 and 5.24. All 

bus voltages were within the specified permissible limits after the process of restoration. 

  

Figure 5.22 Restoration configuration result - case 1 – fault B 

 

Table 5.20 Interruption results - case 1 - fault B 
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Figure 5.23 Voltage magnitudes - case 1 - fault B 

 

Figure 5.24 Voltage angles - case 1 - fault B 
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Fault 
Lost Load 

Points 

ENS 

(MWh) 

SAIDI 

(hrs) 
SAIFI 

Interruption 

Cost ($) 

CPU 

time (sec) 

B 5,8,9,10,12 87.5 0.2293 0.04586 225,000 8.38 
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Fault C: Three feeders out of service  

This case simulates a complete blackout, where all loads in the system are 

disconnected.  Table 5.20 shows detailed results including the ENS, SAIDI, SAIFI, and 

total cost caused from the interruption.   

Table 5.21 Interruption results - case 1 - fault C 

 

This case was studied in order to be used in the comparison part between the 

conventional and the smart microgrid systems. It is desirable to observe how the smart 

microgrid that contains DGs, will operate under the situation of a blackout. 

5.4.2 Case 2 – Microgrid Operation 

 In this case of study, the system is considered to be a smart microgrid where the 

following is assumed: 

1) Two controllable DGs are connected to the system. Their assumed locations, ratings 

and cost of generation are shown in Table 5.22. Their total size is 38.5% of total 

system load. 

2) Residential loads 4, 6, 7, and 11 are assumed to be participating in curtailment 

programs where, instead of totally shedding their loads, there loads can be 

controlled and reduced up to a certain limit as shown in Table 5.23. The curtailment 

is associated with an assumed cost per MWh of curtailment as shown in Table 5.23. 

3) Meshed operation is allowed.  

Fault 
Lost Load 

Points 

ENS 

(MWh) 

SAIDI 

(hrs) 
SAIFI 

Interruption 

Cost ($) 

CPU 

time (sec) 

C All Loads 143.5 5 1 500,100 - 
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4) Islanding mode operation is allowed.  

Table 5.22 Connected DGs data 

DG Location Rated (MVA) 
Cost of Operation 𝑪𝒌

𝑫𝑮 

($/MWh) 

1 Node 9 7 150 

2 Node 16 5 100 

 

Table 5.23 Curtailed loads data 

DSM Node Max. Curtailment (%) of 

nominal load value 
Cost of Curtailment 𝐂𝐤

𝐋𝐂  

($/MWh) 

Node 4 25 200 

Node 6 25 200 

Node 7 25 200 

Node 11 25 200 

 

The same fault incidents shown in Table 5.18 are assumed in this case. Note that 

the weights of the objective function (4.153) related to the DGs and LC cost were assigned 

to be equal and very low compared to the weight of the other objective function that is 

related to load priorities (𝜔𝐷𝐺,𝑐𝑜𝑠𝑡
𝑂𝑏𝑗

= 𝜔𝐿𝐶,𝑐𝑜𝑠𝑡
𝑂𝑏𝑗

)<<𝜔𝑝𝑟𝑖𝑜𝑟𝑖𝑡𝑦 
𝑂𝑏𝑗

. Assigning the exact weights 

will depend on the user decision and how important is restoring loads compared to the cost 

of operation. However, since the main purpose of this thesis is self-healing, and restoring 

customers is highly crucial, this approach was considered. This will guarantee the 

restoration of as much customers as possible. The cost of DGs and LC is by that, considered 

as a second level of optimization.  
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Fault A: One feeder out of service  

The configuration of the microgrid system after restoration from fault A is shown 

in Figure 5.25. All loads where completely restored without the need of curtailment or DGs 

active power output. As can be seen from Table 5.24, the DGs where used only to supply 

reactive power and to enhance the voltage profile of the microgrid to be within the 

permissible limits. Thereby, the operational cost of the DGs is equal to zero since there 

cost is assumed to be dependent on only active power output. As indicated in Table 5.25, 

zero ENS, SAIDI, SAIFI, and interruption cost was recorded since all loads were 

completely restored. Both bus voltage magnitudes and angles after restoration are shown 

in Figures 5.26 and 5.27, respectively. 

 

Figure 5.25 Restoration configuration result - Case 2 – Fault A 
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Table 5.24  DG outputs – case 2 – fault A 

 

DG Active 

Power 

Output 

(MW) 

DG 

Reactive 

Power 

Output 

(MVAR) 

DG Apparent 

Power Output 

(MVA) 

Total DGs 

Operational Cost 

across MTTR ($) 

DG 1 0 3.7 3.7 0 

DG 2 0 3.2 3.2 0 

Total 0 6.9 6.9 0 

 

Table 5.25 Interruption results - case 2 - fault A 

 

 

Figure 5.26 Voltage magnitudes - case 2 - fault A 
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Figure 5.27 Voltage angles - case 2 - fault A 

 

Fault B: Two feeders out of service  

The configuration of the microgrid system after restoration from fault B is shown 

in Figure 5.28. Nodes with a line crossing them represent curtailed customers. In this case, 

load 9 was disconnected and both DGs where operating near their maximum power limits 

as can be seen from Table 5.26. Moreover, residential loads participating in curtailment 

programs were all curtailed up to the maximum limit as shown in Table 5.27.  

Table 5.28 shows detailed reliability results including the ENS, SAIDI, SAIFI, and 

total cost of interruption of the fault, as well as the optimization computational time. The 

total operational cost is also indicated in Table 5.28 which is the combination of DGs output 

and the load curtailment cost. Note that there is a difference between the interruption cost 

and the cost of curtailment. The former is considered much greater, and it depends on the 

duration of the interruption. This basically represents the loss of economic activities or loss 
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of comfort caused from the interruption. However, the latter cost represents the 

compensation provided form the utility to the curtailed customers and it depends on the 

energy not served.  The results of voltage magnitudes and angles after restoration are shown 

in Figures 5.29 and 5.30. All bus voltages were within the specified permissible limits after 

the process of restoration. 

 

Figure 5.28 Restoration configuration result - case 2 – fault B 

 

 

 

 



 

167 

 

 

 

 

Table 5.26 DG outputs – case 2 – fault B 

 
DG Active 

Power Output 

(MW) 

DG Reactive 

Power Output 

(MVAR) 

DG Apparent 

Power Output 

(MVA) 

Total DGs 

Operational Cost 

across MTTR ($) 

DG 1 5.4 4.4 7 4,050 

DG 2 2.9 4 4.9 1,450 

Total 8.3 8.4 11.9 5,500 

 

Table 5.27 Curtailment data – case 2 – fault B 

 Curtailed 

Power (MW)  

Curtailment % 

of Nominal 

Load 

Total Curtailment 

Cost across MTTR ($) 

Load 4 0.5 25 500 

Load 6 0.5 25 500 

Load 7 0.37 24.7 370 

Load 11 0.15 25 150 

Total 0.55 - 1,520 

 

Table 5.28 Interruption results - case 2 - fault B 

 

Fault 

Lost 

Load 

Points 

ENS 

(MWh) 

SAIDI 

(hrs) 
SAIFI 

Interruption 

Cost ($) 

Operational 

Cost ($) 

CPU 

time 

(sec) 

B 9 27.75 0.0559 0.0112 37,500 7,020 4.78 
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Figure 5.29 Voltage magnitudes - case 2 - fault B 

 

 

Figure 5.30 Voltage angles - case 2 - fault B 
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Fault C: Three feeders out of service  

In this case, all feeders are out of service and the DGs are considered the only 

available source of energy. Be reminded that both DGs are assumed to be controllable in 

terms of active and reactive power, thereby, they are able to control their bus voltage as 

well. After the occurrence of fault on the three feeders, simultaneously, the system was 

isolated from the grid and operated in islanding mode as can be seen from configuration of 

the microgrid system after restoration in Figure 5.31. Due to the fact that this is a high 

emergency situation, both DGs were operating at their rated limits as seen in Table 5.29. 

Five loads where completely shed out summing to be 61% of total system load. Also, all 

residential loads faced an action of curtailment as illustrated in Table 5.30. It can be seen 

from Table 5.30 that some loads still have allowable range of curtailment since the 

maximum is set to 25% of nominal load. However, the total remaining allowed curtailment 

from all residential loads sums to be 0.13MW which cannot satisfy any disconnected load. 

Thereby, in order to minimize the operational cost, this remaining amount was not 

curtailed.  

Table 5.31 shows detailed reliability results including the ENS, SAIDI, SAIFI, and 

total cost of interruption of the fault, as well as the optimization computational time. Also, 

the operational cost is indicated in the same table.  The results of voltage magnitudes and 

angles after restoration are shown in Figures 5.32 and 5.33, respectively. It can be observed 

that the variation in voltage magnitude is less than the previous cases since only 34% of 

total loads are supplied. Another reason is that sources now are near load points which 
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minimizes the voltage drops. This simulates one of the important advantages of DGs in a 

microgrid system.  

 

Figure 5.31 Restoration configuration result - case 2 – fault C 

 

Table 5.29 DG Outputs – case 2 – fault C 

 
DG Active 

Power Output 

(MW) 

DG Reactive 

Power Output 

(MVAR) 

DG Apparent 

Power 

Output 

(MVA) 

Total DGs 

Operational Cost 

across MTTR ($) 

DG 1 5.3 4.5 7 3,975 

DG 2 4.6 1.9 5 2,250 

Total 9.9 6.4 12 6,225 
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Table 5.30 Curtailment data – case 2 – fault C 

 Curtailed 

Power (MW)  

Curtailment % 

of Nominal 

Load 

Total Curtailment 

Cost across MTTR ($) 

Load 4 0.5 25 500 

Load 6 0.4 20 400 

Load 7 0.37 24.7 370 

Load 11 0.12 20 120 

Total 1.39 - 1,390 

 

Table 5.31 Interruption results - case 2 - fault C 

 

 

Figure 5.32 Voltage magnitudes - case 2 - fault C 

0.94

0.95

0.96

0.97

0.98

0.99

1

1.01

1.02

1.03

1.04

1.05

1.06

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16

V
o

lt
ag

e 
M

ag
n

it
u

d
e 

(p
.u

.)

Bus Number

Real Value MILP Result

Fault 

Lost Load 

Points 
ENS 

(MWh) 

SAIDI 

(hrs) 
SAIFI 

Interruption 

Cost ($) 

Operational 

Cost ($) 

CPU 

time 

(sec) 

C 5,8,9,12,13 94.45 0.2796 0.0559 187,500 7,615 4.73 
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Figure 5.33 Voltage angles - case 2 - fault C 

 

A comparison in terms of the total ENS, SAIDI, SAIFI, and associated cost between 

the conventional and microgrid cases is shown in Figures 5.34 – 5.37. The associated cost 

in the case of the microgrids includes both, the interruption cost and the operational cost 

together. In total, the microgrid case showed a remarkable reduction of 54.06%, 93.72%, 

93.72%, and 70.05% in terms of ENS, SAIDI, SAIFI, and associated cost, respectively, as 

indicated in Table 5.32. For sure, these percentages can be further controlled and 

manipulated by utilizing the proposed prioritization method.  
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Figure 5.34 ENS comparison 

 

Figure 5.35 SAIDI comparison 
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Figure 5.36 SAIFI comparison 

 

Figure 5.37 Associated cost comparison 
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Table 5.32 Coparison between case 1 and case 2 

 ENS 

(MWh) 

SAIDI 

(hrs) 

SAIFI Associated 

Cost ($) 

Case 1 : Conventional 

System 

266 5.3412 1.06823 800,100 

Case 2: Smart Microgrid 122.2 0.3355 0.0671 239,635 

Total Reduction 54.06 % 93.72 % 93.72 % 70.05 % 

 

It can be seen clearly from all previous cases that the restoration process was more 

successful in the microgrid system compared to the conventional distribution system. By 

including 2 DGs in the system, utilizing curtailment programs, and allowing meshed 

operation, the reliability of restoration was substantially improved. When one feeder was 

interrupted in fault A, two loads where lost in the conventional system case with ENS of 

35MWh. In the other hand, the microgrid in fault A was able to supply all loads without 

any operational cost since the two DGs did not provide any active power and all curtailable 

loads where 100% served.  This was achieved by allowing the meshed network operation 

and enhancing the voltage profile by injecting reactive power from the DGs. Note that the 

total DGs size was only 35.8% of total system load. If these sizes where to be increased, 

further improvement will surely be observed in the restoration process. Thereby, it can be 

confidently stated that considering the operation of a smart microgrid will defiantly 

increase the reliability and resilience of the system and may avoid several expected 

interruption. 
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5.5 Sensitivity Analysis 

 In this section, a single fault incident will be applied to the previously illustrated 

microgrid system. Then, the restoration optimization will be achieved several times 

considering different weights for the multi-objective function where the importance of 

restoring loads, DGs cost, and curtailment cost will be interchanged in each studied case. 

Note that similar DGs information and curtailable loads information shown in Tables 5.22 

and 5.23, respectively, are utilized in this section. However, the maximum allowable 

curtailment percentage is increased to be 50%, instead of 25%, for all curtailable loads.  

In all cases, the pre-fault configuration of the system is taken to be the optimal for 

loss reduction shown in Figure 5.4. The applied fault information are shown in Table 5.33. 

Also, the priority weights considered for each load point are similar to those shown in Table 

5.17.  

Table 5.33 Fault information 

 Location MTTR (hrs) 

Fault  Feeders 1-4 & 3-13 5 

 

 The case studies considered in this section are illustrated in Table 5.34. Note that 

the objective of restoring loads was given a high weight in all cases. This is because low 

weight will yield not restoring loads since the optimization process will concentrate more 

on minimizing DGs and LC cost.   Table 5.34 shows the restoration results for each case 

including switches to be open, lost load points, summation of priority weights for restored 

loads, total operational DGs cost and total load curtailment cost. Moreover, Tables 5.36 
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and 5.37 contain detailed information about the DGs output and load curtailed, 

respectively, for all cases. 

Table 5.34 Cases of sensitivity study 

Case No. Weight of First 

Objective: 

Restoring Loads 

based on Priorities 

𝝎𝒑𝒓𝒊𝒐𝒓𝒊𝒕𝒚
𝑶𝒃𝒋

 

Weight of Second 

Objective: DGs 

Operational Cost 

𝝎𝑫𝑮 𝒄𝒐𝒔𝒕
𝑶𝒃𝒋

 

Weight of Third 

Objective: Load 

Curtailment Cost 

𝝎𝑳𝑪 𝒄𝒐𝒔𝒕
𝑶𝒃𝒋

 

1 0.7 0.15 0.15 

2 0.7 0.25 0.05 

3 0.7 0.05 0.25 

 

Table 5.35 Restoration results for sensitivity cases of study 

 

Case 

No. 

Switches to 

be open 

after 

Restoration 

Lost 

Load 

Points 

Total Priority 

Weights of 

Restored 

Loads 

Total DGs 

Operational 

Cost across 

MTTR ($) 

Total Load 

Curtailment 

Cost across 

MTTR ($) 

CPU 

time 

1 𝑆1,4, 𝑆3,13 5, 12 4.558 2727.5 0 6.78 

2 𝑆1,4, 𝑆3,13 5, 9 4.533 1245 1750 7.38 

3 𝑆1,4, 𝑆3,13 9 4.8318 5820 0 5.25 

 

Table 5.36 DGs operation information 

Case No. DG 
Active Power 

Output (MW) 

Reactive Power 

Output (MVAR) 

Operational Cost across 

MTTR ($) 

1 
DG1 0.59 5.08 442.5 

DG2 4.57 1.89 2285 

2 
DG1 0 1.17 0 

DG2 2.49 2.56 1245 

3 
DG1 5.02 4.81 3765 

DG2 4.11 2.75 2055 
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Table 5.37 Load curtailment information 

Case 

No. 

Load 

Point 

Curtailed 

Power (MW) 

Curtailment % of 

Nominal Load 

Curtailment Cost across 

MTTR ($) 

1 

4 0 0 0 

6 0 0 0 

7 0 0 0 

11 0 0 0 

2 

4 0 0 0 

6 1 50 1000 

7 0.75 50 750 

11 0 0 0 

3 

4 0 0 0 

6 0 0 0 

7 0 0 0 

11 0 0 0 

 

 It can be observed from the results that when choosing equal weights for DGs and 

LC cost in case 1, no load curtailment occur.  This was expected since the assumed cost 

for LC is higher than the cost of DGs. Thereby, operating DGs was preferable by the 

optimization process than curtailing loads. However, load curtailment was present at case 

2 when the weight of DGs cost was higher than the weight of LC cost.  Moreover, lower 

weight for DGs cost at case 3 increased the DGs power output compared to case 1 and 2 

which resulted in restoring more load points.  
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CHAPTER 6  

CONCLUSIONS AND REMARKS 

6.1 Summary  

In this study, a smart self-healing strategy for electrical microgrids was presented 

that was able to provide the optimal solution in terms of DGs output, amount of load 

curtailment, and system configuration. Also, a priority listing method was proposed that 

ranks loads depending on their cost of interruption, system reliability indices, and load 

management programs. The prioritization strategy was first implemented and studied on 

RBTS Bus 4 distribution system. Then, at later stage in section 5.3, it was integrated into 

the proposed MILP formulation and was examined on the IEEE 16 bus distribution system.  

At the first stage of this thesis in chapter 2, system reliability and restoration was 

assist based on two main case studies. A local load study and a system study. In the local 

load study, the reliability of customers, including residential, commercial, and industrial 

sectors, was examined in four stages. The first stage consisted of the loads connected only 

to the utility. In the second stage, hybrid wind turbines and PV panels were integrated into 

the system. The third stage included the DSM and in the fourth stage DSM was included 

along with the hybrid renewable system. At each stage, the reliability was assessed in terms 

of unavailability in hours and ENS. In the second case of chapter 2, the impact of LM and 

the integration of renewable energy on the system restoration process was studied. Two 

faults on two different locations of the RBTS-BUS2 distribution system were simulated. 
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Several scenarios were analyzed by connecting different hybrid system sizes and by 

interchanging the LM factors. SAIFI, SAIDI and ENS indices of the system were obtained 

at each incident case. The voltage profiles were also examined in order to test system 

restoration capability.   

The load prioritization method for MG systems was proposed in chapter 3. The 

method prioritizes all loads in the system by assigning calculated weights that depend on 

two levels. The first level classifies critical loads and the second level specifies four 

prioritization criteria. These criteria consist of the load effect on system ENS, the load 

effect on the SAIDI metric, the load effect on the SAIFI metric, and the cost of load 

interruption. The RBTS Bus 4 distribution system was used as an implementation model 

and was tested for two cases in which LPs were prioritized under different scenarios. The 

results demonstrate that the proposed load prioritization method is dynamic in time and 

takes into consideration the ENS, SAIDI, and SAIFI metrics and different load costs of 

interruption. Moreover, the methodology is capable of including customers participating 

in DSM programs as well as representing critical loads such as schools and hospitals 

In chapter 4, system modeling and the mathematical formulation of the smart self-

healing technique for electric microgrids was proposed. Three main control variables 

where considered which are, system configuration, DGs power output and amount of load 

curtailment. Several linearization techniques were utilized in order to model the non-linear 

behavior of the electric system as a MILP problem which then can be solved 

mathematically. The model takes into account controllable and non-controllable DGs, 

curtailable and non-curtailable loads, and switchable and non-switchable branches. 
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Although microgrids are expected to operate in a meshed manner, however, the radiality 

constraint was modeled to simulate the conventional distribution system which was then, 

compared with the microgrid system in terms of reliability of service restoration. 

Chapter 5 was divided into four main case studies. Formulation verification, 

comparison based study, integrating and examining the proposed priority method, and 

finally, comparing the operation and restoration efficiency of a conventional distribution 

system and a smart microgrid.  

6.2 Conclusions  

From the results of the case studies presented in this thesis, the following can be 

concluded: 

 With few modifications, the proposed MILP formulation was able to find the 

optimal configuration for loss minimization of the IEEE 16 bus system, as have 

been illustrated in section 5.1. 

 Compared to formulation in [68], the proposed MILP formulation minimized the 

required integer constraints which expedited the optimization solution. In the 

comparison based study presented in section 5.2, it was shown that both 

formulation produced similar results. However, the proposed formulation reduced 

the computational time by 90.6% compared to formulation [68]. Moreover, the 

proposed formulation was able to find the optimum solution by exploring only 75 

nodes compared to 9100 nodes when using the formulation in [68].  

 By using the proposed load prioritizing method in load restoration, a reduction of 

6.2%, 95.8%, 95.8%, and 37.3% in system ENS, SAIDI, SAIFI, and cost of 
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interruption, respectively, was achieved compared to the case when restoring the 

system without utilizing the proposed prioritizing method as was shown in section 

5.3. Furthermore, the improvement of ENS. SAIDI, SAIFI, and minimizing 

interruption cost can be controlled by interchanging the presented importance 

weights. 

 It was found from the three case studies presented in section 5.4 that the restoration 

process was more successful in the microgrid system compared to the conventional 

distribution system. By installing 2 DGs in the system with total size of 38.5% of 

system load, allowing meshed operation, and including curtailable customers, 

remarkable improvements in service restoration was recorded. Compared to the 

conventional system case, the microgrid reduced the resultant ENS, SAIDI, SAIFI, 

and interruption cost by 54.06%, 93.72%, 93.72%, and 70.05%, respectively.  

 In the case of a one feeder outage, the conventional system lost 2 loads. However, 

the microgrid was able to restore all loads in the system by producing only reactive 

power from the connected DGs, and by that, improving the system voltage profile.  

 In the case study with all feeders out of service, the conventional system faced a 

blackout losing all connected loads. However, the microgrid was able to operate in 

an islanded mode operating the DGs to their full limit and restoring around 38% of 

system total load.  
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6.3 Contributions 

 The main contributions of this thesis are summarized as follows: 

 Proposing a load priority model that: 

o  Encounters several prioritizing factors. 

o  Flexible and can be controlled to satisfy the user requirements.   

o  Improves system reliability and restoration efficiency. 

 Proposing a MILP restoration model for microgrids that: 

o  Models DGs active and reactive power outputs. 

o  Models loads participating in LM programs. 

o  Minimizes the branch and bound process in finding the optimal solution by 

decreasing integer variables. 

o  Minimizes the computational time. 

o  Controls the objective of the restoration to meet utilities requirements. 

6.4 Future Work  

As the path of research never ends, the following are topics suggested for future work: 

 Optimizing the importance weights that were introduced in chapter 3 regarding the 

priority list method in order to provide the user or the utility with a general platform 

that can assure the best results relating to service restoration.  

 Building several other self-healing strategies based on other optimization methods 

such as artificial intelligence and heuristic algorithms and to report a general 

comparison between these methods and the proposed mathematical programming 

method in terms of optimality simplicity, and computational time.  
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APPENDICES  

A.1 Chronological Load Modeling Data 
 

 

Table A.1 Weekly load peak fractions [21] 

Week Weekly Percentage Week Weekly Percentage 

1 0.922 27 0.815 

2 0.96 28 0.876 

3 0.938 29 0.861 

4 0.894 30 0.94 

5 0.94 31 0.782 

6 0.901 32 0.836 

7 0.892 33 0.86 

8 0.866 34 0.789 

9 0.8 35 0.786 

10 0.797 36 0.765 

11 0.775 37 0.84 

12 0.787 38 0.755 

13 0.764 39 0.784 

14 0.81 40 0.784 

15 0.781 41 0.803 

16 0.86 42 0.804 

17 0.814 43 0.86 

18 0.897 44 0.941 

19 0.93 45 0.945 

20 0.94 46 0.969 

21 0.916 47 1 

22 0.871 48 0.95 

23 0.96 49 0.975 

24 0.947 50 0.97 

25 0.956 51 0.98 

26 0.921 52 0.99 
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Table A.2 Daily fraction of the residential, commercial, and industrial peak load [21] 

Day Residential Commercial Industrial 

Monday 0.96 1 1 

Tuesday 1 1 1 

Wednesday 0.98 1 1 

Thursday 0.96 1 1 

Friday 0.97 1 1 

Saturday 0.83 1 1 

Sunday 0.81 1 1 

 

 

Table A.3 Hourly fraction of the residential, commercial, and industrial peak load [21] 

Hour Average Residential Day Average  Commercial Day Industrial 

1 0.55 0.01 0.337 

2 0.5 0.01 0.337 

3 0.43 0.01 0.337 

4 0.37 0.01 0.337 

5 0.36 0.01 0.337 

6 0.38 0.03 0.337 

7 0.385 0.04 1 

8 0.425 0.25 1 

9 0.45 0.85 1 

10 0.55 0.9 1 

11 0.6 0.91 1 

12 0.7 0.92 1 

13 0.7 0.985 1 

14 0.75 0.975 1 

15 0.75 0.88 1 

16 0.75 0.865 1 

17 0.8 0.89 1 

18 0.85 0.9 1 

19 0.85 0.9 1 

20 0.86 0.64 1 

21 0.86 0.6 1 

22 0.8 0.42 1 

23 0.75 0.4 1 

24 0.65 0.025 1 
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A.2 Linearization Methods                                      

The general formulation of any Mixed Integer Linear Programming (MILP) 

problem with number of control variables equal to 𝑁𝑣𝑎𝑟 is as follows: 

                                                                                 𝑚𝑖𝑛
𝑥
𝑓𝑇𝑥                                                      (A. 1) 

𝑠. 𝑡  

𝐴𝑖𝑛𝑥 ≤ 𝐵𝑖𝑛 

𝐴𝑒𝑞𝑥 = 𝐵𝑒𝑞 

𝑥𝑖 𝑎𝑟𝑒 𝑖𝑛𝑡𝑒𝑔𝑒𝑟𝑠 ∀ 𝑖 ∈  Γ𝑖𝑛𝑡𝑒𝑔𝑒𝑟𝑠  

where 

 𝑓: is a row vector of length 𝑁𝑣𝑎𝑟 representing the objective function. 

𝑥: is a row vector of length 𝑁𝑣𝑎𝑟 containing the control variables of the problem. 

𝐴𝑖𝑛: is an 𝑁𝑖𝑛 ×𝑁𝑣𝑎𝑟 matrix. 

𝐵𝑖𝑛: is a row vector of length 𝑁𝑖𝑛. 

𝑁𝑖𝑛: is the number of inequality constraints in the problem. 

 𝐴𝑒𝑞: is an 𝑁𝑒𝑞 ×𝑁𝑣𝑎𝑟 matrix. 

𝐵𝑒𝑞: is a row vector of length 𝑁𝑒𝑞. 

𝑁𝑒𝑞: is the number of equality constraints in the problem. 

Γ𝑖𝑛𝑡𝑒𝑔𝑒𝑟𝑠: is the set of variables that must take an integer value. 
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It is obvious from the previous formulation (A.1) that in an MILP problem, the 

objective function and all constraints must be linear. Thereby, in order to model the 

microgrid restoration optimization and the system behavior, which is non-linear in nature, 

as an MILP problem, different reformulation and linearization methods must be applied.  

There exists several reformulation and approximation methods that model and 

linearize non-linear relations and equations. The accuracy of such approximation can be 

controlled by parameters that are introduced in the reformulation techniques. In this 

section, four well known methods are illustrated. These methods will be later utilized in 

modeling the electric system behavior and microgrid restoration optimization as an MILP 

problem. The explanation of those methods in this section will be general for any 

optimization problem and they are related to the thesis purpose in the mathematical 

formulation of the proposed self-healing technique in section 4.3.  

A.2.1 Disjunctive or Decision Constraints 

Several optimization problems include types of constraints that may or may not be 

considered depending on an axillary binary control variable. For instance, suppose that the 

constraint ∑ 𝑎𝑖. 𝑥𝑖 ≤ 𝑏𝑖  is only considered when the binary control variable 𝑐 is equal to 1. 

Otherwise, when 𝑐 = 0, the constraint is relaxed. The modeling of such constraint can be 

achieved by including the constant 𝑀 in the constraint as follows [70]: 

                ∑𝑎𝑖 . 𝑥𝑖 − 𝑏 ≤ 𝑀(1 − 𝑐)

𝑖

                                                   (A. 2) 

If the numerical value of 𝑀 is ensured to be always greater than ∑ 𝑎𝑖 . 𝑥𝑖 − 𝑏𝑖 , the 

preceding constraint is then controlled by the binary variable 𝑐.  
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A.2.2 Polygonal Inner-Approximation 

Suppose that it is required to include the following constraint in an MILP problem: 

                                                     𝑥1
2 + 𝑥2

2 ≤ 𝑟2                                                             (A. 3)                                                                          

Where 𝑥1 and 𝑥2 are control variables and 𝑟 is a constant. It is obvious that this 

constraint is non-linear and must be re-formulated to be incorporated in the MILP problem.  

A technique which was used in [71] is to approximate the circle of  𝑥1
2 + 𝑥2

2 = 𝑟2 

as a regular polygonal. Assuming that 𝑟 = 1, the polygonal approximation of the circle of  

𝑥1
2 + 𝑥2

2 = 1 with different number of edges is shown in Figure A.1.   

 

Figure A.1 Polygonal inner approximation for a circle with radius=1 considering different number of 

edges 

It can be seen from Figure A.1 that the approximation becomes more accurate as 

the number of polygonal edges increase. Note that any polygonal can be represented by a 
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finite number of lines which can be then represented as linear equations. Hence, the 

constraint in (A.3) can be linearly re-formulated considering a polygonal with 𝐸 edges as 

follows:  

                                         𝑥1
𝑝
. 𝑥1 + 𝑥2

𝑝
. 𝑥2 ≤ 𝑟2            ∀ 𝑝 ∈ {1,2, …… , 𝐸}                (A. 4) 

Where the coefficients 𝑥1
𝑝
 and 𝑥2

𝑝
 can be found as: 

                                          𝑥1
𝑝
= 𝑟. cos [(𝑝 − 0.5).

2𝜋

𝐸
]                                                   (A. 5) 

                                          𝑥2
𝑝
= 𝑟. sin [(𝑝 − 0.5).

2𝜋

𝐸
]                                                    (A. 6) 

It is worth mentioning that there is a tread off between the accuracy and the 

computational performance whereas 𝐸 increase, the approximation becomes more accurate 

but the number of constraint is also increased.  Polygonal approximation with 𝐸 edges 

require 𝐸 constraints.  

The probability of an error in this approximation can be calculated as the difference 

in percentage between the area of the circle 𝐴𝑐 and the area of the polygonal 𝐴𝑝 as follows: 

𝑒𝑟𝑟𝑜𝑟 𝑝𝑟𝑜𝑏𝑎𝑏𝑖𝑙𝑖𝑡𝑦 =
𝐴𝑐 − 𝐴𝑝

𝐴𝑐
× 100%                                                   (A. 7) 

Where  

𝐴𝑐 = 𝜋𝑟
2                                                                       (A. 8) 

  𝐴𝑝 =
𝐸𝑟2

2
sin (

2𝜋

𝐸
)                                                             (A. 9) 
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Figure A.2 plots the error probability versus the number of considered edges. Note 

that this plot is fixed regardless of the circle radius to be approximated since the ratio in 

(A.7) will cancel the term 𝑟2. 

It can be seen from Figure A.2 that the probability of an error decreases 

exponentially as we increase the number of edges where an acceptable approximation 

would be in range of 𝐸 > 35. The exact value of 𝐸 will depend on the desired accuracy of 

approximation.  

 

Figure A.2 Error probability in polygonal inner approximation 

A.2.3 Linear Envelopes for Bilinear Products 

A bilinear product is defined as the product of two continuous control variables 

such as 𝑥1. 𝑥2. This product is for sure non-linear and must be re-formulated in a linear 

fashion to be included in the MILP problem. A possible method is to replace the product 

by an auxiliary variable, say 𝑢, and then limit the value of 𝑢 by linear constraints that 



 

191 

 

represent an envelope and are functions of  𝑥1 and 𝑥2. Certainly, as the envelope becomes 

tighter, the approximation error is reduced.  

In this thesis, McCormick’s envelope [72] is considered which is known to be the 

tightest possible envelope representing a bilinear product. Assuming that 𝑥1 is bounded in 

the interval 𝑥1
𝑚𝑖𝑛 ≤ 𝑥1 ≤ 𝑥1

𝑚𝑎𝑥  and 𝑥2
𝑚𝑖𝑛 ≤ 𝑥2 ≤ 𝑥2

𝑚𝑎𝑥  , then McCormick’s envelope can 

be linearly defined as follows:  

𝑥1
𝑚𝑖𝑛. 𝑥2 + 𝑥2

𝑚𝑖𝑛. 𝑥1 − 𝑥1
𝑚𝑖𝑛. 𝑥2

𝑚𝑖𝑛 ≤ 𝑢                                             (A. 10) 

𝑥1
𝑚𝑎𝑥. 𝑥2 + 𝑥2

𝑚𝑎𝑥. 𝑥1 − 𝑥1
𝑚𝑎𝑥. 𝑥2

𝑚𝑎𝑥 ≤ 𝑢                                            (A. 11) 

𝑥1
𝑚𝑖𝑛. 𝑥2 + 𝑥2

𝑚𝑎𝑥. 𝑥1 − 𝑥1
𝑚𝑖𝑛. 𝑥2

𝑚𝑎𝑥 ≥ 𝑢                                            (A. 12) 

𝑥1
𝑚𝑎𝑥. 𝑥2 + 𝑥2

𝑚𝑖𝑛. 𝑥1 − 𝑥1
𝑚𝑎𝑥. 𝑥2

𝑚𝑖𝑛 ≥ 𝑢                                            (A. 13) 

Equations A.10 and A.11 define lower-bound envelopes for the bilinear product 

and equations A.12 and A.13 define upper- bound envelopes. In order to visualize the 

McCormick’s envelopes procedure, an example is illustrated graphically. Suppose it is 

required to approximate the multiplication of 𝑥1. 𝑥2 where the ranges of these variables are 

1 ≤ 𝑥1 ≤ 2  and 3 ≤ 𝑥2 ≤ 4. Figure A.3 shows the actual function of the bilinear product 𝑥1. 𝑥2. 

Figures A.4 and A.5 display the lower and upper bounds, respectively.  
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Figure A.3 Actual function of bilinear product 

 

Figure A.4 Lower bound McCormick's envelopes 
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Figure A.5 Upper bound McCormick's envelopes 

Each envelope in Figures A.4 and A.5 represents a plane that is described by 

equations (A.10-A.13). These planes are set as linear constraints in the MILP formulation, 

where the result value of the bilinear product is set to be within these specifies planes.  

A.2.4 Piecewise Linearization and Special Order Sets of Type 2 (SOS2) 

In the previous part, an equation that is characterized as a bilinear product was 

linearly approximated to be included in an MILP problem. In many optimization cases, 

equations to be approximated are not necessarily bilinear product. Hence, other 

reformulation techniques are needed. One of the basic most famous linearization 

techniques for non-linear functions is the use of piecewise-linearization segments. 

Consider the example in Figure A.3 where the function 𝑓(𝑥) (represented by the dashed 

blue line) is approximated to be the piecewise linear function 𝑓𝑝𝑤(𝑥) (represented by the 
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continuous red line). The approximation was achieved using six evaluated points �̃�𝑖 at each 

�̃�𝑖 evaluation point resulting five line segments. These evaluation points are used to 

approximate the value of 𝑓(𝑥) at any 𝑥 point. To generalize the idea, assume that 𝑛 

evaluation points are used, then the approximation of 𝑓(𝑥) to 𝑓𝑝𝑤(𝑥) at point 𝑥 is found 

using the following linear equations [73, 74]: 

∑𝛼𝑖�̃�𝑖

𝑛

𝑖=1

= 𝑥                                                                      (A. 14) 

∑𝛼𝑖�̃�𝑖

𝑛

𝑖=1

= 𝑓𝑝𝑤(𝑥)                                                                      (A. 15) 

∑𝛼𝑖

𝑛

𝑖=1

= 1                                                                      (A. 16) 

Where each 𝛼𝑖 , 𝑖 ∈ {1,2, … , 𝑛}, is the weight associated with each evaluation point 

�̃�𝑖 in (A.14) to result the value of 𝑥 and all 𝛼𝑖 must be positive. The same weights are then 

used in equation (A.15) to get the final approximated value of 𝑓(𝑥). It is worth mentioning 

that equations (A.14), (A.15), and (A.16) are usually referred to as the reference row, the 

function row, and the convexity row, respectively.  
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Figure A.6 Piecewise linearization 

 It must be noted that in order to accurately approximate a value of 𝑓(𝑥), only two 

consecutive evaluated points �̃�𝑖−1 , 𝑓𝑖 or �̃�𝑖 , 𝑓𝑖+1 must be used in equation (A.15). In 

contrast, if, for example, �̃�2 and 𝑓5 in Figure A.6 are used to approximate 𝑓(𝑥), this will 

results in a line segment that clearly do not resemble the original function. Thereby, only 

two weights 𝛼 can be allowed to be non-zeros and they should also be consecutive forming 

what is usually referred to as a special order set of type 2 (SOS2). This constraint can be 

added to the MILP problem as illustrated in [75] by introducing 𝑛 binary variables, one for 

each weight 𝛼𝑖, as follows: 

𝛼1 ≤ 𝛿1                                                                      (A. 17) 

                                                                 𝛼𝑖 ≤ 𝛿𝑖 + 𝛿𝑖−1                    ∀ 𝑖 ∈ {2, …… , 𝑛}     (A. 18) 

∑𝛿𝑖 = 1

𝑛

𝑖=1

                                                                   (A. 19) 

Suppose now that the non-linear function to be piecewise approximated dependents 

on two variables 𝑓(𝑥, 𝑦). The mathematical formulation of this case can be achieved by 
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using a rectangular grid of evaluation points (�̃�𝑖, �̃�𝑗) where 𝑖 ∈ {1, …… , 𝑛𝑥} and 𝑗 ∈

{1, …… , 𝑛𝑦} [2] resulting  𝑛𝑥 × 𝑛𝑦 evaluated �̃�𝑖,𝑗 points. To approximate the value of 

𝑓(𝑥, 𝑦) to 𝑓𝑝𝑤(𝑥, 𝑦), the following set of linear equations are used: 

∑𝛼𝑖
𝑥�̃�
𝑖

𝑛𝑥

𝑖=1

= 𝑥                                                                   (A. 20) 

∑𝛼𝑗
𝑦�̃�

𝑗

𝑛𝑦

𝑗=1

= 𝑦                                                                   (A. 21) 

∑∑𝛼𝑖,𝑗
𝑓 �̃�

𝑖,𝑗

𝑛𝑦

𝑗=1

𝑛𝑥

𝑖=1

= 𝑓𝑝𝑤(𝑥, 𝑦)                                                      (A. 22) 

∑𝛼𝑖
𝑥

𝑛𝑥

𝑖=1

= 1                                                                     (A. 23) 

∑𝛼𝑖
𝑦

𝑛𝑦

𝑗=1

= 1                                                                      (A. 24) 

∑𝛼𝑖,𝑗
𝑓

𝑛𝑦

𝑗=1

= 𝛼𝑖
𝑥                                                                    (A. 25) 

∑𝛼𝑖,𝑗
𝑓

𝑛𝑥

𝑖=1

= 𝛼𝑗
𝑦                                                                     (A. 26) 

Similarly, in order to force the evaluation points to be adjacent, the following 

constraints are used by introducing the binary variables 𝛿𝑖
𝑥 with 𝑖 ∈ {2, …… , 𝑛𝑥} and 

𝛿𝑗
𝑦
 with 𝑗 ∈ {2, …… , 𝑛𝑦} as follows: 

𝛼1
𝑥 ≤ 𝛿1

𝑥                                                                            (A. 27) 
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                                                  𝛼𝑖
𝑥 ≤ 𝛿𝑖

𝑥 + 𝛿𝑖−1
𝑥            ∀ 𝑖 ∈ {2, …… , 𝑛𝑥}                  (A. 28) 

∑𝛿𝑖
𝑥 = 1

𝑛𝑥

𝑖=1

                                                                            (A. 29) 

𝛼1
𝑦 ≤ 𝛿1

𝑦
                                                                             (A. 30) 

                                          𝛼𝑗
𝑦
≤ 𝛿𝑖

𝑦
+ 𝛿𝑗−1

𝑦
            ∀ 𝑗 ∈ {2, …… , 𝑛𝑦}                 (A. 31) 

∑𝛿𝑖
𝑦
= 1

𝑛𝑦

𝑗=1

                                                                          (A. 32) 

 Observe that all equations previously listed are linear and can be directly integrated 

in the MILP formulation. Also, it must be noted that the accuracy of the piecewise linear 

approximation highly depends on the number of evaluation points �̃�𝑖 and �̃�𝑗 to be 

considered where larger number of evaluation points will results in a better accuracy. In 

the other hand, the computational performance will obviously be negatively effected due 

to the increased number of variables 𝛼𝑖
𝑥, 𝛼𝑗

𝑦
, 𝛼𝑖,𝑗

𝑓
, 𝛿𝑖

𝑥
 and 𝛿𝑖

𝑦
 and the increased number of 

constraints to be added especially those that force 𝛿𝑖
𝑥

 and 𝛿𝑖
𝑦
 to be integers.  

 These four mentioned methods are utilized to model the electric system behavior 

and the microgrid restoration optimization as an MILP problem.  They are referred to as 

reformulation methods 1 to 4 in the formulation section 4.3 of this thesis.  
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NOMENCLATURE 

The following symbols are used in chapter 4. 

Sets 

  

Input Parameters 

Symbol Parameter Definition 

𝑅𝑘𝑚 Resistance of branch 𝑘𝑚 

𝑋𝑘𝑚 Reactance of branch 𝑘𝑚 

𝐼𝑘𝑚
𝑟𝑒̅̅ ̅̅̅𝑝, 𝐼𝑘𝑚

𝑖𝑚̅̅ ̅̅̅𝑝 Parameters used to model branch 𝑘𝑚 current limit 

Symbol Set Definition 

Γ𝑁 Nodes in the system 

Γ𝐵 Branches in the system 

Γ𝑠𝑤 Switchable branches 

Γ𝐷𝐺 DGs in the system 

Γ𝐶𝐷𝐺 Controllable DGs 

Γ𝐿 Loads in the system 

Γ𝐶𝐿 Curtailable loads 

Γ𝑙𝑜𝑜𝑝 Loops in the system 

Γ𝑠𝑢𝑏 Substations connected to the system 

Γ𝐷𝐺,𝑎𝑏𝑠𝑜𝑟𝑏 𝑄 DGs absorbing reactive power 

Γ𝐷𝐺,𝑠𝑢𝑝𝑝𝑙𝑦 𝑄 DGs supplying reactive power 
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𝐷𝐺𝑘
𝑃̅̅ ̅̅ ̅̅ 𝑝, 𝐷𝐺𝑘

𝑄̅̅ ̅̅ ̅̅ 𝑝
 Parameters used to model rated power constraint of  DG 𝑘 

𝐿𝑘
𝑃  

Active power demand of load 𝑘 – considered a parameter for non-

curtailable loads 

𝐿𝑘
𝑄

 

Reactive power demand of load 𝑘– considered a parameter for non-

curtailable loads 

𝐿𝑘
𝑆  

Apparent power demand of load 𝑘– considered a parameter for non-

curtailable loads 

 

Continuous Decision Variables 

Symbol Variable Definition 

𝑉𝑘
𝑟𝑒 , 𝑉𝑘

𝑖𝑚 Respectively, real and imaginary voltages of node 𝑘 

𝐼𝑘𝑚
𝑟𝑒 , 𝐼𝑘𝑚

𝑖𝑚  

Respectively, real and imaginary currents flowing from node 𝑘 to 

node 𝑚. 

𝐼𝑑,𝑘
𝑟𝑒 , 𝐼𝑑,𝑘

𝑖𝑚  Respectively, real and imaginary demand currents of load 𝑘 

𝐼𝐷𝐺,𝑘
𝑟𝑒 , 𝐼𝐷𝐺,𝑘

𝑖𝑚  

Respectively, real and imaginary generated currents from DG 𝑘 or 

substation 𝑘 in the system 

𝐿𝑘
𝑃  Active power demand of load  

𝐿𝑘
𝑄

 Reactive power demand of load  

𝐿𝑘
𝑆  Apparent power demand of load 𝑘   

𝐷𝐺𝑘
𝑃 Active power output from DG 𝑘 or substation 𝑘 in the system 

𝐷𝐺𝑘
𝑄

 Reactive power output from DG 𝑘 or substation 𝑘 in the system 

𝐷𝐺𝑘
𝑆 Apparent power output of DG 𝑘 or substation 𝑘 in the system 
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𝐿𝐶𝑘 Amount of demand curtailed from load 𝑘 

휃𝑘 Voltage phase angle of node 𝑘 

𝜙𝑘
𝐷𝐺  Power angle of DG 𝑘 

𝜙𝑘
𝐿 Power angle of load 𝑘 

휁𝑘 Variable approximating the square of real voltage of node 𝑘 

휂𝑘 Variable approximating the square of imaginary voltage of node 𝑘 

𝑔𝑘
𝑃,𝑉𝑟𝑒

 Variable approximating the bilinear product 𝐼𝐷𝐺,𝑘
𝑟𝑒 . 휁𝑘 

𝑔𝑘
𝑃,𝑉𝑖𝑚

 Variable approximating the bilinear product 𝐼𝐷𝐺,𝑘
𝑟𝑒 . 휂𝑘 

𝑔𝑘
𝑄,𝑉𝑟𝑒

 Variable approximating the bilinear product 𝐼𝐷𝐺,𝑘
𝑖𝑚 . 휁𝑘 

𝑔𝑘
𝑄,𝑉𝑖𝑚

 Variable approximating the bilinear product 𝐼𝐷𝐺,𝑘
𝑖𝑚 . 휂𝑘 

ℎ𝑘
𝑃,𝑉𝑟𝑒

 Variable approximating the bilinear product 𝑉𝑘
𝑟𝑒 . 𝐷𝐺𝑘

𝑃 

ℎ𝑘
𝑃,𝑉𝑖𝑚

 Variable approximating the bilinear product 𝑉𝑘
𝑖𝑚. 𝐷𝐺𝑘

𝑃 

ℎ𝑘
𝑄,𝑉𝑟𝑒

 Variable approximating the bilinear product 𝑉𝑘
𝑟𝑒 . 𝐷𝐺𝑘

𝑄
 

ℎ𝑘
𝑄,𝑉𝑖𝑚

 Variable approximating the bilinear product 𝑉𝑘
𝑖𝑚. 𝐷𝐺𝑘

𝑄
 

𝑙𝑘
𝑃,𝑉𝑟𝑒

 Variable approximating the bilinear product 𝐼𝐿,𝑘
𝑟𝑒 . 휁𝑘 

𝑙𝑘
𝑃,𝑉𝑖𝑚

 Variable approximating the bilinear product 𝐼𝐿,𝑘
𝑟𝑒 . 휂𝑘 

𝑙𝑘
𝑄,𝑉𝑟𝑒

 Variable approximating the bilinear product 𝐼𝐿,𝑘
𝑖𝑚. 휁𝑘 

𝑙𝑘
𝑄,𝑉𝑖𝑚

 Variable approximating the bilinear product 𝐼𝐿,𝑘
𝑖𝑚. 휂𝑘 

𝑚𝑘
𝑃,𝑉𝑟𝑒

 Variable approximating the bilinear product 𝑉𝑘
𝑟𝑒 . 𝐿𝑘

𝑃  

𝑚𝑘
𝑃,𝑉𝑖𝑚

 Variable approximating the bilinear product 𝑉𝑘
𝑖𝑚. 𝐿𝑘

𝑃  
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𝑚𝑘
𝑄,𝑉𝑟𝑒

 Variable approximating the bilinear product 𝑉𝑘
𝑟𝑒 . 𝐿𝑘

𝑄
 

𝑚𝑘
𝑄,𝑉𝑖𝑚

 Variable approximating the bilinear product 𝑉𝑘
𝑖𝑚. 𝐿𝑘

𝑄
 

𝜇𝑘 

Binary decision variable representing load 𝑘 status (shed=0, not 

shed=1) 

𝑦𝑘𝑚 

Binary decision variable representing switch 𝑘𝑚 status (opened=0, 

closed=1) 
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