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Mammographic breast density describes the amount of fibro glandular tissue in the
breast. Dense breastdwmore tissue than fat. The breast density is onthefstrongest
indicatorsof the increasing risk of developing breast cancer. Higher dengastsalso
decreas¢he sensitivity omammographgcreening due to thtessuemasking effect.

However, visual inspection of mammogramsesognizedto be subjective and varies
from one radiologist to another. Several research studies have been conducted
automate the breast density classification.

Breast Imaging Reporting and Data System-RBIDS®) is a standard classification
system formammaographylensity reporting. It isleveloped byhe American Collegef
Radiology (ACR).BI-RADS provides four categories for breast densitidsased on the
visual assessment by radiologist

In this work, a successful breast density classification system is designed and developed
to classify mammographic breast density into two categofesy and dense The
proposedsystemuses: Principle Component Analysis (PCA),-RBA, Singular Value
Decomposition (SVD)NonnegativeMatrix factorization (NMF) Thresholdto extract
features Then, these features atteresholdsfor classification purposeSupport Victor
machine (SVM and KNearest Neighbour (KNN)techniquesare used in the
classificationstage The results of our system are encouraging, [fane the way for a

new approach for breast density classification
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CHAPTER 1

INTRODUCTION

Breast Cancer is one of the most death awwseong women worldwide with a
percentage 014% of all cancetypes[1]. It occurs in bottwomen andnen, butit rarely
occus in men.In addition,Older women have a higher risk of developing breast cancer

than younger womej2][3].

Breast cancer is a disease in which abnormal cells in the lpeastfaster than the
normal ones without control because @éoxyribonucleic AcidDNA) danage. It can
spread to other parts of the bodypt@mducetumors and replace normal cells. The spread
of the cancer, called metastasiscurswhen the cancer gets in the blood or lymph

vesseld1].

There are two types of tumors: benign and malignant. Benign tumors are large in size and
cannot invade to other tissues. These tumors are not harmfudrandot deadly1].

However,malignant tumors are small in size, dangerouscamd¢ause deatfi].

In 2000, theMinistry of Healthin Saudi Arabid4] statedthat 2741 new cases of cancer
were identifiedin the Arab countriedn [4], cancerdatain Saudi Arabia ixontrastedo
that in the United States of America (USA). It was found that in the Arab woslkb
canceroccurs at the age of 52 while it occurs at agen6the USA Moreover breast

canceris discovered in its late stages in the Avedirld.
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Zahra Breast Cancer Associatifii} reportedthat in Saudi Arabia about 13.5% of most
cancer cases are breast canne2009 The median age at diagnosias48 years old. It
was also notedthat the eastern region in KSA htee highest breast cancer incidence

rates.

According tothe American Cancer Societpfl], the estimation of breast cancerthe

USA during2013is:

Women:

1 232340 new invasive breast cancer aentified Invasive breast cancer can
extend from lobules or duct® cover thesurroundingtissue. It can possibly
spread into the lymph nodes and other parts of the body. Invasive ductal cancer

originates in ducts andhvasive lobule cancer originati lobules

1 64,640 new cases of-gitu (in place) breast canceé85% of these cases adrictal
carcinoma in situ (DCIS) antb% represerbbular carcinoma in situ (LCIS)n-

situ cancer is noinvasive breast cancer that can progress to invasive dacer

1 39,620death casesf breast cancer.

Men:

I 2,240 new cases of breast carer identified

M 410death cases in men from breast cancer



Based on previous estimatiordeath rate decreasd 2% is recorded This decrease is

due to the improvement breastcancer treatment and easdtagedetection.

1.1 Survival Rate

The 5year survival rate is theormalizednumber of patients who have cancer and can
live at least 5 years. It is based on the number of previous observations of people
suffering fromcancer. These rates cannot prethet future behaviour of cancénstead

these rates are averages that helpniowing the survival chander patients in similar
situatiors. Table(1-1), shows the 5/ear survival rate stages and the percentage regardi

each stagf?].

Table 1-1: 5-Year survival rate [3].

Stage Survival rate
0 100%
I 100%
Il 93%
11 72%
\% 22%

If the cancer is detected in the first stages, the patient can be suovikezbvered, but

this opportunity decreases in tlast stages.

1.2 Breast Anatomy

Breast located in front of the chestontains mostly fat cells and tissaéong with
nerves, ligaments, fibrous connective tissue, lymph vessels, lymph nodes, and blood
vesseld6]. A female breast is made up of-2@ lobes. Each lobe contai#8-40 lobules.

These lobles containglands that produce milk. THebes andobules are connected to



the nipple through tubes called dudtsgure (1-1) illustratesthe structure of the female

breast.

Lobules

@%

Milk Ducts

Figure 1-1: Breast structure [6].

Unlike women,men have simpler breasttructure Over time men breasts stop from
developing.Furthermore, ame milk ducts existout still immatureandlobules are often

absen[6].

1.3 BreastDensity

The breast is composed mainly of fat and tistmeddition,tissue includs the lobules
that consistof milk glands, and ductdn fact, thetissueis the most likely area where

breast cancer can start develogihjy

Breast density refers to the amount of tissue and faherbreast.However,
breasts withmoretissue tha fatareconsidered densevhereas breasts with more fat are
considered fatty. In general, thissue appears whiter in the mammography screening.
Younger women have densbreasts, whicltend todecreasedensity over timgthan
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older women Furthermorepreastdensity,an inheried characteristiccan be affected by
several factorsuch as age, family history, ett can alsdbe affectedby changes caused

by hormonaFfuctuations, includingnenopause, breastfeeding, pregnancy and menarche.

Several stud®[7]1[9] found that dense breasts haaigher risk of developing
breast cancerThe breastdensity can also influence themammographyinterpretation
[10]. More specificallydense breasts decrease the sensitivity for cancer detection
compared to fatty onedn suchcases, canceregionsappear whiteand tissue also
appears white in mammogramages In Figure(1-2), aductal carcinoma in sit(DCIS)

appears clearly in a mammographyaity type according tadhe BI-RADS category

Figure 1-2: A DCIS visible in a fatty dense mammographyj11].



1.4 BreastImaging

Breast imaging aims at early detection of breast cancer. This can help in reducing
mortality rates and increasing swai and recovery chanceélso, it helps medical

practitioners talecide whethea breast biopsgoperation) is needed or n@&.
There are many types of breast imagihige commoronesare:

1. Mammography imaging.
2. Ultrasound imaging (US).
3. Magnetic resonance imaging (MRI).

1.4.1 Mammography Screening

Mammography screening isne of the methods recommendedby World Health
Organizatior[12], to reduce the mortality rattue tobreast canceMammography is one

of the best tools usad detecting breast cancer in its early stages.

A mammogram, useldy physiciansis an Xray imagethat allows checkng for breast
abnormalitiesAlso, Detectors are used in digital mammography to convert theagsx

into signals. Theseelectrical signals are used later to produce images that can be
processed by the compuféy.

Screening and Diagnostic mammograms represent syripéerand symptom cases,
respectively2].

Two common Bnormalities inthe mammogramremasses and calcifications. A mass is

the area that occigsthe lesion ands shown from two different viewdf it can be seen



in a single viewonly, it is called asymmetricln addition, Massesoccur in different
shapesWhile benign masses are rounddaaval with smooth marginsmalignantones
come in rough and blur boundda].

On the other hand,afcifications are deposits of calcium in the bredstey can be
divided irto two categories: macro and micro calcificatiodicro calcifications,
displayedin Figure (-3), are tiny deposit of calciunin contrast to micro calcifications,
macro calcificatios are large deposit of calciumas indicatedin Figure (1-4). These
macro calcificationsare not a sigrof breast cancetdowever, here is an association
betweenmicro calcificationsand extra cell activity13] that relates to tumourdn
general,calcifications gatheredin cluster can bean indicator of amalignanttumour
Moreover, thesealcificationsareshown in a mammogram as bright dots with different
sizes.As a results of this clusteBenign calcificatios are large with smooth boundary
whereasmalignant calcifications are small, irregularly shaped with branching on the

orientation[14].



Figure 1-3: Micro -calcification detected on mammogranj13].

Figure 1-4: Macro-calcification detected on mammogranil15].



It is usual to take different pictures of each breasing different directions and
viewpoints to show the inside details. Mediateral Oblique (MLO) and CraniGaudal
(CC) are the most used viewpoints for mammograrhe.CC view is taken from above
of the breasand MLO view represenpicturestakenfrom the side othe breast at an
angle FurthermoreMLO view is very important because it allows to depict most of the
breast aredn Figure (1-5), the left image is taken usirggCC viewandthe right imge

represents th®ILO view.

Figure 1-5: CC view (left) MLO view (right) in mammogram screening

However,the pectoral musclin MLO views, asclearly indicatedn Figure(1-5) where
the redtriangleillustrates the pectoral musclppeas in the left or the right upper corner
of the image based on the direction in which it is taken. This muscle should be removed

in the segmentation phase.

1.4.2 Ultrasound Imaging

Ultrasound imaging can be used to suppogmmographyscreening in investigating

abnormalities, especially the case ofvomen with dense breastSince t usessound

9



waves to create the imagas a result itis safe with noionizing radiation as in
mammographgcreeningHowever, sme fibrous sucturesin the breast produce similar
acoustic shadowing of breast canoghich can result in false positid1]. Usually,
ultrasound imaging is not used alone to detect cancer in its early stagekigh false
positive ratescan lead to biopsyand this causeunnecessary harnin Figure (1-6), an
ultrasound image shows a false positive casehich atissue in the breast considered

as cancer while it is not.

Figure 1-6: A tissue shown as cancer in ultrasound imaging (falgeositive) [11]

1.4.3 Magnetic Resonance Imaging (MRI)

MRI is a powerful tool for the evaluation of breast [1lt]. provides a good contrast
enhancement, whicfacilitates theeasydetection of cancer that is surrounded by fat and

also in dense breadig]. It is recommended for women with dense breasts in case

" Therefore, classifying the breaknsity is a very crucial step in breast cancer detection and diagnosis

10



of high risk. Mammogram imageand MRI for adense breastreillustratedin Figure (1-

7) where n this casgthe MRI image can detect the cancer while mammogramot

A

Figure 1-7: (A) Dense breast in mammogram (B) MRI image that shows cysts while mammogram does not [11]

NeverthelesdVIRI, like US imaging produ@shigh falsepositive ratesThereforejt

should beaused in the achnced stagesf diagnosis supporting mammography imaging.

1.5 Breast Imaging Reporting and Database System (BRADS)

The BI-RADS nomenclaturdnas been established liie American College oRadiology
(ACR) [17] as a standard method for radiologist to describe manmanogeports. The
BI-RADS lexicon descril® thebreast density, lesion feature and lesion classification.
Furthermore, lte BFRADS standard class#s the tissuedensity of the breast into four

classessshown in Tablg1-2). An example of the four classissgivenin Figure (1-8).
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Table 1-2: BI-RADS tissue densityclasses

Class Description
l. Fatty

Il. Scattered fibro glandular

[1I. Heterogeneously dense

V. Extremely dense

(b) (d)

1124110520210 124200620056 112410628110

1124-410-620-g10

Figure 1-8: Mammogramsexamplesof BI-RADS classes from TYPE | (left) to TYPE IV (right).

TheBI-RADS systemalso define assessment categories for estimating the lesion and its
classification. Tabl€1-3) shows these categories and the description of each category.
This categorizationhelps doctors and radiologists to record accurate statistics of the

patient's case.
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Table 1-3: Assessment categories &1-RADS.

Category Description
Incomplete

Negative

Benign

Probably benign

Suspicious abnormal

Highly suggestive of malignancy
Provenmalignancy

OO |WINF|O

1.6 Computer-Aided Diagnosis (CAD)

Radiologistevaluatesnammograms based on their visual analysis. The misinterpretation
can lead to more falgeositive casesand biopsies which turn out toreveal benign
tumours More specifically, about 6590% of biopsiesturn out to be benigrj18].
ComputeraidedDiagnosis (CAD) systemappearto be helpful fothe radiologisin their
examinations in detecting breast cancemammograms andssistin choosingbetween
follow-up test and biopsjL3]. Also CAD systens decrease the variability in readings of
radiologists and thereforeleads to morepredse diagnosis decision andecreasehe
number of falsgositive rate$13].

CAD systems involve manynage processing algorithmsThese algorithmsonsistof
standardstepspresented irrigure (1-9). Preprocessing,hte first stepremoves the noise
from digital mammogram and impravethe quality of the digital image. In
mammograms, background and pectoral musulst be removedin the caseof MLO
views. The segmentation step fmthe suspicious region of interest (ROI) that contains
the dnormalities[13]. Features are calculated in the feature extraction step based on the

characteristics of ROI. Ithefeature selection step number of thextractedeaturesare
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selected which provide high elsification accuracy and redudelse positive rate.

Finally, breast cancer or densitipgsification is performed in the classification step.

'

Preprocessing

¥

Segmentation

l

Feature extraction

l

Feature selection

l

Classification

'

Figure 1-9: Image processing typical steps1 CAD systems

1.7 Classification Performance Measures

In pattern recognition and machine learning applications,dh&sion matrix isused to
measurghe performance of thelassificationalgorithm. Theconfusion matrix isa table

wherecolumns represent the predidtclassandrows representhe actual clasdn the
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case ofbinary classificationproblemsthe confusion matrix looks amdicatedin Table

(1-4).

Table 1-4: Confusion matrix in binary classification.

Predicted Class

Yes No
_ Yes TP FN
< (7))
S )
= ®©
<LE> O No FP TN

The possible outcomes in thenary classificatiooc ase are O6true positi
posi tFiPy e 6nékfgrau®N)e 6a n(dn e @ fadHNy & f@lsepositive occurs
when thesampleis classified incorrectly as positive Wit is negative.Classifying a
sampleas negative when in fact it is positicauses falseegative Truepositive and
true-negative are correct classificationispostive and negative samples, respectively

Using the confusion matrixthe accuracy, precision, trp®sitive rate(TPR) and false

positive ratdFPR)can be calculated using:

wr o x YO YD (1.2)
WOOo L cw\‘/‘(’)”‘"’Yi') "O0 "O0
_ "Y'f
nNi QuwQi —858—8.— U' UYG (1:2)
o "YU (1.3)
YOVYY ———
v "O0 "YU
— "00 (14)
M T
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Using similar concepts, the area under the curve (AUC) ofréoeiver operating
characteristics (ROCindicates the performance of the classifi€iven the normalized
measuresTPRand FPR measurethe totalAUC areequal to oneLargerAUC values
correspond tdetter the classifiedn addition,the ROC curve is defined bylotting the

TPR measure versus FPR

1.8 Problem Statement

Medical imaging as amnalyticalmethod,is a key tool for the inspection tfe internals

of the human bodySeveral modalities allow radiologists to examine the internal
structure and these modalities receive a great interest in several researches. Each of these
modalities has a great importanin certairmedicaldomain.

Mammography isone of the bestmethodsused in early breast cancedetection.
Obviously,Breast Density i®ne ofthe besindicatos of breastcancer.Although CAD
systems automate the process of breast density classification, these systems still need
more improvementsFrom this motivation,the aim of Breast density classification
system is to help radiologisfisr evaluating mammography foreast cacerdetection

The main objective of this thesis is tse differentmachine learning techniquesd
introduce newtechniquesused in classifying breast density in digital mammograms

according to BIRADS lexicon. Thesgechniques will be discussed in later chapters

1.9 Thesis outline

This thesis is organized as follow@hapter 2provides a detailed accounttbi literature

review of the methods usedh ibreast density classificatiom Chapter 3 the proposed
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classificationapproachs described in detailgurthermore,lie databasend toolsused in
this work are discussed in Chapter The systems described in detailsmplements
different featuresand use SVM and KNN as classifierdMoreover, he performance
results of the developed system drgcoveredn this chapterFinally, in Chapter 5 the

conclusios are givenandfuture workdirectionsareoutlined
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CHAPTER 2

LITERATURE REVIEW

In this chapter relevant stateof-the-art techniqgues and methods amviewed and
summarizedSome of hese techniquegre deeply relatetb the proposed approach. The
techniquesan be divided int@Quantitative and Qualitative approaches basedeansity

classification.

2.1 Quantitative Approaches

Quantitative approaches approximate breast density and expasss percentag®lany
approaches are proposed in this categ¥iaffe provides a detailed survey on these
methods[19]. Cumulus and Interactive threshold meth¢&8] are commonly used in
clinical studies This approachbased ora threshold defined by the usas appliedon
digital mammogrars The user selects different threshokdsdentify severalarea in the
image. To determine the rmount ofdensity the histogram is computed for the whole
segmented breast area and the dense alass the ratio between these quantities
represents thalensity This semiautomatic approach is user dependent which can
produce some variability from oneser to another.

Also, volumetric assessment methods are widely usd@these methoddind the
volumetric density from a 2D digitainammogram Highnamet al. [21] provide an
explanation to a nevapproach, Volpard" that finds a fat areaBased on this area,

thickness of each pixel in the mammogram imesgealculated The integratiorof pixel
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thickness values of these pixetpresentshe volumetric density of the image. Verify

the validation of this method a comparison is made between Volpara and cyi22jlus

This comparison shows that they are all closely related.

A similar method to cumulus, that identify dense tissue in the mammogram, is proposed
by [23]. Unlike cumulus, thismethod can recogniz¢he regions in the breast
automatically and can findn optimal thresholdetween fatty and dense tissue. This
method shows similar results compatedumulus.

Chenet al.[24] proposé a quantitative measuredtuse a topographic map to represent

the breast tissue densiIn this approach, a connected componeptesent& shape is
constructed as tree that describe the topological structure. To detect dense regions, the
saliency and independency features are used. MIAS and DDSM databases are used in the

evaluation andhe obtained accuracies are 76% and 81% respectively.

2.2 Qualitative Approaches

Instead of representing the densityaapercentage valuehese approaches divide the
density into several categorjesuch as BRADS categories. Thapproachesn this
literaturecan begrouped into three categories:

1- Matrix Factorization Methods

2- Global Histogram Methods

3- Texture Analysis Methods
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2.2.1 Matrix Factorization Methods

The matrix factorization techniques decompose a data matrix into a product of several
matrices according to different constraibkoreover, hese techniques help in redug

the dimension of the data. In the breast density classification the data mattcrnbains

the mammogram images have a very high dimension and using these techniques can help
in reducing the dimension of the data matfowever, here are several factorization
algorithms, eachutilizes certain constrainthat results in different representation
properties.

Oliver et al.[25] have proposed system for the segmentation of mammogram and for
classifying the breast density into fatty and dense. For breast density classification they
use Principle Component Analysis (PCA) dndear Discriminant Analysis (LDA) as
features. They obtain better results with PCA.

PCA works in 1D vector, so the image is converted into 1D vector. Unlike PCA, 2D PCA
is an extension of PCA that deals with 2D matrices. It cuts the computation caest of th
standard PCA.

Consider an image A & ¢, andwas(0 dimensional unit colummector. Projecting

A into x results inan M dimensional vector y where = e

2DPCA finds a good projection vector x by tracing the covariance matrix of the projected

feature vectors. The covariance matrix can be obtained by addpting < »f, .

The covariance matrix of A given as
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De Oliveraet al.[26] uses 2DPCA as feature to classify fatty and dense mammograms in
a ContentBased Image Retrieval (CBIR) system. Takingfttst 4 principle components

as features with Support Vector Machiméeth Gaussian kernghs classifier they show
that 2DPCAIs more accurate than standard P2eserncet al.[27] extend the work by
increasing the number of classes to cover the-RBDS classes with the same feature
and classifier.

Other approaches use Singular Value Decomposition (SVD) technique. De (divaira
[28], proposd a CBIR model called MammoSVD. The system is developed to classify
the density of the breastfatty or dense using SVMThe obtained SVD values provide
useful informaton of image texture. SVD is also used in the reduction of dimensionality.
The goal is to find a sufficient rank k of singular values that can improve the
characterization of the image. This value must be minimum thadimensionof the

data In addition,the factoredmatrix represents the intensity of the pixels that belong to a
certain texture in the image. Using SVM the systrhievesan accuracy of 90%. In
MammoSVx[29], anotherCBIR systemthe 4 BIRADS classes are considered and the
systemis able to achieve 82.14% with Zbngularvaluesby taking and passing these
features toSVM classifier with polynomial kernel. The databased,contains 10000

mammogram images taken from differespurces

2.2.2 Global Histogram Methods

Extracting features from the global histogram is addressed by She@@dfromthe
MIAS databasgsix statistical features are extracted. These features are shdvablen

(2-1).
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Table 2-1: MIAS -based satistical features[30].

Feature Expression

Expectation

Standard deviation

Smoothness . p
Y p —
p ”
Skewness
‘ a a na
Uniformity
Y n a
Entropy
Q na aé

This approachobtains 80% accuracy validated by expert radiologist. Instead of six
histogram moment&iu, Li et al. [31] use three higher order histogram momemnits
preprocessing phase is appltedexclude noise. After excludingpise adyadic wavelet
decomposition is performed. The three resolution levels of approximation smage
calculated. The higher order central moments up tofdleth order determine the
histogram variangeskewnessand kurtosis. From these components the density feature
vector v is extracted. From the density feature vector 18 features are calculated (six

features for each component)fadows:
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wherej=0, 1, 2 represents thth resolution,, p(z) is the probability of theth bin and
the gray value of theh bin determined by; , L determines binsountin the histograms,
m; is the averagef the intensity

For y direction, thdistogram considered as:
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DAG-SVM [32] is used to classify the three groups. This approach uses small dimension
which reduces the overhead computations. It shows better resthlestwoclassegfatty

or denseglassification, buit needs an improvement the casef multiple classes.
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Oliver et al.[33] discuss a segmentation and classification system. For breast density
classification featuresare extracted from the coccurrence matricesvhich is a twe

dimensional matrix of histograms. These histograms are the occuwémgay-levels

pairsfor a displacement vector. A mati(d , ofdelative frequencies that specify the
co-occurrence ofgrayl evel s, I n which a distance d be
contains the gray levelsand j[33]. This method uses 4 differeditrection angles, which

are O0U, 45U, 90U, and 135U; with a distanc
correlation, difference average, entropy, homogeneity and difference entropy features are
determined for each eoccurrence. For classificati purposes, thispproach has two

classifiers: k NearestNeighbourand a Decision Tree classifier. These two classifiers

achieve better results when combined together. The average is taken in the final result.

The resultsshowan accuracy of 47% when cbiming the two classifiers, 43% for the

ID3 that determine the threshold of the decision tree and 40.3%Nbl with the use of

300 right side MLO mammograms taken from DDSM.

An automatic breast density classification system is described by @tiai{34]. This
system segments and classify mammogram densities into fatty and densetirigy four
histogram moments as morphological features and a set of texture features from the co
occurrence matrices. The system is able to obtain up to 83% using Bayesian combination

of different classifiers, in this case Decision Tree KM Classifers.

Matsubaraet al. [35] provided an approach that segment the mammogram into three
regions using variance histogram analysis and discriminant analysis. The Fibro glandular

tissue density is classified based on a ratitaiolked from these regions. They use 148
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Japanese digitized mammograms evaluated by expert radiologist. This system obtains

90% accuracy based on four categories.

Subashiniet al. [36] use statistical features and tbigram moments as features in
mammogram density classificatioRroviding these features to SVM classifier, this

approachachieve®95% accuracy othe MIAS database.

Another system vas proposed by Sheshadri et[80]. They use statistical features as
features with the aid oéxpert radiologisin the evaluation the systemachieved80%
accuracy on MIASlatabase.

Petroudi et al. [37] presents an approach thaseua set of Amplitud&lodulation
FrequencyModulation (AM-FM) features. The instantaneous amplitude (IA) component
is extracted using different filters of scaling doahd passingFrom the maximum IA,

the normalized histogram used to represent the bdemsities. In classification the k
nearesnheighbourwas used with k=5. This approach is evaluated on MIAS database and
the results reaches 84% accuracy.

A hybrid classification method proposed by Sharma ef{38], that uses correlatien
based feature selection (CFS) and sequential minimal optimization (SMO) to classify
fatty and dense mammograms. The densenammogram ismodelled using several
texture features. These features are reduced using CFS. tisiMJAS databasgethe

SMO classifiercorrectly classified6% of mammograms

Vallez et al [39], proposeé an approach that uses histograms, texture information of the
2nd-orde statistics of histograms, and space frequency properties as features for the four
BI-RADS categories. Dimension of features reduced using PCA and LDA. A voting tree

classification classifier is proposed that combine several classifiers asu@upport
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Vector Machine, Neural Networks, andNMearestNeighbour Thereportedresults of the
experimenshows that 91% correctly classified a databasef 1137 images, while 99%

recognition rat@btained using MIAS database (322 samples).

2.2.3 Texture Analysis Methods

Texture analysis techniques have a variety of application domains. They can also be used
in breast density classificatigd0]i [42]. The texture is a set of patterns that may or may
not have a weltlefined structur43]. It can describe several surface characteristies.

image texture is a collection of primitive units @ regularor iterated pattern [44].
Statistical approaches can fnéh analysethe structure of the texture. It can identify the
textureand represent ivith a quantitative measuia intensities in a regiofd4]. This

texture information is associated with the variation in the intensity of the imagecamd

be seenas a functiorof surface textureorientation, illumination, view afhe camerand

hence any change in thes#tributesmay result in a variation in texture4] [45].
Statisticalmethodsexaminethe spatial distribution ofray level values. This is done by
calculatinglocal featuresfor each pixel of e image and extracting a collection of
statistics from the distribution of the local featuf4s].

Textons based dictionary are one of the widely used tewbsiin analysing textures

[40]. They are a fundamental block for textureyhich canbe used toextract the
characteristic®f the mammograms. Textons are defined as the representative responses
occurring after convolving an 44nauggandvi t h
Malik also defined Textons as clustered filter respsrid&]. Most texton dictionary

based approaches have two stagesaining. In the learning stage, the filter responses
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are used to descrilthe local structuren the imageq48]. A filter is an NxN matrix
convoluted with the pixels of the image results in different features of pid]445).

The mostused sizes are 3x3, 5x5, 7x7, 25x25 and 4%Md® he most used filter in
classifying breast density is Maximumegponse 8 (MRS8) filte[44]. This filter bank
consists of 38 filters at variowsientationsand scales. The filters areastn in Figure (2-

1). There are 36 first and second derivative of Gaussian at six orientations and three
scales, and Gaussian and La@a of Gaussian used directly. The rotation invariance is
achieved by measuring the maximum response across orientatign$hus, maximum
responseeduceshe number of responses from 38 tarBe MRS filter bank contains 38

filters, but8 responses only.

EIIHII

HH!HII

1
[l

Figure 2-1: MRS filter bank .

After applying the filtersthe texton dictionary is constructed frothe filter responses

that aregroupedusing K-meansclustering algorithm A K centers for each class are
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chosen and referred to as textons. So the number of textons dependshamitiee of

centersFigure(2-2) represents the learning stage.

Textons learnt from

other textures
Filter

Oxford

Dictionary

Filter

=
r Texton
O TR Dictionary
AL T Filter
e
(’)r’/' r'[/ ';JE
i
Multiple, unregistered Filter responses
images of the same
texture

Figure 2-2: Textons Learning stagg49]

The next stage after learning the dictionary is to learn models for eachFdtasdanis
are applied to the training imagasd each filter responggvena label by closesexton.
The texton histograms are computed and a set of histograms represent a models for the

breast density classes. Fig2e3) shows the modelling step.
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Figure 2-3: Texton Modeling Stage 9]

In theclassification stage, the same steps are applied to the test image. After obtaining

the histogram of the test image a comparison with the learnt models are performed.

Petroudi et al[42] use texton spatial dependence matrix in regions of bribas
correspond to texton mapn this approach a new structural and statistical texture
information is introduced calledexton ceoccurrence matrix orTexton Satial
Dependence Matrix (TSDM)This matrix contains the frequencies of the textons co
occurrences. Usg Oxford mammogram database they obtain 82% for the foRABIS
classes using cfsquare distance measure and 90%bioary classification considering
two BI-RADS classes fatty and dense

Otherinteresing local texture features used are Local Binaryté?a (LBP) and Scale

Invariant Feature Transform (SIFT).
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LBP of texture intensitieprovidesa robust way for describingeanlocal binary patterns

insensitive to changes in illumination with low computational complexity.

The SIFT technique transforms an image into a collection of Ie=tlres. These
featuresare invariant taotation translation andcaling The algorithm first convolve the
image wth GaussiansFrom the smoothed images differences of Gaussians are
generatedScale space extrema detection stage finds pofnitgerestas local extrema.
The gradient histogram is computed fréey pointandkey pointdescriptorsFrom the
key pointorientation the feature vector is extracted which contains orientaistygrams

on 4x4 pixelneighbourhoods

In [40], Chen et aluse LBP, texton, Locajray level appearances (LGAand Basic
Image Feature (BIFyvhere MIAS database is used in the experiment. Using KNN as
classifier they obtaimaximum of75% using Textorfor the four BIRADS, for the two
BI-RADS classegfatty and denseheyreportedup to88%.

Liasis et al [41] extract SIFT, LBP and texton features from MIAS database, combining
these features together thegportedrecognition rate 93.4% for 3 classes using SVM
classifier.

Bosch et al[50] propose a methodology to classify breast parenchymal tissue density.
Their approach has two steps, first the tissue density distribution is distavheosv
unsupervised algorithms. In thphase, thetudied SIFT and textons as features. The

second stefnvolves probabilistic Latent Semantic Analysis to classify breast densities
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according to BIRADS system. Results show that texton outperform SIFE.réported
accuracy of the system achieved 91% using MIAS database.

Tzikopoulos et al[51] presented a methodology to segment and classify mammograms
density. After segmenting the mammogram and applyingopcimuscle removing
algorithm, a breast density classification procedure is applied. In this procedure they use
a new fractal dimension as a feature and support vector machardassifier Using this
approach they achieve an accuracy up to 85.7 visSwlatabase.

Liu et al [52] provided a methodology for using wavelet transform to find-sepions.

From the sulbyegions the histograms are used to model densities. These histogram

features are passed to SVM classifier. Tdm@ortedaccuracyof the system was 86%.

2.2.4 Summary of the literature

The techniques in the literature are summarizethinle2-2.

Table 2-2: Summary of literature review.

Year, Ref Database No. ROI Size Features | Classifier| Reported| No. Comments
Images Accuracy | Classes
2001[35] 147 Histograms| Expert 90% 4 Local Database
2005[33] DDSM 300 Histogram | KNN + 47% 4 ROI not specified
form Co Decision
occurrence| Tree
Matrix
2006[50] MIAS 322 1024x1024| SIFT + pLSA 91% 3
Texton
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2007[30] MIAS 322 1024x1024| Histogram | Expert 80% 2
Moments
2009[28] IRMA 800 1024x500 | SVD SVM 90% 2
2010[25] MIAS + PCA + > 89% 2 No. and size of
Trueta LDA images not specified
2010[26] IRMA 1392 2DPCA SVM 80% 2 Size not specified
2010[31] | MIAS 322 1024x1024| Histogram | DAG- 80-77% | 2-3 Accuracy for 2 and 3
moments | SVM classes respectively
2010[36] MIAS 322 1024x1024| Histogram | SVM 95% 3
moments
2011[27] IRMA 9870 128x128 2DPCA SVM 80% 4
2011[52] Wavelet SVM 86% 4
transform
2011[29] | MIAS + 10000 SVD SVM 82% 4
DDSM +
LLNL +
RWTH
2011[40] MIAS 322 LBP + KNN 86% 2-4 Accuracy for 2 and 4
Textons + 75% classes respectively
LGA +
BIF
2011[42] | Oxford 100 TSDM chi- 90% 2-4 Accuracy for 2 and 4
square 82% classes respectively
distance
2012[41] MIAS 322 1024x1024| SIFT + SVM 93.4% 3
LBP +
Textons
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2013[37] MIAS 322 1024x1024| Global KNN 84% 3
histogram
2014[38] MIAS 322 1024x1024| Texture SMO 96% 2
features
2014[39] MIAS+FFDM | 1459 1024x1024| Histograms| Voting 9991% | 34 Sizes of FFDM

Tree

haven't specified
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CHAPTER 3

PROPOSED SOLUTION

It is apparent in the literaturéhat a lot of research has been undertaken in the
mammogram density classification. However, there is a need for more revision to
improve the accuracy of these systeifise main aim of this thesis is to classify breast
density according to BRADS lexiconusing machine learning techniqudsis chapter
providesan explanationaboutthe featuresand classifiers used. It alstescribes the

proposed solution, discusseach phase in details

3.1 Methodology

To achieve the objectives of this thesis in classifyirgast density based on-BADS, a
density classification system is developed. The major components of the proposed system

are shownn Figure (3-1).
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Query Image

Preprocessing

Patch Mammogram

| !

Feature Extraction PCA 2D PCA SVD MD NMF LBP
Classification SVM KNN
BI-RADS

Figure 3-1: Proposed breast density classificatiosystem

First a query image needs a {pm®cessing step to remove labalsd pectoral muscle
Moreover, ROI of size 300x300s alsoused An explanationof this step will ke
discussed later in section 3l1lIn addition,Mammogram and ROI extracted to check
which one improve the systeperformanceAfter pre-processingthe features PCA, 2D
PCA, SVD, Mean Density, LBRand NMF,are extracteénd passetb the classification
step which include SVM and KNN classifiencethese classifiers ammmonly used
in the literatur@o determine the category of the mammogram density.

An explanation about these steps is provideldw:
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3.1.1 Preprocessing and SegmentatioStep

Interpretation of Mammography is not easy as thought, spréqgrocessingtep is very
important in reducing the noise mammogram, suclas labels to make the feature
extraction more reliable. The segmentatxeludeghe pectoral muscle in case of MLO
view and extract ROl from the mammogra8ince mammograms geentation is out
the scope of this workhts step ilonemanually by[53] and all the imageare available
in the web Using MIAS databasethe labelsare cleanedand the pectoral muscle is
extraced from the mammogram In addition, theyprovide ROI of size 300x30(ixels
for all the images in thBIIAS database.

In Figure (3-2) the image mdb004.pgrhsample show to the left where the labels and

pectoral muscle appears clearly in the image and the segmented image shown to the right.

Figure 3-2: Extracting pectoral muscle and labels from a mmmogram. (left) original mammogram (right)
segmented mammogram.

An ROI (patch taken from the same samplbove after removing noisas presented in

Figure(3-3).
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Figure 3-3: A 300x300pixels mammographic gatch.

3.1.1.1 Database Downsizing

Some of the used features here require more memory in their calculations. When PCA
and SVD features are extracted from database images of size 1024 x 1024, they produce a
huge covariance matrix (the sizensre than 1,000,000 x 1,000,000) which require a
huge computation power. So to reduce this computations while retaining the image
details, the database images are downsizb can be done whileonsidering thdeak

Signal to Noise Ratio (PSNRyimilarity measure between the actual image and the

resized image.

PSNR similarity measure is commonly used for quality measure of lossy image

compression codec. It uses logarithmic decibel scale (dB) to express the perceptual
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distortion between two im&g. However, his distortion can be caused by downsizing
processin PSNR, aigher value indicate good similarity or quality.
To find the PSNR value, first the Mean Square Error (MSE) is calculated using the

following equation:

By O O (3.1

M and N are the number of rows and columns of the im&ges’Q Then the PSNR is
calculated as:

0 "YO 'Yp1méQ Y (3.2
P 0 YO

Where R is the maximum possible pixel value. For example, if the image is represented
as 8bit then R=255. However, the typical value of PSNR fédit8imagesfor human
vision perceivas 30 dB.
The following procedure is used when downsizing the databesges:
1. Read the image X from the database.
2. Resize the image to the desired size and store in Y.
3. Reconstruct the original image from the resized image Y.
4. Calculate the PSNR between X and Y.
5. Repeat these steps until all images in database are read.

6. Find theaverage of PSNR values.

Table @-1) shows the PSNR values (for all MIAS imagef 1024x1024 pixels for

different sizes.
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Table 3-1: PSNR values for different sizes of MIASmammograms

size dense fatty -glandular fatty
100x100 34.54 34.32 34.08
200x200 38.18 37.75 37.12
300x300 40.49 40.12 39.63
400x400 42.67 42.23 41.71
500x500 44.06 43.7 43.13

Calculating PSNR values for mammogram patches, the results are shown irgible (

Table 3-2: PSNR values for different sizes of MIAS patches

size dense fatty -glandular fatty
100x100 44.27 42.67 42.5
200x200 48.8 47.4 47.24

From Table 8-1) and 3-2), the size 100x100 is selected ttownsizing the database as it

has an acceptable PSNR value.
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3.1.2 Feature Extraction

As shown in thditerature, ther@area numbeof featureghat areused to describe the
texture of the mammogramis. order to classify breast density, a detailed breakdown of

the used features is given

3.1.2.1 Principle Component Analysis PCA)

PCA isa successfulechnique froma family of techniques that take hightfmensional
data, and use dependencies between varigblepresent it i lower dimensiomvithout
losing too much information. It is also called Karhut@eve transformatiofKLT).

The PCA technique is based on finding a desirable numlpgimziple components (the
directions of the new sufpace)pf multidimensional data. These principle components
can be derived by many waydowever, he simplest method is to findpgojectionthat
maximizesthe variance. So the first principle component is the one with largest variance
and he second is the one thadthe second largest variance and is orthogonal to the first
principle component, anepeat until all principle components are calculated

The key point in PCA is to calculate the eigenvalues and eigenve€ttirs covariance
matrix since the covariancematrix tells us information about relationship of data
elements, if they increase, decrease, or independent. Using such factorization, enable us
to extract lines that characterize the scatter of the data.

Eigenvalues or characteristic roots are scalaueslassociated with matrix equation.

Each eigenvalue is paired with an eigenvector.
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In Linear Algebra, Diagonalization of a matrix is the process that takes a square matrix
and converts it into a diagonal matrix that has the same characteristics of that ma
Finding the diagonal matrix is the same as finding the eigenvalues.

0 YYY
Here, the matrix A has beefactoredinto three matrices’Y is matrix contains the
eigenvectors of A)Yis a diagonal matrixcontains the eigenvalue¥, is the invese of
U.
In general, given D random varialle @ fooF8  , finding a low dimension of
X, i { A reti such thatO 'Qand captures most of information in x. However,
dimensionality reduction implies loss in data; the task here is teeqw® as much
information as possible, and determine the best d value. This value can be determined by
the largest eigenvalues that are associated with eigenvectors of the covariance matrix
Mathematically PCA can be represented as:

Given a set oN datapointw N A

Finding the first direction (unit vecto)suchthat B 6 @w  is maximized.

Introduce Lagrange multiplier to enfore@® & p and finda stationary poinof:

) (33)
0 6f 68 _p 0660
0a® o
) (34)
0 6R 6 @ 6 _p 66 66 _p 060

whereS is the covariance matrix
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T 0oh_ ., , (35)
T o ¢YO ¢_O
Set— " =0
2Su=2 ¢ (3:6)

U is the Eigenvectoof matrix S. thus the variation is maximized by Eigenvectoru;
corresponding to the Eigervalue of Su; is the first principle component. The second
principle component is chosen such that it has the most variance and is orthogonal to the

first one.

It can be seen after continuing in this manner thaatl frinciple component of the das&

thed Eigenvectoof Swith d largestEigenvalue

’ The projection of data in the
Y
new space X'

Figure 3-4: PCA Dimension reduction
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Figure(3-4) illustrates how PCAs used in dimensionality reduction. The data in the
Figurehavetwo dimensions that are reduced to one dimendiothis casePCA finds a

| ower di mension X0 (one di measmalbstejrort hat t h
Thetypical PCA algorithmcan be applieds follows:

1. Given a set oN data points ¥ 51 °.

2. Subtract the mean from the data N e:z{th0'Midp -B e

3. Find the covariance matri§| —-B e.el

4. Perform eigenvalue decompositioncanstruct the eigenvectors.

Then theprincipal componentare the columns; of U ordered by the magnitude of the
eigenvalues
5. Project the sample to the new space.

« T e (3.8

Where d is the rankhat is d<D and y is thieaturevector.
Figure(3-5) presents the mean of the mammography imagdsgure (3-6) the top70

basis of PCA are shown.
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Figure 3-5: Mean image of mammograms

Figure 3-6: Top 70 PCA bases.
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