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THESIS ABSTRACT (ENGLISH) 
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Ground Penetrating Radar (GPR) is considered as one of the advanced Non-Destructive 

Testing (NDT) methods with many applications. In this method, electromagnetic wave is 

transmitted into materials’ surfaces then the reflected signals are interpreted to know the 

materials properties and their internal content. However, one of the limiting factors of the 

GPR usefulness is the difficulty associated with received signals interpretation. For GPR 

system to be effective, there is a need to understand the contribution of different materials 

properties on the EM wave propagation to extract reliable information from the received 

signals. The interpretation errors can be minimized once a reliable GPR simulation 

system with precise materials models is used. 

In this thesis, we develop an advanced GPR simulation system using the general 

polarization FDTD-ADE algorithm. The developed algorithm is capable of simulating 

two and three dimensional GPR signal propagation through lossy, electric and/or 

magnetic dispersive or non-dispersive materials. The developed algorithm was validated 

against previous developed algorithm and analytical solution with excellent agreement. 

Several cases for different dispersive systems with recent material models were 

presented.The extracted simulation results were processed using Time-Frequency 

analysis. General characteristics features have been identified for different wet soil 

moisture percentages. 
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THESIS ABSTRACT (ARABIC) 

سالم علي العتيبي  

 

2102

 

يعتبر الرادار مخترق الأرض أحد الاختبارات اللاإتلافية  التتددمة  تات التيبيدةات التتعةدديت ثيتتذة  لاةتا الاختبةار فةي 

موجات كهرثمغناطيسي  إلى سةيو  التةواد ثمةم تةم ت لية  ثتاسةير ا اةارات التنعرسة  لتعرفة  خةوا  تلة   إرسال

أحةد العوامة  التدننة  للاسةتاادي مةم الةرادار مختةرق الأرض لاةي المةعوط  الترتبية   ثلرمت الداخلي  اتهاالتواد ثتروين

ا ااراتت ثلري ن م  على نظام رادار فاع  فإننا ن تاج لاهم تأتير خةوا  التةواد علةى انت ةار تل  طت لي  ثتاسير 

 اةارات التسةتدبل ت التوجات الرهرثمغناطيسةي  ثلاةو مةا يسةاعد علةى اسةتخلا  معلومةات تات موتويية  عالية  مةم ا

مةم خةلال اسةتخدام نظةام م اكةاي ي ةوج نتةاتج تتذيلية   ا اةاراتتدلي  الأخياء الناتج  عم ت لي  ثتاسةير تلة  يترم 

 دييد  للتواد التستدبل  للتوجاتت

 

 في لاته الرسال  تم تيوير نظام م اكةاي متدةدم للةرادار مختةرق الأرض ثتلة  طاسةتخدام خوارلامية  الاسةتديا  العامة 

علةى م اكةاي انت ةار موجةات الةرادار  لاةي الدةدريالخوارلامية  التيةوري  ما يتية  ل   التعادلات التااضلي  حساطيات إن

 يايةة ثالتةواد التاتة  ل التذالية  مختةرق الأرض فةي طعةديم أث تلاتة  أطعةاد ثخةلال مةواد تات تةةاات مختلاة  كةالتواد

 غناطيسي أث كليهتات ثالتواد تات الت تيت الرهرطي أث الت تيت الت التوجات

 

ثحلةةول  ت ةوج نتةاتج لتةواد تات خةوا  الت ةتيت الرهرطةي تةم مدارنة  الخوارلامية  التيةوري مةر خوارلاميةات سةةاطد 

حساطي  ثكانت النتائج متوافد  طدرج  عالي ت كتا تم استخدام النظام التيور لت اكةاي انت ةار موجةات الةرادار الأرضةي 

 ا اةاراتمعالجة   تتتة ثكةتل  ت مختلاة  ثمتذلة  طنتةاتج ميةوري مة.خرا تيتخلال أنظت  ت وج مواد تات تةاات ت ة

 ت ا ااراتطواسي  الت لي  ال مني الترددج لت ديد الماات التتي ي لهته  الأنظت الناتج  مم لاته 

 

 

 درج  التاجستير في العلوم

 جامع  التل  فهد للبترثل ث التعادن

 الظهران  التتلر  العرطي  السعودي 
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INTRODUCTION 

1.1 Overview 

Ground Penetrating Radar (GPR) is a valuable tool for subsurface imaging. It has been 

used for different applications including land mines detection, soil water content 

estimation and concrete quality assessment. GPR is also one of the most suitable 

technological solutions for timely detection of damaged utilities and leakage from 

pipelines. In basic principle, GPR sends an electromagnetic (EM) wave through an 

antenna to the ground and receives reflected signals. These received signals can 

characterize subsurface layers with its buried objects, if any, when interpreted correctly.  

The main factor that plays a considerable role on the received GPR signals behavior, is 

the material electric and magnetic properties through which the GPR signal is 

propagating.  These properties together with the materials configuration, transmitted 

pulse duration and direction of propagation, influence the GPR transmitted signal through 

different wave/materials interaction phenomena and contribute to the overall received 

signals appearance.  

The difficulty associated with the GPR received signals interpretation is one of the 

limiting factors of its usefulness, especially if there is no previous information regarding 

the tested location. In order to minimize the interpretation errors, reliable GPR simulation 

system with precise material model is used. 
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GPR simulation system should be capable of incorporating all possible material 

properties, particularly material dispersion property. Most materials change their 

behavior and interactions with EM wave based on the transmitted signal frequency 

contents. This material property is called material dispersion. Electric and magnetic 

dispersion are two types of material dispersion that are involved in EM wave propagation 

problems. This property is a unique property for each material and varies with frequency 

variation. For example, some materials are known to be strongly dispersive in certain 

bandwidth. However, they have negligible dispersion in another. This property(either 

electric or magnetic dispersion) can cause change of signal direction, received time, 

attenuation and can change the received signal velocity.Electric and magnetic dispersion 

relations can be modelled using multi-pole Lorentz, Debye or Drude model. The last two 

models are considered as special cases of Lorentz model. 

Most of the devoted work on GPR simulation system development focuses on either non-

dispersive materials or Debye electrically dispersive materials. The missed class of 

materials (electrically dispersive with Lorentz model or magnetically dispersive 

materials) forms an important class and cannot be neglected when GPR simulation 

system is needed. This introduces the need to have a general and robust GPR simulation 

system algorithm that incorporates electric and magnetic dispersive materials with multi-

poles Lorentz model. 
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1.2 Literature Review 

One of the advanced Non-Destructive Testing (NDT) methods is GPR. GPR is a 

powerful Non-Destructive sensing tool [1]. It is used in many areas such as geophysics, 

military technologies, archeology, civil engineering and environmental engineering. GPR 

has many applications including road pavement analysis [2],void detection [1], location 

of reinforcement (re-bars) in concrete [3], location of public utilities (pipes, cables, 

etc)[4], pipe leak detection [5], testing integrity of building materials [3], and minerals 

exploration [6]. Also, it has been used for measuring the sea ice layer thickness, 

measuring scouring around bridge supports, generating profile image for lakes bottom 

side and detecting buried hazardous waste.[7]. Many GPR methods have been used to 

approximate volumetric water content (VWC) [8]. In GPR studies, the travel time 

associated with the propagating EM wave between the transmitting antenna and receiving 

antenna is measured and used to approximate the dielectric permittivity of the tested soil 

bulk. After that, the approximated dielectric permittivity can be used to estimate the 

VWC Using a site-specific or general empirical relationship [9] [10].. VWC estimates 

have been obtained using GPR cross-borehole, ground wave and reflection methods.  

In cross-borehole radar method , two dimensional radar wave velocity image is generated 

between the boreholes. This image is generated using the wave travel time between 

selected points with marked locations. The wave velocity is used to estimate the dielectric 

permittivity which is the converted into VWC estimates [11]. Compared to the neutron 

probes methods, VWC estimates obtained using  cross-hole has a Root Mean Square 

(RMS) error of 0.03 m
3
 m

-3
[12]. Cross-borehole is a good method for the estimation of 

VWC for small scale area with lateral extent less than 10 m. Accurate estimation of VWC 
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for shallow soil can also be obtained using GPR ground wave data [13]. Using this 

method, VWC was estimated with an RMS error of 0.011–0.017 m
3
 m

-3
 for 900 and 450 

MHz antennas, respectively [13] and 0.024 m
3
 m

-3
 for 225 MHz antennas [14]. Common-

midpoint (CMP) method  is also used to estimate the VWC. In this method, central 

location is identified and radar antenna transmitter and receiver are separated at each side 

with an equal distance. As the antenna separation increases at each side the travel time of 

the radar wave increases, which is represented as linear events with slope related to the 

wave velocity. With CMP method horizontal reflectors appear as hyperbolic reflections 

on the recorded signals. A non-horizontal reflector will result in a shifted hyperbola on 

the CMP recorded signals[15]. One of the main limiting factors for the use of CMP as 

VWC estimation method over large areas, is the needed time to collect the test data. 

Generally, the associated error of this method is on the order of 10% [16] [17]. Another 

method for the VWC is the common-offset GPR reflection which can be used only under 

controlled conditions [18].In this method artificial reflector is located at a known depth 

and  GPR wave reflections are collected by moving the transmitter and receiver across 

the ground surface at a fixed distance. After that, the GPR wave travel time to the 

reflection arrivals is used to determine the average VWC from the ground surface to the 

reflector. Buried metal plates with known depth was used to estimate VWC to within 

0.01 m
3
 m

-3
compared to gravimetric water content measurements [19]. Another group 

estimated VWC using GPR reflected wave from the bottom of a lysimeter with a standard 

deviation of 0.01 m
3
 m

-3
[20]. The significance of GPR as a tool to detect near-surface 

contaminants is illustrated at a site in the Midwest of USA representing petroleum 
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product above the water table. Tests show that GPR may provide a means of mapping 

hydrocarbons in the vadose zone [21]. 

 

The purpose of performing GPR simulations is to simultaneously develop novel GPR 

configurations and detection algorithms for practical applications. Many methods have 

been proposed and used for the numerical modeling of GPR wave propagation problems. 

These include ray-based methods [22] frequency-domain methods [23] integral methods 

[24], and pseudo spectral methods [25]. However, the finite-difference time-domain 

(FDTD) technique has been used extensively by different researchers for GPR modeling 

over the past decade as can be seen in [26]-[28]. The FDTD approach has many features 

over the other methods which includes, capability of accommodating realistic antenna 

configurations, flexibility in incorporating electric and magnetic dispersion properties, 

modeling accuracy for complex models [29]. In many published researches [30]-[32], 

GPR systems operating above conductive and dispersive soil have been simulated. The 

FDTD approach used to model GPR is a numerical method that provides a solution to 

Maxwell’s equations, expressed in differential form in the time domain. Yee’smethod 

[33], is based on the discretization of the partial derivatives in Maxwell’s equations using 

central differencing. The electric(E) and magnetic(H) fields are assumed interleaved 

around a cell whose origin is at the location i,j, k. Every electric (E) field is located at 1/2 

cell width from the origin in the direction of its orientation. On the other hand, every (H) 

field is at an offset 1/2 cell size in each direction except in its orientation direction. An 

algorithm is developed using the resulting difference equations to solve these equations 

for the electric and magnetic related quantities and obtain the required solution [34]. 
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Since the development of Yee’s original paper, the FDTD method has been used 

extensively for the solution of electromagnetic field problems such as antenna modeling , 

electromagnetic pulse (EMP) coupling to dielectric structures, radar cross-section 

estimations, , electromagnetic field penetration, propagation in plasma and different 

biological applications. A detailed review of the FDTD method can be found in [35]. 

FDTD is particularly suitable for solving transient problem such as GPR wave 

propagation as it is formulated in the time domain[36].Because the FDTD formulation is 

entirely in the time domain it is particularly suited for solving transient problems such as 

GPR The simulated region represents only a small area of the actual existed region. Due 

to this fact, the simulator sees the boundaries that terminate this small region as an 

interface between two different media that will result in wave reflection. To solve this 

problem absorbing boundaries should be used. In 1994 J.P. Berenger, proposed the use of 

Perfect Matching Layer (PML) that dominates all the other absorbing boundaries [37].  
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1.3 Thesis Contribution 

The objective of this thesis work is to develop a general and robust GPR simulation 

algorithm capable of simulating GPR wave propagation through electric and magnetic 

dispersive or non-dispersive materials with different configurations. Most of the 

previously developed algorithms were developed for specific dispersion model. However, 

using the proposed general algorithm, the simulation of different materials with different 

dispersion models at the same simulation domain can be implemented easily. The 

incorporation of the magnetic dispersion properties in the developed algorithm, is another 

major contribution in this thesis as the previously developed algorithms were used for 

electrically dispersive materials only. To achieve the thesis objective, mathematical 

derivations were carried out to solve Maxwell’s equations numerically to incorporate 

multi-poles Debye and/or Lorentz dispersive materials. Then the derived equations were 

translated into a comprehensive two and three-dimensional algorithm.  

In the mathematical derivations part, we first consider multi-poles Debye magnetic 

dispersion relation with magnetic field intensity (H). The numerical dispersive relation 

was derived for this class of materials. The same procedure was followed with multi-

poles Lorentz materials. ThesetworelationswereincorporatedintoMaxwell’sequations 

numerically.  

Multi-Pole Lorentz electric dispersion relation with electric field intensity (E) was also 

considered.The numerical dispersive relation was derived for this class of materials and 

incorporated into Maxwell equations. 
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The developed simulator was used to simulate different cases. Recent wet electric 

dispersive soil relations with different moisture levels were used in the simulated cases. 

The dispersion relations were fitted directly to a five-pole Lorentz model. The direct 

fitting was performed to minimize errors associated with approximated fitting like linear 

or polynomial fitting. 

The simulation results were processed using Time-Frequency analysis. The main goal is 

to identify some features for different wet soil moisture levels. This signal processing tool 

has been implemented successfully and distinct features have been identified.  

1.4 Thesis Organization 

After having an introduction, that includes a review of literature and an insight on the 

contribution of this thesis work, Chapter 2 gives a general background on GPR. This 

includes an overview of electromagnetic approach, GPR principles and wave 

characteristics. Chapter 3 discusses in details basic material dispersion models and recent 

wet dispersive soil dispersion model. In Chapter 4, FDTD is discussed with detailed 

numerical representation of Maxwell’s equations. The proposed general algorithm for 

electric and magnetic dispersive materials is also included in this chapter. Chapter 5 

presents the simulation results of GPR wave propagation in different dispersive systems 

with different scenarios using the developed GPR simulators. In Chapter 6, simulation 

results processed using Time-Frequency analysis are presented. Finally, the thesis 

concludes with recommendations for future work. 
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2 GROUND PENETRATING RADAR 

2.1 Introduction 

The ability to detect type and location of buried objects has fascinated mankind over 

centuries. Toward this goal, many methods have been introduced and tested. These 

methods include seismic, electrical resistivity, induced polarization, gravity surveying, 

magnetic surveying, nucleonic, radiometric, thermo-graphic and the use of 

electromagnetic waves [1]. In fact, none of these methods can give full description of the 

underground layers contents [38]. GPR is one of the most common systems used for this 

application. It is also used to detect and locate buried objects beneath the ground surface. 

GPR is a valuable tool for subsurface imaging. It has been used for different applications 

including land mines detection [39], soil water content estimation [40] and concrete 

quality assessment [41]. GPR is also one of the most suitable technological solutions for 

timely detection of damaged utilities and leakage from pipelines [42].  

 

In the following sections, a brief background on the principles of the electromagnetic 

approach and the principles of the GPR technique are presented. 
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2.2 Principles of Electromagnetic Approach 

In simple terms, the electromagnetic (EM) approach is based on the change in 

propagation velocity of EM waves upon interacting with material. Material properties are 

usually defined in terms of permittivity, permeability and conductivity that are, in 

general, complex quantities. For nonmagnetic soils, permeability is that of vacuum in 

which the EM waves undergo no magnetic effects. Furthermore, for almost all materials, 

permittivity, and conductivity vary considerably with the frequency of the propagating 

wave. The origin of this effect is the induced polarization of atoms and molecules 

(dipoles) inside the material and the ability of these dipoles to respond to changing fields. 

 

Maxwell’sequationsareasetofequationsthatrelatetheelectricalandmagneticfieldsof

the EM wave in different material compositions. These equations were written down in 

complete form by James Clerk Maxwell. The behavior of the EM waves in any material 

depends on its electrical and magnetic properties that are represented by three widely 

used parameters in electromagnetism. These parameters are permittivity, permeability 

and electrical conductivity. Permittivity is the factor that represents the displacement of 

bonded charges due to the presence of electric field that results in energy storage in the 

material in the form of electric field. Permeability is a factor that represents the response 

of the material to the applied magnetic field that results in storage of energy in magnetic 

field form. Electrical conductivity characterizes the free charges movement due to 

external electric field. As these charges move, they face resistance from the material itself 

that leads to loss of energy.  

http://scienceworld.wolfram.com/biography/Maxwell.html
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2.3 Principles of GPR 

The basic principle of a GPR system is to send an electromagnetic pulse generated by its 

attached antenna through the ground layers then receive and analyze the reflected signal. 

The reflected signal (or signals) contains valuable information about the underground 

layers. A GPR system consists of four main components. The EM wave is generated and 

transmitted through transmitter antenna in the form of spherical waves that propagate 

both downward into the ground and upward in the air. The continuity of the wave at the 

interface gives rise to a lateral wave in the soil. The receiver is an antenna that can detect 

the reflected EM waves from underground layers and pass them to the processor that 

applies stored algorithms on these signals to enhance their signal to noise ratio (SNR). 

Then, these enhanced signals can be shown on display system for interpretation. 

Figure2.1 shows a block diagram of a typical GPR system.  

 

 

 

 

 

Figure 2.1: Block diagram of typical GPR system[1]. 

 

The most important aspects of a GPR system are resolution and penetration depth. 

Resolution is determined by the frequency content of the transmitted pulse and it 

increases at shorter central wavelengths. On the other hand, penetration depth is 

determined by both the soil characteristics and the central wavelength of the transmitted 
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pulse. In dry sand and gravel, conductivity is low and penetration depth can reach up to 

few meters at around 1 GHz. For moist soils and clay the penetration depth is 

significantly less at that frequency. 

2.4 GPR Wave Characteristics 

In order to understand different wave/material interaction  phenomena, we should pay a 

closer look to the wave characteristics and their relationships with intrinsic material 

properties.   

2.4.1 Central Frequency 

GPR transmitter signal is basically a pulse with finite duration. Since it is a bounded 

signal, its Fourier transform exists. The wave central frequency (or bandwidth) is 

approximated by the formula[38]:    

   
 

  
  

 

 
                                                          (2.1) 

where   is the pulse width in seconds at half amplitude ,    is the central frequency in Hz 

and   is the bandwidth in Hz.  

The center frequency wavelength is calculated using the formula[38]: 


 
  

 

  
                                                              (2.2)  

Where  is the EM wave velocity in the material.  

Central frequency is an important characteristic of GPR wave as it determines the 

resolution capability of GPR system. GPR resolution consists of two components, namely 
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the longitudinal (range or depth) resolution length and the lateral (angular or side ways 

displacement) resolution length see Figure 2.2 for more clarification.  

 

 

 

Figure 2.2 Types of GPR resolution [38]. 

As the GPR signal propagates and faces a reflector, it reflects back and detected  by the 

receiver. This might cause signals overlap. By characterizing a pulse by its width at half 

amplitude, W, Rayleigh’scriterionstates that two pulses are distinguishable if they are 

separated by half their “halfwidth”.Hence, if these signals  are separated in the time 

domain by less than this amount, then they might overlap and  interpreted as a single 

pulse. The radial resolution length is expressed as follows[38]: 

    
   

 
                                                             (2.3)           

where   is wave speed in meters per seconds. 

The lateral resolution length is expressed as follows[38]: 

   √   
 

 
                                                           (2.4)  

where   is the distance from the transmitter to the target in meters.  
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2.4.2 Wave Velocity 

Wave velocity is a function of wave frequency and material properties which are 

characterized by permittivity, permeability and electrical conductivity. These parameters 

are generally complex quantities. Detailed discussion for material dispersion will be 

presented in the next chapter. However, we will list their main formulas here[38]:   

Complex permittivity 

                                                                  (2.5) 

Complex conductivity  

                                                                (2.6) 

Real effective permittivity  

      
   

 
                                                        (2.7) 

Real effective conductivity  

                                                                  (2.8) 

Where    and    are the real permittivity and real conductivity, respectively While     and 

    are the imaginary permittivity and imaginary conductivity, respectively. 
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The wave velocity is dependent on the signal frequency, effective permittivity and 

conductivity as follows[38]:  

  
 

√
   

 
[√   (

      

  )  ]

                                                        (2.9) 

where, 

                                            (                         ) 

                                 

2.4.3 Wave Attenuation 

As the EM wave propagates through lossy materials, it loses some or all of its energy due 

to wave/material interaction. Wave attenuation depends on wave frequency, material 

permittivity, permeability and electric conductivity. The below formula is used to 

calculate wave attenuation[38].  

   √   √(
 

 
[√   (

      

    )   ])                                   (2.10) 

The attenuation unit is Neper/meter.  
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3   MATERIAL DISPERSION MODELS 

In this chapter, a brief description of material dispersion models is presented including 

the most common types, Lorentz, Debye and Drude. As far as soil models are concerned, 

the most prominent model for moisture is discussed. 

 

3.1 Material Models 

 

Most materials change their behavior and interactions with EM wave based on the wave 

frequency contents. This material property is called material dispersion. Electric and 

magnetic dispersion are two types of material dispersion that are involved in EM wave 

propagation problems. This property is a unique property for each material and varies 

with frequency variation. Several material models have been proposed to describe the 

frequency response of materials. These models were developed based on the electron 

motion with respect to the atom nucleus in the presence of external electric field. Once 

this behavior investigated and understood, a model of the electric susceptibility (or 

permittivity) of a material can be proposed.. Due to the analogy between electric and 

magnetic fields, a similar models can be proposed for magnetic susceptibility (or 

permeability) to incorporate the magnetic dispersion of material. While the magnetic 

dipoles physically arise from moments associated with current loops, they can be 

described(mathematically) by magnetic charge and current, analogous to the electric 

cases. The below sections discuss the main dispersion models. 
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3.1.1 The Lorentz Model. 

Lorentz model is the most well-known material dispersion model. It is derived by a 

description of the electron motion in terms of a driven, damped harmonic oscillator. The 

charges are assumed to be allowed to move in the electric field direction. The Lorentz 

model describes the response of a component of the polarization field of a given material  

to the same component of the external electric field as 

  

        
 

  
     

         
        (3.1) 

The first term on the left hand side accounts for the charges acceleration, the second term 

accounts for the system damping mechanisms with damping coefficient    , and the third 

term represent the restoring forces due to the nucleus/electron attraction force where 

  
   

 ⁄ and ,  is the spring constant of the harmonic oscillator and   is the mass of the 

charge (see Figure 3.1). 

 

Figure 3.1:  Resonance described by the Lorentz model. 

The coupling coefficient   of the driving term is  

   √
   

   
⁄      (3.2) 
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where, N is the number of charges/molecules per unit volume. The response in the 

frequency domain, assuming the      time dependence, is given by the expression: 

       
    

       

           
     (3.3) 

The polarization and electric fields are related to the electric susceptibility as: 

             
     

       
 

  
 

           
     (3.4) 

The permittivity is then obtained as: 

              (              )   (3.5) 

The complex relative permittivity is given as: 

                     (3.6) 

3.1.2 The Drude Model. 

The Drude model is a special case of the Lorentz model. Drude model is suitable for a 

material that doesn’t have strong nucleus/electron attraction effect in the presence of

external electric field. For such material the restoring force in the Lorentz model can be 

neglected. The Drude model then describes the response of a component of the 

polarization field of a given material to the same component of the external electric field 

as: 

  

        
 

  
         

       (3.7) 

The polarization and electric fields are related to the electric susceptibility as: 

           
     

       
 

   
 

        
   (3.8) 

The permittivity is then obtained as: 

            (            )   (3.9) 
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3.1.3 The Lorentz-Drude Model. 

Lorentze-Drude model is the most general  dispersion model. It incorporates the 

polarization in a material that have both free and bound electrons. The free electrons have 

a negligible restoring force , hence its impact can be  modeled using Drude model while 

the polarization due to the bound electrons can be modeled with other term using Lorentz 

model [36]. The permittivity in the Lorentze-Drude model is given by 

boundfree  
     (3.10) 

For the free electron, permittivity is 

2
1









j

p

free
    (3.11) 

and for bound electrons, permittivity is 
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    (3.12) 

Combining both models together, yields 
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3.1.4 The Debye Model. 

In some materials, the acceleration term is small compared to the other terms in Lorentz 

model. The obtained model when the acceleration term is neglected is Debye model 

  
 

  
     

            
       (3.14) 

The electric susceptibility is then given as 

           
     

 

       
    (3.15) 
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Debye model assumes that dielectrics are composed of electrical dipoles which change 

their orientation based on the applied external electric field with some relaxation time 

(see Figure 3.2). If the applied electric field is oscillating at a low frequency, then the 

material polarization will be strong. However, if the applied electric field is oscillating at 

a high frequency then the material polarization will be weak. From another point of view, 

materials with strong polarization have a short relaxation times and materials with weak 

polarization have long relaxation times. For example, metals are known to have very 

short relaxation time . Hence, it has strong polarization. The derivation of the Debye 

model starts from the response of a dielectric to applied DC electrical field.  

 

Figure 3.2: Relationship between E and P in material Debye modeled dielectric 

 

At steady state electric polarization is given by  

)1()( /tePtP 

      (3.16) 

where  is the polarization in the steady state,       is the instantaneous polarization and  

   is the time constant. The derivative of      starts with 



 

 

21 

 





/1)( teP
dt

tdP 


    (3.17) 

Substitution in Equation 3.16 yields 

dt

tdP
PtP

)(
)(  

    (3.18) 

  can be found using the steady state value of permittivity 

dt

tdP
EtP

)(
)1()( 0   

    (3.19) 

Solving for      gives 

dt

dP
tPtE   )()()1(0

    (3.20) 

Taking the equation to the frequency domain gives 

)()()()1(0  PjPE 
   (3.21) 

Dividing by         gives 

)(
)(
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    (3.22) 

Thus, the permittivity is given by 

1
)1(

1
1)()( 











j    (3.23) 

The following condition should be met to ensure optimum fitting of the permittivity 

function over the frequency range , 

       and          (3.24) 

where,   is the permittivity at infinite frequency and    is the static permittivity at DC. 

Therefore, the relation has to be modified to be 
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To take into account the material losses, another term is added to the permittivity. This 

term is related to the material conductivity. 
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3.2 Soil and Moisture Models 

A direct relationship between soil physical properties and the overall dielectric response 

of the soil constituents (soil particles, water, and air) can be established using dielectric 

mixing models. It has been shown that four-component mixing model that includes the 

fraction of bound water associated with high-surface-area clays has resulted in improved 

prediction of the dielectric response of soils [43]. However, most mixing models 

developed for soils ignore the imaginary contributions of some or all of the dielectric 

damping mechanisms associated with bound and bulk soil water [43-47]. Recent soils 

models by Boyarskii et al. [48] and Mironov et al. [49] include both the real and 

imaginary components of bound and bulk water. In [48], an empirical fit to measured 

data is used to approximate bound water relaxation times as a function of water film 

thickness which facilitates the calculation of the complex permittivity of the bound water 

component based on the Debye formula. 

 

The soil model that is adopted in this work is a recent application of the four-component 

dielectric mixing technique that accounts for the contribution of dielectric polarization, 

ε′(ω) − jε″(ω), to the complex permittivity of a composite medium with one or more 
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relaxation processes [50]. The model uses a four-component dielectric mixing model to 

estimatebothε″andε′withaknowledgeofthevolumetricfractionsofair,soilparticles,

free water, and water bound to ( or adsorbed by) the surfaces of the soil particles. Using 

the power-law approximation [43] [45] [51] for ε′(ω) − jε″(ω) yields the frequency-

dependent complex dielectric permittivity given by[50] 

           
      

       
                  

                     
      

   
 (3.27) 

 

where the effective air dielectric constant is given by 

 

  
    (  

  

  
  )          (3.28) 

The effective soil dielectric constant is given by 

 

  
     

  

  
    

     (3.29) 

The effective free water dielectric constant is given by 

 

  
                                 (3.30) 

 

The effective bound water dielectric constant is given by 

 

  
                              (3.31) 

In Equation 3.30, we have 
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    (3.32) 

where 

              
                    

             
   (3.33) 

and 

                                                                  (3.34) 

In Equation 3.31, we have[50] 
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∫     

   

 
   

             

                
    )   (3.35) 

where 

    
      

    
      (3.36) 

and 

         
      

        
 

 
(
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     (3.37) 

The temperature-dependent static conductivity is empirically given by[50] 

         [
 

  
  
  

]

 

                    (3.38) 

 

The strategy of using this model is as follows. For any given water content, temperature 

and soil type, Equation 3.27 is used to generate frequency-dependent data for the 

complex permittivity. This data is fitted to any standard material model with as many 

poles as necessary.  

As a case study , the parameters in Table 3.1 are used to produce dispersive wet soil real 

and imaginary permittivity curves for five different percentages as indicated by Figure 

3.3 and Figure 3.4.   
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Table 3.1: Several dispersion types and the corresponding coefficients [50]. 

 

Parameters Description 

       Exponent of the power-law mixing model 

             Specific surface area of the soil  

        Physical length of the time-domain reflectometry rod 

    Exponent to describe the increase in polarization losses with water content 

       Fitted exponent to describe the increase in bulk electrical conductivity with water content 

           Polarization loss factor describing dielectric losses due to bound water 

          Effective radius of water molecule 

           Soil temperature 

      Cole–Davidson distribution parameter 

              Multiplier to account for the response of the bulk electrical conductivity to temperature 

           Maximum thickness of the bound water region 

       Dielectric constant of bulk and bound water at infinite frequencies 

       Relative dielectric permittivity of air 

       Relative dielectric permittivity of soil solids 

              Bulk density of soil 

              Particle density of soil 

              Bulk electrical conductivity of the soil at saturation and 25°C 

                Input bandwidth estimated from rise time measurements 
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Figure 3.3: Real permittivity curves generated by the empirical model in [50]. 

 

Figure 3.4: Imaginary permittivity curves generated by the empirical model in [50]. 
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4 THE FINITE DIFFERENCE TIME DOMAIN METHOD 

The Finite-Difference Time-Domain (FDTD) method is one of the most widely used 

numerical method in the analysis of complex structures in many engineering disciplines 

and electromagnetic research in particular. In this chapter, a brief description of the 

simulation method is presented. Also presented is the extension of the method to 

accommodate the dispersion characteristics of different media. 

4.1 Introduction to the FDTD Method 

The FDTD method is one of the most extensively used numerical methods for the 

solution of electromagnetic problems. It has many advantages over the other used 

numerical methods. FDTD has a relatively simple mathematical formulation. Also, it 

provides an easy way of Maxwell’s equations discretization and it does not need any 

symmetry in the modeled structure. Many researchers introduced different modifications 

to the FDTD algorithm The modified versions reduced the computation costs, which 

grant this method more attention and increase its used in the research activities.  

To formulateFDTD in generalweneed to startwithMaxwell’s equations. For a non-

dispersive (frequency-independent) linearisotropicmaterial,Maxwell’sequationscanbe

expressed as 

  

  
  

 

 
        (4.1) 

  

  
 

 

 
          (4.2) 
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Assuming nonmagnetic media (i.e.     ) expansion of the components of the curl 

operators in Equation 4.1 and Equation 4.2 yield the following six coupled scalar 

equations in Cartesian coordinates.  

   

  
 

   

  
             (4.3a) 

   

  
 

   

  
             (4.3b) 

   

  
 

   

  
             (4.3c) 

   

  
 

   

  
             (4.3d) 

   

  
 

   

  
             (4.3e) 

   

  
 

   

  
             (4.3f) 

These six coupled partial differential Equations (4.3a-f )are used as a base for the FDTD 

numerical algorithm. The algorithm is  modeling the electromagnetic wave interactions 

with arbitrary three-dimensional medium. The Yee algorithm [33]deals simultaneously 

with the electric and magnetic fields in time and space, rather than solving the wave 

equation for either one of them alone. 

 

Yee’sproposed a FDTD scheme in which the Maxwell’scurlequations were discretized. 

It first approximates the time and space first-order partial derivatives using central 

differences, then solves the resulting equations by using a leapfrog scheme [35]. 
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4.2 Yee’s Orthogonal Mesh 

Yee proposed a 3-D mesh having electric and magnetic field components at different 

locations as shown in Figure 4.1. E and H components are located at the centers of the 

grid lines and surfaces such that each component is surrounded by four field components. 

This gives a simple representation of three-dimensional space filled with arrays of 

Faraday’s law and Ampere’s law contours. Hence, it is possible to identify the E 

components which is related to the displacement current flux that links with the H loops 

and, similarly, it is possible to identify the H components which is related to the magnetic 

flux that links with the E loops, as shown in Figure 4.1.  

 

Figure 4.1: Yee’s spatial grid. 

In case of 2-dimensional space (i.e. of x-y plane), we will assume that the fields are not 

varying in the  z-direction, which is represented mathematically as 
   

  
  ,  

   

  
  , 

   

  
  , 

   

  
  . 
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From Equation 4.3, two independent sets of coupled equations can be obtained. 

TM polarized wave: 

   

  
 

 

 

   

  
     (4.4a) 

   

  
  

 

 

   

  
     (4.4b) 

   

  
 

 

 
(
   

  
 

   

  
)    (4.4c) 

and TE polarized wave: 

   

  
  

 

 

   

  
                (4.5a) 

   

  
 

 

 

   

  
     (4.5b) 

   

  
 

 

 
(
   

  
 

   

  
)    (4.5c) 

using Yee’sspatialgriddingscheme,we can approximate the partial spatial derivatives in 

Equation 4.4 and Equation 4.5 can by a central difference approximation in the space. For 

example, Equation 4.4a,4.4b,and 4.4c respectively become  

   

  
 

 

 

                 

  
    (4.6a) 

   

  
  

 

 

                 

  
    (4.6b) 

   

  
 

 

 
(
                 

  
 

                 

  
)   (4.6c) 

Yee’s algorithm also utilizes central differencing in the time domain for the E and H 

components. The E and H components are solved using a leapfrog algorithm as shown in 

Figure 4.2. All of the E components are computed using the newly computed H field data 

and the previously computed values of E. The computed values are stored for later step 

usage. At the next step, H is recomputed based on the newly computed E field and the 

previously obtained H. This process continues until the end of the requested time steps. 
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Figure 4.2: Leapfrog temporal scheme of the FDTD method. 

 

Applying central difference approximation, Equations 4.6a-c respectively, become 
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One of the main requirements of the numerical methods is the numerical stability. The 

time step,    , shall have an upper bound to ensure the numerical stability of Yee 

algorithm . This upper bound is related to the spatial increments  ,   , and    in 

accordance with the Courant-Friedrich-Levy (CFL) stability condition [35]. In three 

dimensions, the CFL condition is  

         
 

 √
 

    
 

    
 

   

      (4.8) 

The upper bound on   is a sufficient condition to guarantee numerical stability of the 

subject algorithm. 

 

When simulating propagation of EM waves, the computational domain needs to be 

terminated. If the simulated region is surrounded by a perfect electric conductor, the 

termination is achieved by forcing the fields to be equal to zero. However, if the 

simulated region is not surrounded by a perfect conductor, an error in the computed fields 

is expected due to the simulation boundary reflection. Berenger [37] proposed  a solution 

to this problem through the introduction of perfectly matched layer (PML). In the PML, 

the electromagnetic fields are attenuated rapidly when they reach to the simulation 

boundary until they become equal to zero, which eliminate any expected reflection. To 

attenuate the EM fields, Berenger introduced two quantities   and
*  which are the 

electrical conductivity and magnetic conductivity, respectively. The resulting equations 

for TE waves inside the PML are given by 
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(4.11) 

To eliminate the reflection between the PML and the simulation region boundary, 

Berenger assumed that the PML contain a material with the same impedance as the 

simulation region material.  This way the impedance matching principle is met. The 

condition results in the following equation. 

0

*

0 








 

(4.12) 

The above illustration solve the reflection problem for normal incidence only. However, 

due to the nature of the EM wave propagation, the proposed algorithm should deal with 

all forms of incidence. To solve this problem, the Hz field shall be split into its sub-fields 

Hzx and Hzy where one is at normal incidence and the other  is tangential to the PML. 

consequently, the assumed conductivities shall be split which means splitting  
*  to 

*

x

and
*

y . Where the first deals with Hzx and the other deals with Hzy. Equation 4.11 will 

be split into the three equations  
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All the mentioned conductivities will not be considered in the computational domain (

*,, xyx   and 
*

y equal to zero ) and will be considered only inside the PML. - This way 

the PML will work fine for homogenous materials. However, the presence of dispersive 

and non dispersive material at the PML walls causes a problem.. Zahoet. al. [52] 

proposed a material independent PML (MIPML) in 1997. The main idea is to apply PML 

algorithm on a layer that has a field different than electric and magnetic fields which are 

material dependent fields. He selected to focus on the electric and magnetic flux density 

fields. Therefore, in the MIPML, the constants involved with both electrical flux density 

D and magnetic flux density B which are material independent fields by their nature are 

responsible for the PML walls only. Hence, new electrical conductivity   and magnetic 

conductivity 
* areintroducedinMaxwell’sequations. 
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(4.18) 

Consequently, the impedance matching condition reduces to  

*   (4.19) 

This equation indicates that the electric and magnetic conductivity shall be the same. 

Also,  the field splitting should be performed on the D-B layer. Similar approach could be 

followed for 3D algorithm.  
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4.3 The General ADE-FDTD Algorithm for Dispersive Materials 

The FDTD is a robust numerical method and is used for modeling the EM wave 

propagation in different materials with complex models. One of the feature of this 

method, is the capability of incorporating the dispersion properties of the simulated 

materials.  

There are three main techniques to use FDTD with dispersive materials:  

1. The recursive convolution (RC) method [53]. 

2. The auxiliary differential equation (ADE) method [35]. 

3. The Z-transform method [34]. 

In my thesis, the ADE dispersive FDTD technique will be discussed in details and will be 

used  to model dispersive materials.  

The auxiliary differential equation, first proposed by Taflove [35], was formulated to 

introduce dispersion relation in FDTD. The ADE method has some features over the 

other methods which make it  widely used for EM problems. ADE method has high 

flexibility in fitting arbitrary permittivity functions and it gives a more general 

representation of the dispersion relations. Taflove’s proposed to convert the material 

dispersion relation from the frequency domain into the time domain using  Fourier 

transform. The new E field will be computed from the previous value of E and D. The 

time domain relation between D and E in a dispersive medium, can be extracted using the 

frequency domain relationship 

       
 

  
         (4.20) 

which can be simplified to  
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                  (4.21) 

By applying inverse Fourier transform the above equation becomes 

     

  
            (4.22) 

Discretizing the above relation using forward difference scheme, one gets 

       

  
            (4.22) 

So the updated E will be 

     
       

     
    (4.23) 

The above derivation is efficient for material with single-pole dispersion relation, 

however for multi-poles materials the equations become difficult to derive.  To overcome 

this problem, Taflove proposed matrix inversion technique. However, using this 

technique  requires a large computational time and memory. The algorithm which was 

proposed in [54][55] to solve these problem was modified and used to have stable GPR 

simulation system. In the modified version, only one algorithm is required for any 

dispersion relation as a result of the ADE method. The dispersive relation has the general 

form as 

                  (4.24) 

Introducing polarization, P, one gets 

              ∑       
     (4.25) 

where, N is the number of poles.  
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Considering the Lorentzian type as it represent s a generalized dispersion form , the 

polarization field, P, in the frequency domain can be written as 

     
 

                  (4.26) 

where a, b, c and d are independent constants representing the material response and 

unique for each material and E is the electric field intensity. Equation 4.26 can be 

rewritten in the following form. 

                             (4.27) 

According to the ADE approach, Equation 4.27 the inverse Fourier transform is needed 

to transform this equation into  the time domain  

       
 

  
      

  

                (4.28) 

Equation4.28issolvedinthetimedomaintogetherwithMaxwell’scurlequationsgiven

by 

  

  
         (4.29) 

and 

  

  
                               (4.30) 

These equations solvedusingthestandardYee’salgorithm.Themain step to formulate a 

consistent and general FDTD algorithm is to approximate the time derivatives in equation 

4.28 at each time instant n. Thus, using central differencing, the following equation can 

be obtained for P. 

     
         

   
  

             

           (4.31) 

Or, 

     
        

      
   

       

      
     

     

      
      (4.32) 
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                                 (4.33) 

 

Substituting     in the second terms of the right hand side of (4.33) with      
         

 
 

Equation 4.33 can be written in the form 

      
       

       
        (4.34) 

Each of these constants C1, C2 and C3  is a function of the independent constants a, b, c 

and d and can  be found for each form of dispersion relation. Table 1 gives the 

expressions for these three constants for different electric dispersion relation including 

Lorentz, Debye and Drude models. In case of multi-pole dispersion materials, the 

constants are defined for each pole in the same manner. The updated equation for the 

electric field intensity is given by 

     
     ∑   

    
 

    
     (4.35) 

where N is the number of poles.  

Due to the analogy between electric and magnetic fields, the same derivation can be 

repeated for magnetic dispersive materials. And equations (4.34) (4.35) can be used to 

calculate Magnetization and the updated magnetic field as per the below equations: 

 

      
       

       
        (4.36) 

 

     
     ∑   

    
 

    
      (4.37) 

The order in which the computations are performed in the general algorithm is shown in 

the flowchart of Figure 4.3 . First the updated values of the electric flux density fields are 
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calculated using Equation 4.29. Next, Equation 4.35 is used to calculate the updated 

electric field where Equation 4.34 is embedded in this calculation. For the magnetic field, 

first the updated values of the magnetic flux density fields are calculated using Equation 

4.30. Next, Equation 4.37 is used to calculate the updated magnetic field where Equation 

4.36 is embedded in this calculation. 

 

Table 4.1: Several electric dispersion types and the corresponding coefficients. 

Dispersion term in 

frequency domain 
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Table 4.2: Several magnetic dispersion types and the corresponding coefficients. 

Dispersion term in 

frequency domain 
C1 C2 C3 

Lorentz Pole 

  
 

         
  

  

           
 

            

           
 

     

           
 

Drude Pole 

  
 

       
  

  

      
 

       

      
 

     

      
 

Debye term 

  
 

     
  

0 
        

        
 

     

        
 

 

 

Figure 4.3: A flowchart for the calculations involved in the general algorithm. 
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5    SIMULATION RESULTS 

The developed algorithm was implemented using FORTRAN language. Two codes were 

developed one for 3D system and the other for 2D system. In the next subsections we will 

present the algorithm validation and selected simulated systems. 

5.1 Algorithm Validation 

The developed algorithm was validated against analytical solution and a previous 

algorithm developed for GPR system with Debye dispersive material. The case reported 

by Teixeira et. al. [56] is simulated. The soil dispersion model parameters are obtained by 

fitting 2-pole Debye and 1-pole conductivity models to the experimental data reported by 

Hipp [57] for the Puerto Rico type of claim loams. These parameters are given in Table 

5.1. The structure is excited with a pulse that is the first derivative of a slightly different 

version of the Blackmann–Harris pulse [58] so that the pulse vanishes completely after 

about 8 ns (see Figures 5.1 and 5.2).  

The soil region occupies 60% of the vertical height of the simulation domain as shown in 

Figure 5.3. The field is monitored inside the soil so that it is more sensitive to its 

dispersive properties. The results shown in Figure 5.4& 5.5indicate an agreement 

between the simulation and the published data[56]. 

Table 5.1: Soil model reported in [57]. 

Moisture level %     (mS/m) A1 A2 1 (ns) 2 (ns) 

5 4.15 1.11 1.80 0.6 3.79 0.151 
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 Air Tx 

 Rx 

Moist (1.758 m) 

 

Figure 5.1: Time profile of the signal launched by the transmitter. 

 

Figure 5.2: The frequency spectrum of the transmitted signal. 

   

 

 

 

Figure 5.3: The simulation domain for the validated case. 

 

0 2 4 6 8 10 12 14 16 18 20
0

0.2

0.4

0.6

0.8

1

1.2

1.4

1.6

1.8

2

x 10
5

Time (ns)

E
le

c
tr

ic
 F

ie
ld

 (
V

/m
)

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
0

0.5

1

1.5

2

2.5

3
x 10

7

Frequency (GHz)

A
m

p
lit

u
d
e
 (

a
.u

.)

0.293 m   

0.293 m   

1.172 m   



 

 

43 

 

 

Figure 5.4: Time profile of the recorded electric field (3D simulator). 

 

Figure 5.5: Time profile of the recorded electric field (2D simulator). 
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5.2 Simulated Cases 

The 2D simulator was used to simulate different electrically dispersive system with 

materials modeled using multi-pole Lorentz model. For all simulated system, the 

dimension is five by five meters with PML absorbing boundaries. Also, the field source is 

considered to be a point source exciting electric field in the x-direction located at 30 cm 

above the air/ground interface. Several scenarios of the location and extent of the 

underground moisture region including two layers, three layers and limited moisture 

regions are investigated. The main dispersive material in the simulated systems is wet 

soil. As discussed in Section 3.2, recent experimental work reported wet soil electric 

dispersion relation with five different moisture percentages. The first step to use the 

reported results is to fit these results to one of the discussed dispersion models.  

5.2.1 Curve Fitting 

Each of the reported relations which were presented in Figure 3.3 and Figure 3.4were 

fitted directly to five-pole Lorentz model see Equation 5.1. The extracted parameters 

were used in the next simulated cases. Table 5.2 shows the optimum parameters that were 

chosen to fit these relations. Figures 5.6-5.10 show the fitted and report relations. The 

figures show that the selected parameters fitted the reported relation with excellent 

agreement.           ∑
            

 

  
                

 

   
                                (5.1) 

Where,     is the infinite frequency permittivity ,    is the model weight factor ,   is the 

pole static permittivity ,   is the pole infinite frequency permittivity ,   is the resonant 

frequency and     is the damping coefficient. 
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Table 5.2: Multi-pole Lorentz selected parameters wet dispersive soil relations. 

Moisture Level 1st Pole 2nd Pole 3rd Pole 4th Pole 5th Pole 

5 % 

 

     = 2.3 

 

  = 0.2   = 0.2   = 0.2   = 0.2   = 0.2 

  = 2.8   = 2.8   = 2.8   = 2.8   = 2.8 

  = 1   = 1   = 1   = 1   = 1 

    13     20     13     10.5     12 

                                                   

                                                       

10 % 

 

     = 3 

  = 0.2   = 0.2   = 0.2   = 0.2   = 0.2 

  = 6   = 6   = 7   = 7   = 5 

  = 2.5   = 1.3   = 2   = 2.4   = 2 

    13     20     13     10.5     12 

                                                    

                                                       

20 % 

 

     = 5 

  = 0.1   = 0.2   = 0.2   = 0.2   = 0.3 

  = 10   = 10   = 8   = 8   = 10 

  = 2   = 2   = 3   = 3   = 2 

    13     13     13     13     12 

                                                    

                                                       

30 % 

 

     = 9 

  = 0.1   = 0.2   = 0.2   = 0.2   = 0.3 

  = 9   = 9   = 12   = 14   = 13 

  = 2   = 2   = 1   = 1   = 1 

    13     13     13     13     13 

                                                    

                                                       

40 % 
 

     = 12.5 

  = 0.15   = 0.15   = 0.1   = 0.2   = 0.4 

  = 25   = 25   = 21   = 25   = 25 

  = 12   = 13   = 17   = 12   = 12 

    15     15     15     15     15 
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Figure 5.6: Real and imaginary permittivity for wet soil with 40 % moisture generated by the 
empirical dielectric function (blue) and the corresponding 5-pole Lorentz fit (red). 

 

Figure 5.7: Real and imaginary permittivity for wet soil with 30 % moisture generated by the 
empirical dielectric function (blue) and the corresponding 5-pole Lorentz fit (red). 
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Figure 5.8: Real and imaginary permittivity for wet soil with 20 % moisture generated by the 
empirical dielectric function (blue) and the corresponding 5-pole Lorentz fit (red). 

 

Figure 5.9: Real and imaginary permittivity for wet soil with 10 % moisture generated by the 
empirical dielectric function (blue) and the corresponding 5-pole Lorentz fit (red). 
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Figure 5.10: Real and imaginary permittivity for wet soil with 5 % moisture generated by the 
empirical dielectric function (blue) and the corresponding 5-pole Lorentz fit (red). 

 

As it is clear from these curves, the used dispersive wet soil has clear dispersion behavior 

around one GHz. The used GPR signal should have a central frequency close to one GHz 

in order to be able to interact with the dispersion properties of these types of soil. Figure 

5.11 shows the used pulse. The Fourier transform of this pulse is shown in Figure 5.12.  

 

Figure 5.11: Time profile of the signal launched by the transmitter. 
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Figure 5.12: The frequency spectrum of the transmitted signal. 

 

5.2.2 Preliminary Case:  Dispersion Effect  

In this introductory case, we simulate GPR wave propagation in dispersive and non-

dispersive layer with system similar to the Figure 5.3 system. The GPR signal was 

recorded in both cases from a point located 20 cm below the air/ground  interface . The 

main objective of the case is to study the influence of electric dispersion on the EM wave 

propagation. Figure 5.13shows the recorded signal in both cases. The recorded signal for 

dispersive signal has a delay compared to the non-dispersive one. This delay is a 

characteristic feature of dispersive materials compared to non-dispersive ones. Another 

observation is the amplitude of the recorded signals. It is noticed that for dispersive case 

the signal inside the layer has less amplitude (energy) compared to the non-dispersive 

one. This indicates that the signal losses will be higher for dispersive system compared to 

non-dispersive.   
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Figure 5.13: Time profile of the received signal with (blue) and without (red) consideration 
of the material dispersion. 

 

5.2.3 First Case : Simulation of a Two-Layer System 

This is the simplest case that was implemented. GPR wave propagation was simulated in 

a system composed of two layers. The first layer is air while the second layer is 

dispersive wet soil (see Figure 5.14). The simulation was carried out four times with each 

time different moisture level was used. The main objective of these simulations is to test 

the GPR system sensitivity to distinguish between different moisture levels in the 

dispersive wet soil and to look for time domain characteristic features.  
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 Rx  Air Tx 

Moist 4.5 m  

 

 

 

 

 

 

 

Figure 5.14: The simulation domain for the first case. 

 

Figure 5.15shows the time profile of the received signal for different moisture levels. The 

receiver was placed in the middle of the air layer. As expected, higher moisture levels 

present higher permittivity and hence higher reflections. The overall effects produce 

distinct features in the time-domain signal such as delay and period of oscillation. The 

higher moisture level signal has relatively sharper wave transition than the one with 

lower moisture levels, this suggest that the higher level moisture signals have higher 

frequency content in time domain transition signal than the lower moisture levels. As the 

second layer does not contain any reflector (buried objects, localized layer with different 

EM properties, etc.) no conclusion can be stated for energy absorption in these layers.  

0.5 m 
0.2 m 
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Figure 5.15: Time profile of the received signal for different moisture levels excluding the 
direct path peak. 

 

5.2.4 Second Case: Simulation of Four Layers 

In the second simulation, a system consisting of four layers is used. The first layer is air 
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distance from both sides of the transmitter to achieve CMP configuration.  The second 

and the fourth layer is identical non-dispersive dry sand layer, while the third layer is 

dispersive wet soil with 40% moisture (Figure 5.16). The simulations were carried out 

three times where each time the thickness of the third and fourth layer was changed. 

Figures 5.17-5.18,5.19 present the simulation results in CMP configurations while Figure 

5.20 shows a central receiver signal located 2 cm from the transmitter.  
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Tx 
Air ( 0.5 m ) 

Dry Sand (dielectric constant = 4)                                      (1 m) 

40 % Wet Dispersive Soil( 0.2 m, 0.4 m, 0.6 m)  

Dry Sand (dielectric constant = 4)                                      (3.3 m, 3.1 m , 2.9 m) 

Figure 5.16: The simulation domain for the second case.  

 

 

Figure 5.17: The simulation results in CMP configuration with 20 cm wet soil.  

0.2 m 
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Figure 5.18: The simulation results in CMP configuration with 40 cm wet soil. 

 

 

Figure 5.19: The simulation results in CMP configuration with 60 cm wet soil.  
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Figure 5.20: The simulation results from one receiver for 20, 40 and 60 cm layer. 

The first thing to observe in these results is the tendency of the 20cm layer to reflect 

higher amplitude signal at the dry sand/wet soil interface due to its lower thickness. The 

same observation can be seen for the second reflection where 40 cm layer reflected a 

signal higher than 60 cm reflected signal. The 20 cm layer did not reflect higher signal 

amplitude (energy)  than the other two layers in the second reflection since its transmitted 

signal in the first interface has lower amplitude (energy) than the transmitted signals of 

the other two layers. Another observation also, is the smoother transition of the 20cm 

reflection signal from zero state to its peak, compared to the other layers reflections, 

which suggests that at this short interval 20cm signal has low frequency band compared 

to the other two. This also applies to the 20cm and 40cm signals in the second reflection.  
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5.2.5 Third Case: Simulation of Localized Wet Soil 

In this case, we simulate a system composed of two layers air and non-dispersive dry 

sand. In the second layer, localized dispersive wet soil was located at two different 

locations (see Figure 5.21). The simulations were carried out two times where each time 

the wet soil location was changed. The dispersive soil dimension was one by one meter. 

The main objective of this scenario is to test the ability of the GPR signal to detect and 

locate the dispersive wet soil such as the case of water leakage. The simulation results of 

both cases are shown in Figure 5.22 and Figure 5.23. In both cases, the GPR was able to 

detect the dispersive soil. However, the results reveal that the receiver location is a 

critical factor in the detection of these localized wet soils. Only those receivers, which 

were directly above the wet soil, were able to detect the reflected signal (see Figure 5.24). 

Location might be approximated through the distance between the receivers, which detect 

the reflected signals and the GPR transmitter. 

Air ( 0.5 m )                                   

Dry Sand(dielectric constant = 4)( 4.5 m )                    ( 2.5 m ) 

 

                                                                                                                     (1 m) 

Figure 5.21: The simulation domain for the third case.  

Localized 40% 
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Localized 40% 

Wet Soil Position 2 

Tx 
0.2 m 
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Figure 5.22: The simulation results in CMP configuration for Localized 40 % wet soil at 

position 1. 

 

Figure 5.23: The simulation results in CMP configuration for Localized 40 % Wet Soil at 

position 2. 
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Figure 5.24: Time profile of the received signals at different receiver locations for localized 
wet soil at position 1 and position 2. 
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Tx 

dimension of the wet soil was half a meter by two meters. Figure 5.25 show the simulated 

system configuration.  

Air ( 0.5 m )                  

Dry Sand(dielectric constant = 4)                                                            ( 4.5 m )  

 

 

Figure 5.25: The simulation domain for the fourth case.  

Figure 5.26 shows the simulation results of the first case. The water pipe top and bottom 

side reflection is clear at the central receivers. Figures 5.27, 5.28 and 5.29 show the 

simulation results for cases 2 to 4 with 40%, 30% and 20% moisture level, respectively. 

In each case, the leakage was detected. However, since this leakage is localized, the 

receiver location plays an important role in the leakage detection. Figure 5.30shows 

receiver at horizontal position five received signals. Sharp signal reflection can be 

noticed for 40% and 30% with respect to 20% reflection. This suggests higher frequency 

contents for these two signals with respect to 20% signal. Also, as noticed in the first two 

layers case, due to higher permittivity higher reflection was noticed for 40% wet soil 

compared to the other two soil cases.    
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Figure 5.26: The simulation results in CMP configuration for pipe without leakage. 

 

Figure 5.27: The simulation results in CMP configuration for pipe leakage with localized 
40% wet soil. 
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Figure 5.28: The simulation results in CMP configuration for pipe leakage with localized 
30% wet soil. 

 

Figure 5.29: The simulation results in CMP configuration for pipe leakage with localized 
20% wet soil. 
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Figure 5.30: The simulation results from receiver number 5 for the fourth case simulation 

with different moisture levels. 

5.2.7 Fifth Case: Simulation of Magnetic Dispersive Material 

In the previous cases, only electrically dispersive material was considered. However, the 

proposed algorithm is capable of simulating GPR wave propagation in electric and 

magnetic dispersive materials. In this case, a hypothetical material with electric and 

magnetic dispersion properties modeled by a three-pole Debye model was assumed to be 

buried in dry sand (see Figure 5.31).Table 5.3 present Debye model parameters that were 

used and Figures 5.32 and 5.33 show the electric and magnetic dispersion relation of the 

modeled material, respectively. 
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Tx 

Table 5.3: Multi-pole Debye selected parameters for the hypothetical material. 

Dispersion Type 1st Pole 2nd Pole 3rd Pole 

Electric  

    =15.271 

  = 24.835   = 16.75   =           

  = 15.271   = 15.271   = 1 

   1    1    1 

                                           

            

Magnetic  

    = 29.3 

  =30.227   = 6   = 7 

  = 1   = 1   = 1 

   1    1    1 

                                             

            

 

Air ( 0.5 m)                  

Dry Sand (dielectric constant = 4)                                                            ( 2.5 m )  

 

 

Figure 5.31: The simulation domain for the fifth case.  

Figure 5.32: Real and imaginary permittivity for the hypothetical material. 
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Figure 5.33: Real and imaginary permeability for the hypothetical material. 

The simulations were carried out four times. The first time only static permittivity and 

permeability are considered (non-dispersive system). The second time only magnetic 

dispersion is considered while the third time only electric dispersion is considered. The 

fourth system includes both electric and magnetic dispersion. Figure 5.34 shows the 

simulation results for all cases. Comparing the last three cases it can be seen that the 

electric dispersion has stronger influence in the reflected signal and can minimize the 

magnetic dispersion features when both are present. Also, as in the previous cases, 

considering the dispersion properties (either electric or magnetic) minimizes the overall 

reflected signal energy.  
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Figure 5.34: The simulation results for the fifth case. 
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6    TIME-FREQUENCY ANALYSIS OF THE SIMULATED CASES 

A study of the received signal characteristics versus the change in material properties is 

possible. Distinct material signatures and features can be extracted from the generated 

synthetic data by proper signal processing. In this chapter, time-frequency analysis for 

some of the simulated cases will be presented. 

 

6.1 Conventional Characteristic Features 

 

A feature is a unique characteristic of a signal that alters an original data, however it keep 

vital information of the data stream. It can affect a data stream with different effects. For 

example, it can cause reduction in pulse rise time, pulse spreading,  change the arrival 

time of a particular mode or shifting a dispersion curve. There are two main features 

generally, time-domain and frequency domain features [59]. 

 

GPR reflected signals composed  of many reflections from different discontinuities which 

appear in the  received signal stream as an abrupt time limited changes which suggest that 

its FT contains time varying spectral characteristics. Hence, the conventional Fourier 

decomposition is not a suitable tool for analyzing these signals, as it assume that the 

signal sinusoidal representation extent over the whole signal time domain. 
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To overcome this problem the Discrete Time-Frequency technique shall be used for GPR 

signal analysis. This technique has been used successfully for features extraction of 

ultrasonic defect classification signal[59], which has close reflection behavior to GPR 

signals .  

 

6.2 Time-Frequency 

The main principle of the discrete time frequency analysis is to divide discrete time 

domain signal into many sub-signals in the time domain then perform discrete FT for 

each sub-signal. This way the frequency contents will be strongly dependent of the time 

domain. Basically, TF analysis can be implemented by applying window function with 

short time duration to the discrete time domain signal then FT the resulted signal. This 

can be represented mathematically with Equation 6.1. 

       ∑                     
                                     (6.1) 

For the remaining of this chapter, we will present TF analysis for the recorded GPR 

signals in the preliminary case, first case and the fourth case (refer to Chapter 5). Note 

that for each TF figure, dark red color represents highest amplitude and dark blue 

represent lowest amplitude. 
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6.2.1 TF Analysis for the Preliminary Case: 

The recorded signals for the preliminary case are presented in Figure 6.1.The TF analysis 

for these two signals are presented in figure 6.2. As it can be seen from the TF analysis, 

at the time of interest (5 to 10 ns) the non-dispersive signal has higher frequency 

components compared to the dispersive case. This can be interpreted in the time domain 

signal (Figure 6.1) by the smoother wave transition of the dispersive signal compared to 

the sharper transition for the non-dispersive signal.       

 

 

 

 

 

Figure 6.1: Time profile of the received signal with (blue) and without (red) consideration of 
the material dispersion. 

 

 

 

 

 

 

Figure 6.2: Time – Frequency analysis of the recorded signal for non-dispersive (Top) and 
dispersive (bottom) for the preliminary case. 
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6.2.2 TF Analysis for the First Case: 

The recorded signals for the first case is presented in figure 6.3.The TF analysis for these 

signals is presented in Figure 6.4 and Figure 6.5. As it can be seen from the TF analysis, 

at the time of interest (5 to 10 ns) the red color width is higher for higher moisture signals 

which suggests higher frequency components compared to the lower ones. This can be 

interpreted in the time domain signal by the relatively sharper wave transition of the 

higher moisture level signals compared to the smother transition for the lower moisture 

level signals.       

 

 

 

 

 

 

Figure 6.3: Time profile of the received signals for the first case. 
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Figure 6.4: Time – Frequency analysis of the recorded signal for 40% case (Top) and 
30%case (bottom) for the first case. 

Figure 6.5: Time – Frequency analysis of the recorded signal for 20% case (Top) and 
10%case (bottom) for the first case. 
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6.2.3 TF Analysis for the Fourth Case: 

The recorded signals for the fourth case is presented in figure 6.6.The TF analysis for 

these signals is presented in Figures 6.7 and Figure 6.8. At the time of interest (20 to 40 

ns) leakage can be identified around 30 ns. Also, signal reflection close to 40 ns can 

characterize the moisture level since it give distinct signal amplitude to each level. This 

may help in the usage of this analysis in the identification of the soil moisture level in 

general.       

Figure 6.6: Time profile of the received signals for the fourth case. 
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Figure 6.7: Time – Frequency analysis of the recorded signal for Pipe only (Top) and Pipe 
with 40%leakage (bottom) for the fourth case. 

Figure 6.8: Time – Frequency analysis of the recorded signal for Pipe with 30%leakage (Top) 
and Pipe with 20%leakage (bottom) for the fourth case. 
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CONCLUSIONS AND RECOMMENDATIONS 

Summary and Conclusions 

In this research, an advanced GPR simulation system was developed using a new general 

polarization FDTD-ADE algorithm. The developed algorithm is stable and capable of 

simulating two and three dimensional GPR signal propagation through lossy, electric 

and/or magnetic dispersive or totally non-dispersive materials. This algorithm can be 

used with different multi-pole electric and magnetic dispersion models. The proposed 

algorithm was validated against previously developed algorithms and analytical solutions 

with excellent agreement.  

FORTRAN programming language was used to implement the developed algorithm. The 

developed simulator was used to simulate different cases with different electric and 

magnetic dispersive systems.Recent advanced dispersion model for wet soil was fitted to 

five-pole Lorentz dispersion model and used in most of the simulated cases. Simulation 

results were presented in CMP configuration. The developed simulator shows ability to 

detect localized wet dispersive soil in dry sand and to detect water leakage from buried 

non-metallic pipe. The simulator also was sensitive and gave distinct output for different 

soil moisture percentage. Detection of buried three-pole magnetically dispersive material 

was achieved successfully with the proposed algorithm.  
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Recommendation for Future Research 

For further research, we recommend extensions along the following directions: 

1. The algorithm can be developed to be used with other EM waves at different 

bandwidths once non-linear polarization models were included. 

2. Different antenna models shall be included to be used with this algorithm to 

provide results that are more realistic. 

3. Magnetic dispersion relations of different ground materials shall be studied and 

reported to be used in such simulator. 

4. Further signal processing tools can be used to manipulate the received signals and 

provide characteristic features for each moisture percentage. 
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