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THESIS ABSTRACT

Name: Mohammad Ismail Hasan Amro
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Date of Degree: January 2012

Statistical machine translation (SMT) treats the translation of natural language as a
machine learning problem. By examining many samples of human-produced translations,
SMT algorithms automatically learn how to translate. In this thesis, we discuss the
automatic machine translation from English to Arabic using a statistical phrase-based
approach employing a parallel Arabic-English corpus that was developed manually by
more than one translator. Statistical machine translation (SMT) consists of two phases:
The training phase and the decoding phase. In the training phase, the statistical language
model and the translation model are built. In the decoding phase, the best possible
translation is chosen depending on a comprehensive search process. We built a sizable
parallel corpus spanning various categories of topics from the Meedan website, and later
compared the results of Meedan with that of the other two corpora: LDC and UN. The
performance was compared based on the Bilingual Evaluation Understudy (BLEU). Our
experimentation shows that, overall, the Meedan corpus outperformed the other two
corpora in most categories. We, also, compared the performance of the Moses decoder

and the Pharaoh decoder. We conclude that although the response time for the pharaoh

Xi



decoder is better than that of the Moses decoder, the quality of the translation of the

Moses decoder exceeds that of the Pharaoh decoder.
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CHAPTER 1

Introduction

1.1. Overview

English is widely used in media, higher education and publishing. Translation of
English content into Arabic greatly helps Arabic speakers to benefit from the immense
English literature and web content available. The size of English Web content, in
particular, is far larger than that of the available Arabic content. Therefore, developing
effective English to Arabic machine translation systems is instrumental in promoting
knowledge transfer and dissemination among Arab speakers. Since the September 11,
2001 events, the Arabic language received intensified attention from researchers in natural
language processing, document analysis, optical character recognition, etc. [1]. Machine
translation (MT) is defined as the process that utilizes computers to translate text from one
natural language to another. Translation, in its full generality, is a difficult, attractive, and
powerfully human effort, as rich as any other area of human creativity [2]. Difficulty for

the translator from one language to another arises from the source language. It may have
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more words than the target translation language. For example, English has more words
than Chinese. These differences are caused, in part, by the structural differences between
the two languages [2]. Therefore, a lot of challenges need to be addressed when
attempting machine translation. Machine translation approaches can be classified into

classical MT approaches and statistical machine translation (SMT) approaches.

Classical MT approaches can be divided into three categories: the direct
translation approach, the transfer approach and the Interlingua approach [2]. In direct
translation, the text of the source language is scanned and translated word by word using a
large bilingual dictionary. This dictionary contains simple morphological rules associated
with each word that will aid in the translation process. After the words are translated,
simple reordering rules are applied, such as moving nouns after verbs when translating
from English to Arabic as shown in Figure 1. The disadvantages of using the direct
approach include its inability to deal with phrases and larger structures, and to correctly

handle longer distance reordering.
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Ahmed |iS| traveling | to Riyadh next week

g ey sal | ok £ saadl) Jeiall

Figure 1: English to Arabic direct translation

In the transfer approach, the input text is first parsed into the source language
parse structure, similar to the one shown in Figure 2. Then, reordering rules are applied to
transform the source language parse structure into the target language parse structure. The
target language sentence is then generated from the parse structure. Thus, machine

translation in this approach involves three phases: analysis, transfer, and generation [2].

VB VB
PRP VB1 VB2 Reorder VB1 PRP —VB2
Ahmad adores /\ » By daal /\
VB TO V‘B TO
listening J; tl.nl.n\]\ J—
TO NN TO NN
to music A 4_‘,3:.‘“)“

Figure 2: English to Arabic pars tree reordering
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In the Interlingua approach, the source language text is analyzed and converted
into some abstract meaning representation, called an Interlingua. The target language is
then generated from this Interlingua representation. This approach is popular in many-to-

many multilingual translation systems like that of the European Union languages [2].

SMT approaches utilize probabilistic models of faithfulness and fluency in the
translation process. Faithfulness is defined as the proper translation of the source language
that fully preserves the meaning. Fluency is the appropriateness of the translation in the
destination language, in terms of its eloquence. These models are combined to choose the
most probable translation. Using the product of faithfulness and fluency as a quality
metric, one can model the translation from a source language sentence S to the best

translation sentence T in the target language:

T = argmax (faithfullness(T,S) * fluency(T)) (1)
T

All SMT approaches are based on the idea of word alignment. A word alignment
is a mapping between the source words and the target words in a set of parallel sentences,
as shown in Figure 3. In those sentences, it is assumed that each sentence in a language is

already known to correspond to which sentence in the other language [2].
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Figure 3: Arabic Text Aligns With English Text
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1.2. Objective

The main objective of this thesis is to promote and advance research in English to
Arabic machine translation. We build an English to Arabic machine translation system
using the statistical phrase-based approach. We developed the Arabic language model
from Watan and Khaleej corpora, in addition toa newly collected Arabic corpus that was
built from different sources. In addition, three different parallel corpora (two readily-
available corpora and another one that we developed) were used and their performance

was analyzed. The following steps outline the thesis work:

1) Survey of different English to Arabic translation techniques; Classical MT
approaches and Statistical MT approaches (SMT).
2) Develop an English to Arabic machine translation prototype system using the

phrase based SMT. This is composed of the following tasks:

i) Development of software that automatically collects Arabic natural language
data.

i) Development of an Arabic monolingual corpus from the collected material in
(i).

iii) Development of the Arabic language model for the monolingual corpus.

iv) Development of a sizable Arabic to English parallel corpus from Meedan news
Website.

v) Development of a phrase table using at least two Arabic to English parallel

corpora (Meedan, UN and LDC).
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3) Evaluation of the developed system using an automatic evaluation approach called

the bilingual evaluation understudy (BLEU).
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1.3. Contributions

The main contributions of this thesis include the following.

1

Developing an English-to-Arabic machine translation prototype system based on
the phrase-based statistical machine translation approach [3].

Constructing an open source parallel Arabic—English corpus that is ready to use
for automatic machine translation and a sizable open source Arabic monolingual
COrpus.

Evaluation of the developed system using the Bi-Lingual Evaluation Understudy

(BLEU) approach.
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1.4, Thesis Organization

The remainder of this thesis consists of the following chapters: Chapter 2 provides
literature review of English to Arabic machine translation by presenting different research
directions addressing this problem. It also outlines certain strengths and weaknesses for
each approach. Chapter 3 presents the details of Statistical Machine Translation
approaches with all their variants. We describe our proposed system for the system and
the data sets used to training and testing in Chapter 4. In Chapter 5, we begin by
discussing issues related to the performance evaluation of automatic machine translation
systems followed by presenting the results obtained for various decoders and data
corpuses, with explanations and justifications. Finally, we present our conclusions and

suggested future work in Chapter 6.
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CHAPTER 2

Literature Review

2.1. Introduction

Researchers in machine translation noticed that translation is not a word to word
process. Knowledge of the surrounding words helps in generating a more accurate
translation. In addition, one word in the source language may be translated into more than
one word in the target language. This led researchers to investigate statistical machine
translation methods that take the aforementioned issues into account. The first work on
statistical machine translation was reported by Brown et al [4]. Advances in SMT lead to
the usage of phrases as translation units instead of words. This produced phrase-based
SMT methods [5, 6]. We divide our literature survey into two categories: the first one is
related to general English to Arabic machine translation approaches, which is presented in
Section 2; the second one is related to phrase-based statistical machine translation, which

is presented in Section 3.
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2.2. General English—Arabic Machine Translation
Early works in English to Arabic MT were largely based on the transfer classical
MT approach [7-13] . Ibrahim et al [9] developed an English-to-Arabic translation system
for embedded idioms and proverb expressions. Pease et al [8] developed a system which
translates medical texts from English and German to Arabic. EI-Desouki et al [7] used the
prolog language to build an expert system for English-to-Arabic machine translation.
Mokhtar et al [10] developed an English-to-Arabic MT system, which operates on

abstracts from the field of Artificial Intelligence.

Al-Dam, et al. [13] developed a neural network-based English-to-Arabic Machine
Translation System using an English-to-Arabic Bilingual Corpus from an unrestricted
domain. In their approach, the transfer module employs neural networks to learn
correspondences between source and target language structures using a large set of
English sentences and their Arabic translations. They built a bilingual corpus from two
Arabic books. The first one is titled "The Art of Translation From English to Arabic™ [14],
and the second one is titled "Your Guide to Correct Translation” [15]. The total size of the
corpus is 2941 KB, with 23974 English word and 29679 Arabic words. Their system
consists of three phases: The analysis phase, the neural-network-based transfer phase and
the generation phase. The analysis phase deals with the lexical and syntactic analysis and
produces the internal representation of the source language. The neural-network-based
transfer module is an intermediary phase or between the analysis and the generation
phases. The purpose of this module is to convert the source language (intermediate)

representations into target language (intermediate) representations. All aspects of lexical

26



or structural translational differences between the source and target languages are
captured in this phase. The generation phase outputs the final translation in a form which
is lexically and syntactically acceptable. This approach resulted in 81 perfectly translated

sentences out of 200 test sentences.

Mohammed et al. [16] proposed an English to Arabic Machine Translation system
that is based on the Reordering Algorithm that uses existing context-free grammar (CFG)
format to identify the Part Of Speech (POS) for single words and reordering the CFG. It
employs an English dictionary to translate single words and identify their categories from
their tags in order to produce a correct translation using the CFG rules. For example, if a
word is categorized as feminine, the subsequent adjective is chosen to be feminine. The
system consists of two main phases. The first phase breaks the English sentences into its
components until reaches the word level, generating suitable grammatical tags to each
word. The second phase associates one Arabic meaning for each English word and aligns
the target language words according to the target language rules. The domain area
includes twenty abstracts containing ninety five sentences from the European Psychiatry

Journal. This system achieved 81.8% according to the authors.

A hybrid approach combining the advantages of rule-based machine translation
(RBMT) with the advantages of example-based machine translation (EBMT) was
proposed by Alawneh and Sembok [17], The OAK Parser was used to analyze the input
English text to get the part of speech (POS) for each word as a pre-translation process
using the C# language. Validation rules for English and Arabic have been incorporated at

the database level and the program level. The rules were classified into grammar rules,
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English-Arabic rules, linguistic rules and translation Rules. In RBMT, the process of
conversion was based on the use of bilingual dictionaries and rules for converting source
language structures into target language structures. The EBMT system extracted examples
of target language sentences that are analogous to input source language sentences. The
extraction of appropriate translated sentences was preceded by an analysis stage for the
decomposition of input sentences into appropriate fragments. In hybrid MT, when an
example of the source language to be translated into the target language is not found in the

machine database, rules such as those in RBMT are used.

Translating English noun phrase (NP) into Arabic is as important as sentence
translation, since NPs form the majority of textual content of the scientific and technical
documents, as reported by Shaalan et al. [11]. They developed their system using SICStus
Prolog and the parser was written in DCG formalism, where the DCG translates grammar
rules directly into Prolog. To train their system, they collected 116 real titles of theses
from the computer science domain. The training sample consisted of 50 titles out of the
116 titles, and the remaining 66 titles were used for evaluating their approach. They

reported 92% accuracy as compared to a human translation.

A bi-directional English-Arabic machine translation system specifically developed
for an expert system in the agriculture domain was proposed by Shaalanet al. using the
transfer approach [12]. A set of real parallel 100 phrases and sentences from both English
and Arabic from agricultural expert systems at CLAES was used to evaluate their
approach. Overall BLEU evaluation scores of 0.6427 for translating from English to

Arabic and 0.8122 for translating from Arabic to English were achieved.
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2.3. Phrase-based Statistical Machine Translation
More recent research work in MT has shown that the phrase-based SMT gives
more accurate translation results [18]. Due to the availability of English to Arabic parallel
corpora and the lack of Arabic to English parallel corpora, many research works focused
on Arabic to English SMT. Recently, there is an increase in research publications with

respect to English to Arabic SMT.

Ahmed EI Kholy et al [19] explored morphological tokenization schemes and
orthographic normalization options for English to Arabic SMT. They use an English-
Arabic parallel corpus of about 142K sentences from the Linguistic Data Consortium
(LDC). The parallel text is mainly composed of Arabic News. The evaluation of the
system obtained a BLEU score of 0.62. Hassan Al-Haj et al [20] addressed the challenge
of translating English into Arabic, which is a morphologically rich language, using a
phrase based statistical machine translation approach. They explored the full spectrum of
Arabic segmentation schemes ranging from full word form to fully segmented forms, and
examined their effects on system performance. They used 5 million sentence pairs from

the LDC data corpus.

Syntactic reordering within an English to Arabic SMT system was proposed by
Nizar Habash et al [21]. They achieved an increase over Free Pharaoh of 1.6% BLEU,
which is a significant improvement in the translation. For training the system, they used
English-Arabic parallel corpus consisting of 126K sentences extracted from the LDC

corpus. Mona Diab et al [22] study the impact of Arabic diacritization on statistical
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machine translation by defining several diacritization schemes ranging from full to partial
diacritization. The results showed that none of the partial or full diacritization schemes
significantly enhanced performance over the non-diacritized baseline. On the other hand,
a full diacritization scheme performed significantly worse than no diacritization. The
training data consisted of about 5 million words of Arabic-English parallel news wire

from the LDC corpus.
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2.4,

A summary of recent Literature Review

Table 1:A summary of literature review in English to Arabic machine translation.

Reference

Domain

Size of data

approach

Performance

[Rasha Al-Dam,
Ahmed Guessoum ,

Unrestricted

2941 KB

neural network-

80% human

from LDC

SMT

Domain based (transfer) | evaluation
2010] [13]
abstract from the Reordering
(20) abstracts  |Algorithm using| ©L82°%
(Mohammed and Ab|  European containing (95) 9 g numan
Aziz , 2011) [16] Psychiatry Context Free _
sentences evaluation
Journal Grammar (CFG)
[Alawneh and |
enera - id- --
Sembok , 2011][17] | ° hybrid-based
[Shaalan, Rafeaetal.|  computer 116 real titles of 92%
2004][11] science thesis Transfer -prolog
[Shaalan, K., A.
Hendam, et al. agriculture 100phrases and Transfer  |0.6427 BLEU
domain sentences
,2010] [12]
Orthographic
[Ahmed EI Kholy et l{lf)zrﬁrfeinctzgr;cﬁss Mor ﬁgtljo ical
News P pholog 0.62 BLEU
al [19] from LDC Processing
phrase-based
SMT
1.6 %BLEU
[Nizar Habash et al,] 126K sentences Syntac_tlc increase over
reordering
News Non free corpus .
[21] phrase-based baseline
from LDC
SMT
system
[Mona Diab et al 5 million words dia():Ar\irtaitz);Ction 0.4195 BLEU
2007][22] News Non free corpus phrase-based :
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Table 1 outlines a summary of the literature review related to English to Arabic
machine translation. One notices that the domain in most non-statistical based machine
translation work is generally very restricted and small, with the exception of Al-Dam et
al.'s work. The reason is that the transfer-based machine translation does not require huge
data corpus to carry out the translation. In addition, since the domain is usually very
restricted, the vocabulary, in turn, is not that huge. With respect to accuracy, we cannot
compare the reported results as they do not come from the same queries. However, we can
safely conclude that statistical machine translation approaches perform better than

transfer-based approaches [18].
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2.1. Available English To Arabic Translation sites and
packages

The most popular English to Arabic machine translation systems include Google, Bing,
yahoo, Al-Wafi, Al Mutarjim Al Kafi translators[23]. Google Inc. provides free online
automatic machine translation system which is based on statistical approach [24]. Google
translate uses hundreds of millions of documents that have previously been translated by
human translators to build the translation model, which currently supports up to 58
languages [24]. Bing translator was developed by Microsoft research department , just
like Google translate, this system uses statistical machine translation approached [25].
However, currently it translates only 32 languages Arabic inclusive [26]. Yahoo Inc. uses
a commercial machine translation system for its online automatic machine translation
which is provided by SYSTRAN Company, this system implement a hybrid approach
combining the rule-based machine translation with statistical machine translation
approaches. All previously mention systems are free online translation for multiple
languages including Arabic. However, Al-Wafi, al Mutarjim Al Kafi translators are
commercially specialized English/Arabic machine translators designed for ordinary user

[27].
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CHAPTER 3

Statistical Machine Translation

3.1. Introduction

Traditional MT architectures are used to understand the representation of the
source language in order to perform the translation to the target language. they, also, focus
on a procedure that makes it feasible to translate the source language to the target
language. Another way to tackle the problem of translation is to focus on the desired
result, not the translation process. It could be noted that the consensus in translating a
single sentence seems impossible for a sentence in one language to be translated to a
sentence in another one, in the strict sense of the word (semantic meaning). For example
translating the English phrase " put yourself in my shoes " into Arabic as " & <lué g
3~ " is not appropriate, compared to the semantic proverbial translation: " & <lusi
S« ", Each language has culture-specific concepts, a metaphor, a construction and a
word, or a tense without an exact parallel in the other language[2]. The desired translation

we need is the one that is faithful to the source language, not changing its intended
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meaning, and as native to the target language. However, achieving such a translation

automatically is close to impossible, most of the time [17, 28].

When a translator translates text from one language to another, he, first, fully
understands the text written in the source language. Then, he evokes all vocabulary that
can be used to carry out the translation. Finally, he decides to exclude all but one word or
set of words that he deems best in the translation [2]. This provides the basis on which the
statistical machine translation approach is built upon. In particular, the problem of
machine translation can be modeled as a maximization problem, by creating probabilistic
models of faithfulness and fluency, and then combining these two models to choose the
best-translation. Therefore, the problem of translating an English language sentence E to

an Arabic language sentence A can be modeled as [2]:

A = argmax, (faithfulness (A, E) x fluency (A)) (2

Where E = ey, e,,...,e,, consists of m English words and 4 =aya,,..,q

is the best Arabic sentence corresponding to E with highest probability P(A|E).

A = argmax, P(A|E) 3)

Using Bayes rule, Equation (3) can be rewritten as:
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argmax, P(E|A) - P(A) 4)

A= P(E)

Since we are choosing the best Arabic sentence for a fixed English sentence E, and
since P(E) is a constant, we can ignore P(E) inside the argmax, and hence Equation (4)

becomes.

A = argmax, P(E|A) - P(A) (5)

Equation (5) remodels the problem by making it investigate "all sentences” in
Arabic and then choosing the best one corresponding to Sentence E. Such noisy channel
representation shows that finding the best translation requires two components: a
translation model P(E|A), and a language model P(A) [2]. In order to generate such

translation, a third component is needed, which is called the decoder.

Research work in statistical machine translation can be classified into two
categories [2]: word-based and phrase-based. Sections 2 and 3 in this chapter elaborate

more on these approaches.
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3.2. Word-Based Models

Word-based models consider words as the atomic units for translation. As a result,
existence of multiple synonyms poses a challenge to automatic translation, especially
when the target language is a morphologically rich language, which is the case for Arabic.
For example, translation of the English word "house™ into Arabic can be one of the
following words = »i Glae ¢ 3 pul ¢ s5ka ¢ Alle ¢ (Suuac ¢ ¢« 3 Some of these are

commonly used such as Swwe ¢ Jla ¢ S ¢ J i while others are rarely used [18].

Therefore, word-based statistical machine translation approaches employ word
usage statistics in the parallel corpus, in addition to the language model in choosing the
best translation. For example, assume that we have an English to Arabic parallel corpus
that needs to translate the word "house”. The translation is carried out by finding the
different Arabic words used in translating "house" in addition to their frequency. Table 2
shows hypothetical frequencies for the aforementioned listed translations of the word

"house".

Table 2: Hypothetical counts of translations of the English word house into Arabic.

Arabic Translation Count | Arabic Translation | Count
J e 700 | akic 50
Ca 500 | sl 60

ol 300 | 5w 50
S 207 | o edae 3
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The straightforward way to compute the probability distribution for a given Arabic

translation of an English word in Table 2 is to use the ratio of the number of occurrences

of that Arabic word over the total number of all possible Arabic translations. Since we

have 1870 occurrences of the word house in our text collection, 700 of which have been

translated as Jw«, we have p(house [JJj«]) = 0.37. Figure 4 shows the probability of

translation for each choice and results in the word J_« being the most common translation

of the word house.

0.374
0.267
0.160
0.111

P house (ﬂ) .< 0.027

0.032
0.027
0.002

.

if a= 3
if a=

if a= Lk

if 8= (Sasa
if a= Al
if a= (55te
if a= 3

ifa= =250 (ulne

Figure 4: a probability distribution for all eight choices of translations of the word

"house"".

This way of estimating the probability distribution from data is called maximum

likelihood estimation, as it maximizes the likelihood of data. There are many ways to

build a model for the given data [18]. However, in a general domain, word based
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approaches tend to be biased toward highest frequency translations without any reference

to the context in which the word appears in.
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3.3. Phrase-Based Models

Phrase based models are among the most successful models of statistical machine
translation that have gained more popularity in recent years. This model uses the phrase as
the atomic unit of translation, instead of the word. Hence, probabilities are estimated
based on phrases (sequences of words) as well as single words. To carry out the
translation, a parallel corpus consisting of sentences and their translations is used. Entire

phrases often need to be translated and moved as a unit as shown in Figure 5 [2].

The general manager | | will be | at his office next week

gt (1954 ol alal) | B 445 £ sea) Jal)

Figure 5: phrase reordering when translating from English to Arabic .

In the phrase-based SMT approach, we first group the English source words into
phrases ej, e,... €. Next we use a probability model to translate each English phrase e;
into an Arabic phrase a;. This process is called the decoding process. The probability
model for phrase-based translation depends on the translation model probability and the
language model probability [2]. A parallel corpus, like the one shown in Figure 6, is used
as training data to build this probability model. Finally, reordering of each Arabic phrase
is carried out, if necessary. The following sections describe in more details the decoding
process and the translation and language models, which are essential components of the

phrase-based SMT approach.

40



<4 ¥ Parallel corpus
(Arabic = English)

Saudi Arabia: Euro money 2010
exposes the reality of global financial

markets

G 12010 (Aagos" dua s
Lallal) Adlal) 3 su¥) a3 9

The fifth round of Riyadh’s Euro
money 2010 festival began today. Global
markets have been witnessing some
instability in light of the Greek financial

crisis.

Aalal) Al Gldlad ol il
md (B oabll "2010 Fegos" il
aallall (3) sl (e Ao gana 3¢ ) jiul axc

Al ) AW A Y Al e

This round has witnessed the
attendance of more than 1,200 financial
and business figures within the region and
from different areas of the world, in an
effort to study the reality of financial
markets and the impact of global crises on

them.

o ST sy sl eda iy

e JeeVly JWl alle (e dpadd 1200

ool dal e alladl Jgo cilide (e s ddkidll

LY il allad)l 3 Al 3l Ll g
Leale dala@yy

The conference will be held over
two days, including eight main sessions and
a number of workshops run by global

financial institutions

(g s e aigadl Jlael diadg
il sl (e de samay A ) Glads Sl Jad
Aallall el s el imny Ly il

Figure 6: Parallel corpus (Arabic - English) [29]
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A. Decoding

Decoding is the process of finding a target translation sentence (Arabic) that best
corresponds to a source sentence (English) using a translation model and a language
model. Decoding is an NP-complete problem [30], as there is an exponential number of
choices for the target sentence. Hence, MT decoders use heuristics to search for a target
sentence that maximizes its probability based on the translation model and the language
model. This search process starts with the null hypothesis as an initial search state. This
hypothesis is expanded by choosing every possible English word or phrase that could
generate Arabic sentences. The search process terminates when the best translation is

reached [18].

B. Language Model

The language model is an essential part of the statistical machine translation
system, which measures how a native speaker of the language would express a sequence
of words. A language model is a function that takes a sentence as input and returns the
probability of its occurrence in the language text. In order to build the language model, we
need to collect a sizable monolingual corpus and count how many sequences of words
occur in it. The most common method for building the language model is using N-gram
language models. N-Gram language models use the Markov model to break the
probability of a sentence into the product of the probability of each word; The N-gram
measure is related to how much probability is given to a set of unigram, bigram, trigram

and N-gram words. For example, calculating a trigram language model requires collecting
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the probability of occurrence of every three-word sequence from a large amount of text.

Larger language models usually lead to better results in the translation process.

C. Translation model
The translation model uses a source sentence S and a target sentence T to compute
the probability P(T|S) which is the probability of S generating T. The parallel corpus is

used to estimate these probabilities.
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3.4. Evaluation of Translation Quality

In order to compare and contrast different automatic machine translation
approaches, we need to have a suitable metric that judges the quality of the translation.
One commonly used metric that assigns a value that reflects the quality of the translation
is Bi-Lingual Evaluation Understudy approach (BLEU)[31]. BLEU compares the n-grams
of the candidate translation with the n-grams of the reference translation, counting the
number of matches. To compute the BLEU, the geometric mean of the modified precision
scores, pn, of the test corpus, shown in Equation (6), is multiplied by a brevity penalty
factor, shown in Equation (7) [31]. The positive weights w, in Equation (6) are used in the
geometric average, and therefore sum to 1. The brevity penalty factor depends on the
length of the candidate translation sentence, ¢, and the effective reference corpus sentence

length, r. The BLEU value shown in Equation (8) ranges between 0 and 1.

N
GM = exp <Z wp, log pn> (6)
1

1, c>r

BP = {e(l_r/c), c<0 ")

BLEU=GM. BP (8)
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The aim of this research work is to develop an English-to-Arabic machine
translation system, which implements the phrase-based statistical machine translation
method using open source parallel corpora and to study and analyze its performance. The
next chapter introduces our developed system for phrase-based MT from English to

Arabic.
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CHAPTER 4

Phrase-Based Arabic Machine Translation
Framework

4.1. Introduction

In order to build a SMT system, we need various tools and training data. In
particular, we need a parallel corpus, a monolingual corpus, word alignment software, a
language modeling toolkit, and a decoder software. The overall phrase based MT system
is shown in Figure 7. First, the source text (English text) that needs to be translated to its
corresponding Arabic text is input into the system. Second, we carry out the preprocessing
step, which includes tokenization, conversion of the text into lowercase and removal of
unwanted words. Tokenization involves removal of extra spaces and the separation of
words from punctuation marks and special symbols like the dollar sign. Third, the
decoding task is performed where we determine the best translation. Finally, the post-
processing stage is carried out in order to produce the final result (the target Arabic

sentence) to the end user. Details of each stage are included in the subsequent sections.
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Figure 7: Architecture of the Proposed System.
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4.2. Corpus Development

A corpus or a text corpus in the field of linguistics and natural language processing
(NLP) is a large and organized set of texts, usually electronically stored and processed
[32]. Phrase-based MT systems employ two types of corpora: a monolingual corpus and a
parallel corpus. A monolingual corpus is a corpus that contains texts in a single language.
A parallel corpus is a collection of texts, each of which is translated into one or more than
one language [33, 34]. The simplest case of a parallel corpus is built for two languages, as
shown in Figure 6. SMT systems utilize available linguistic data, translated by human
efforts, in their development. The language model and the translation model act as input
data to the system. To train the language model, we need to collect a sizable Arabic
monolingual corpus of the target language (Arabic). As for the translation model, we need
to build an Arabic to English parallel corpus that will be used to train the translation
system. To build this parallel corpus, a large volume of high quality Arabic to English
human translated text needs to be collected. The following sections describe our efforts in

building both corpora.

A. Monolingual Corpus Development

In order to build the monolingual Arabic corpus, two freely available Arabic
sources on the internet were utilized, viz., Watan and Khaleej [35]. Watan-2004 corpus
contains about 20000 html articles spanning six topics: culture, religion, economy, local
news, international news and sports. Khaleej-2004 corpus contains html articles in the

topics of international news, local news, economy and sports [35]. In addition, The
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available Arabic text from Meedan website and the UN data have been utilized in building

the corpus [29, 36, 37]. Table 3 outlines the number of documents in each corpus.

Table 3: Corpora Topics And Number Of Documents For Each Topics[38] .

) Corpus Size
Topic # of word
(Number of documents)

Khaleej-2004 corpus

International News 953 534532
Local News 2398 996205
Economy 909 418978
Sports 1430 551728

Total number of docs 5690 2501443

Watan-2004 corpus

Culture 2782 1406402

Religion 3860 3138623

Economy 3468 1470099

Local News 3596 1562042

International News 2035 862472

Sports 4550 1437148

Total number of docs 20291 9876786
Additional freely-available articles

Meedan 19956 (sentences) 426863

UN 72338 (sentences) 746679
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All these documents were processed and saved as one file using Unicode format in
order to be used by the language model tool. The total number of distinct words in the

corpus is equal to 402964 words.
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B. Parallel Corpus Development

SMT requires a huge amount of parallel text in the source and target language in
order to achieve high quality translation. Arabic language electronic content availability is
classified as low, compared to other languages' content. In fact, although Arabic is ranked
at the top five languages spoken on Earth, its content ranks tenth, occupying less than 2%
of electronic content [39]. Therefore, developing a sizable parallel corpus from freely
available sources posed a great challenge in this thesis work.In addition, the collected
documents need to be preprocessed prior to their use in the SMT system. Hence, we
developed our own parallel corpus from Meedan news website [29]. Meedan is a
nonprofit cross-cultural forum for disseminating and discussing news in Arabic and
English [29]. The Meedan website distributes Arabic news along with their English
translation in html format, as shown Figure 8. For the purposes of evaluating the
suitability of our corpus, we used two more parallel corpora that are available to us: viz.,
the parallel corpus developed by LDC [37], which is proprietary, and the United Nations
corpus [36], which is a free corpus available on the Internet. The LDC corpus was
developed by Xiaoyi Ma and Dalal Zakhary at 2007 under a research project titled
“Arabic Broadcast News Parallel Text - Part 1”. The United Nations corpus contains

document collections from the UN that have been compiled for research purposes.

The currently available documents in their original form are not ready to be used
in the SMT system. Therefore, we first need to preprocess these documents by converting
them into a format that is suitable for the system. Figure 9 shows a sample ready-to-use

format of the parallel corpus. To achieve this, a program written in MS Visual Studio

51



2010 has been developed to extract the English and the Arabic contents from the various
sources and to generate the ready-to-process parallel corpus. Correctly-aligned Arabic-
English sentence pairs have been extracted from all corpora data and have been subjected
to our document cleaning preprocessing step. Our document cleaning step consists of

removing the following categories of sentences:

e Very long sentences. These sentences are removed due to the fact that
GIZA++ tool, which is detailed in Section 4.4, suffers from performance
degradation when the number of characters exceeds 200 characters.

e Sentences with mixed English and Arabic words. Having mixed words in
English or in Arabic most probably constitutes a sign of the existence of
transcription mistakes, rendering the Arabic-English sentence pair to be
incorrect. In addition, even in the absence of transcription mistakes, the
existence of mixed words in one sentence may greatly reduce the quality of
the translation.

e Arabic-English sentence pairs, in which the difference between the number
of characters in English and the number of characters in the corresponding
Arabic translation exceeds 70 characters. The reason for this is that it
could, very well, be a sign of translation by summarization, in which not

all or almost all words are translated.

With respect to Meedan documents, they are html files containing both the Arabic
and their corresponding English translations. The program converts each html file into a
Unicode text file, removing all html tags before the cleaning process is carried out.
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Special preprocessing was neither needed for LDC data nor for UN data before the
cleaning process. Finally, the Arabic-English sentence pairs are written into two files, one
for English sentences and the other for Arabic sentences, preserving their order. Table 4
shows the corpora sizes before and after the document cleaning process. A snapshot of the

developed program is shown in Figure 10.

Table 4: Parallel corpus size before and after cleaning.

Corpus Original Size (# sentences) Size After Cleaning (# sentences)
LDC 4901 3779

Meedan 19956 17863
Un 72338 48499
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NASA discovers new bacterium
building itself out of toxic
arsenic

MNASA astrobiology researchers have discovered a breakthrough
bacterium called “GFAJ-17 in California’s Mono Lake: instead of
uzing phesphorus in its DNA and RNA backbones, this
micreorganism can use the peisonous arsenic element instead to
thrive and reproduce.

The six basic “building blocks® of life are carbon, hydrogen,
nitrogen, phospherus, and sulfur. Phosphorus is especially crucial
in that it is a major component of adenosine triphosphate (ATP), the
energy carrying melecule in living organisms. Arsenic disrupts
metabolic pathways, as chemically, it behaves similarly to
phosphate.

According te NASA spokespersons, the *definition of life has just
expanded,” as the bacterium iz “doing =omething new — building
parts of itself out of arsenic.” A member of the NASA team
emphasized that such a finding may actually lead to the finding of
extra terrestrial life, *now that we know what we are looking for.”

NASA had created an extreme air of secrecy and a massive "online
buzz" prior to their announcement, which resulted in some
disappeintment - many were actually expecting an announcement
of aliens.

Figure 8: Meedan website The narrative of the original Arabic and the translated
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1T you  re a person anily
this could be a way al gaeda might pay yuu tv do that .

1 don * t know 1 haven ' t really seen much evidence vf that
but that is a possibility

1in the case of the palestinians also

this is not a problem mainly of money

but there have been palestinians paid . saddam husain

who used to cut out checks for § 25000 to fanilies

but generally speaking

1n the palestinian case 1f you become a suicide bomber

your family suffers it doesn 't benefit

why because the israelis want to blow up your house too
your whole family is rounded up

they ' re often interrogated in not the most

you know , friendly conditions if you will

so 1 don 't really see this is a problen related to money .
one final guestion

why do the suicide bombers sometimes target mosques 7

well , 1f you ' re trying to kill a lot of people

you wanna go to a place

where a lot of people are congregating

that ' s one and secondly

in a mosque

you know during , let ' s say friday prayer

a lot of people make it to the mosque

you know few minutes before the ceremony begins

and all that and it requires a lot of security checks .
actually they place a lot of security checks around mosques
but 1 really think that the answer has to deal with
attenpting to kill a lot of people in the most ..

sort of more bank for your buck , if you trying to kill so many people
you wanna go to a place where they are mostly gathered .
thank you dr. mohammed hafez .

thank you .
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Figure 9: A sample format of an English file and its corresponding Arabic
translation file that are ready to be used in the SMT system.
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all ParallelExtract = | B ]

Read Meedan Read UN Read LCD Extract meedan Extract un corpus Extract LCD corpus
Corpus Corpus Corpus corpus to Giza++ | | to Giza++ Format || to Giza++ Format

Count Arabic Language English Language String Length String English Select &
— O— u 1 1 B

1 Lobal Lase Loy Lolobll il pacill Iran's Supreme Leader Dismisses Obama's Appeal 33 46 =

2 a3 3193l wasS By Edward Yeranian 17 18 =

3 3l A1l o530V iyl Slges LMl il Yl eacill Lady.. | Iran's supreme leader is dismissing calls from U.S. Presiden... | 102 134 |}

4 Tl uglo T oag uien Aapsd o efiols _ols alll a5 Ayatollah Ali Khamenei in Mashhad, 21 Mar 2009 47 46 [}

5 ol o B B0l 19 40p Aipid o efiols el alll & Jidg... |Speaking in the holy dty of Mashhad Saturday, Ayatollah ... | 167 183 |

6 ez i ol A 228 s V sams ol (s =il G JUBs,,, |Change in rhetoric alone is not enough, he said, and even... | 116 144 |

7 o ey Sl el Of 8,50 oW1 8308 Liyms Of Ll JlEs.., | We must tell the American leadership that the change [Ob... |173 207 =

8 ol I sl il )] Ao Al wd 108 Al Lsd... | I @ videotaped message to the Iranian people, Mr, Obam,.. | 140 164 =

9 &5 0l sl Bazeznd| AN slag OIS 13] Lobsl nizols Jlws... |Khamenei asked Mr, Obama if what he called America's ha... |71 109 =

10 Lobmll Lamy gy L Tawil il okl ol £lazll jus i JiBs... |Has your hostlity towards the Iranian nation changed? Is ... 254 254 =

11 e il gy daell Slwlpll 3530 e ealj i ele Jadsg ... | All Nourizadeh, who runs the Center for Arab and Iranian ... | 142 169 |}

12 SY gl o nd 1o 102 Lobgl iyl sled ol Lps GBLolg... |Even if President Obama, tomorrow, returns what remains. .. | 254 253 [}

13 gaall golipdl Lelo B3 od Oldi)le Gl plg saseinll SLVQI GL.. | The U.S. and Iran are entangled in a dispute over the Per... | 225 252 |

14 SUI Bl Ogid  Weog Aol il ¥l el agyle o Jadss... |Meir Javedanfar, an Iranian-born Middle East analystin T... | 182 216 |

15 s 158y Ly U] Lols ainy 13 ol o szl Ugsaé,., | think if America can offer Iran something that has equal ... | 254 253 |

16 | il 20 & s B 8l5 Lolal Of Gssdim Ugllseall 5., |Both analysts, however, believe that Mr, Obama has crea... | 143 197 =

17 said Javedanfar. 1 16 =

13 25 Lo @ublimall Al Lobsl Of 98 sfsols 5lés Lo ol Jadss... |What concerns Khamenei, he says, is that Mr. Obama has... | 172 223 =

19 Ol jlhag o8 fuasal] paac lylayl )ilk Emirates plane searched at London airport 40 41 =

20 Caiiuy a5l pay 5y JlBssl Canld gl dgillay gl &by il GG, | British police said they arrested a man Sunday on suspicio... | 121 121 [}

21 Lot B sy A5l Lo Bxlinl) Ig aiexid 1y Abjpaiall Lol g ... | The threat turned out to be a hoax, police said after sear... | 156 161 |

22 oonr gaab by L - vz s 15 sl ] Loyl Gk cue w4, | Dubsi-basad Crirates said that, shortly before the plame L., | 174 150 m|

23 el B 0wVl G 0 Ay i fand| s Akl Caclly 8 Police dedined to identify the suspect by name or nationali... | 58 83 |

24 2 sl - A layl Exilall (LS s Amocell 0o sl o8 3., | On Friday evening, an Emirates plane carrying more than ... | 253 255 =
O e o Anasa . d . Al vimANE b oam . '"ﬂrrnrizfnrl Drace Writar Adsm Crhrack cnntribydad tn thie | 71 e | l_: i
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4.3. Language Model Development

Building the language model is based on the development of the Arabic
monolingual corpus that will be used to generate it. Figure 11 outlines the steps involved
in building the language model. The most common method for building the language

model is using N-gram language models.

Many open source tools can be used to build the N-gram language model. One of
the most commonly used tools is the one developed by SRI International’'s Speech
Technology and Research Laboratory, which is called SRILM. SRILM is a statistical
language model toolkit that can be utilized in machine translation systems [40]. Its
development started in 1995 and it consists of a set of C++ class libraries implementing
language models, supporting data structures and miscellaneous utility functions. SRILM
runs on UNIX and Windows platforms. It can be downloaded under an open source
community license [40]. However, due to its inefficiency in loading time and memory

management, we resorted to another tool, the IRSTLM toolkKit.

The IRSTLM language model toolkit is an open source toolkit that is distributed
under sourceforge.net [41]. IRSTLM is suitable for estimating, storing and accessing very
large language models [41]. It can efficiently handle language models with billions of N-
grams on traditional computing power. This toolkit can also employ parallel processing
by distributing N-gram gathering and smoothing over a cluster of computers. In addition,
it performs language model compression through probability quantization and lazy-

loading of huge language models from secondary storage. It was integrated to work with
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both Moses and Pharaoh decoders. We were able to generate the 5-gram language model
for our monolingual corpus. An example segment of the output language model in the

forms of unigram, bigram and trigram is shown in Figure 12.
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Figure 11: Language Model Development
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@ ‘eplications  Places  System f)( G, TueDec27. 2314M gfo @ usa usa
al mlterm SEE
Al root@debian: /root/tools/mossFinalwork/lm# tail -n +1 monolLam5.lm | head -n
16
1ARPA
\data\
ngram 1= 402964
ngram 2= 3851840
ngram 3= 6615524
ngram 4= 7594502
ngram 5= 7931212
\l-grams:
0.559308- a>eis 5.288808-
0.490254- 4w 4.890868-
0.369746- ay > 5.413746-
0.301030- aJl wwl 6.617866-
0.335184- alews 5.282074-
0.456728- ol 5 W 4.785357-
0.301030- _i.Ssln 6.793958-
\ 2-grams: 0.301030- oo L5 6.396018-
0.845098- . Say oJle 4.479832-
0.301030- dws Lio le 5.257983-
©.439333- o Jlawldl e 4.111855-
0.301030- & gyaall le 5.257983-
0.301030- oL lewd| ole 4.956953-
0.669007- Hlw ¥l sle 3.070462-
\ 3grams: 0.301030- aimgis le 4.479832-
0.301030- aylsz lc 5.257983-
0.301030- awilly b all awall 0.301030-
0.301030- pliall =y pwall 0.301030-
0.301030- U _udl Lo liy awall 0.301030-
0.301030- 8 hill, awall 0.301030-
0.301030- |_uwr _Lgei pwall 0.301030-
0.301030- uwl sdl olel]) puwall 6.176091-
0.544068- L9 Loledl pwall 1.390935-
- T ? A St
|| |i Terminal || dl miterm | E

Figure 12: Snapshot of the IRSTLM tool output of unigram, bigram and trigram.
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4.4. Translation Model Development

Building the translation model requires the availability of Arabic to English parallel
corpus, in order to generate the phrase table. Figure 13 outlines this process. In order to do
so, we utilized an open source software called GIZA++ [42]. GIZA++ is an extension of
the GIZA software that was developed by Fran Josef Och in 1999 at the Center of
Language and Speech Processing of Johns Hopkins University [43]. This tool implements
various word alignment techniques including the IBM models 1 through 5 and the HMM-
based alignment model [42, 44]. Preparation of the training data involves storing the
parallel corpus into two files: one for English sentences and the other for Arabic
sentences. The files are sentence-aligned, i.e. each line in the English file contains one
English sentence, with its corresponding Arabic translation sentence lying at the same line
number in the Arabic file. Then, the text undergoes a data cleaning process similar to the
one mentioned in Section B but at the word level instead of the character level. In
addition, the training data is tokenized and all English text characters are converted into

lower case  characters. Finally,  the phrase  table iS  generated.

61



Table 5 shows the phrase table size generated by each of the three parallel corpora used in
this thesis. The phrase table contains pairs of English phrases and their corresponding
Arabic phrases, with the probability of each such pair, as show in Figure 14. The
generated phrase table was directly used by the Moses decoder. However, it was not
suitable for the Pharaoh decoder, and hence a script was written in order to make it

suitable for the pharaoh decoder.
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Figure 13: Translation Model Development.
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Table 5: The corpora, their sizes and the sizes of their phrase tables.

Corpus | Corpus Size (in # of sentences) | Phrase Table Size (in MB)

LDC 3728 14.6
Meedan 17471 131.4
UN 45044 148.3

'é‘ Applications Places System @@

Fle Edit View Search Tools Documents Help

R .& & B #a &

New Open Save Print... Paste Find Replace

|| phrasetable 3¢
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Figure 14: English to Arabic Extracted phrase pairs .
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4.5. Decoding stage

In the decoding stage, we find the best translation for the input sentence by
examining all possible translations, giving a score to each one of them, and then selecting
the highest score translation. This scoring depends on the language model and the
translation model. This stage is the most critical stage, as there exists an exponential
number of translations to choose from [18]. Among the widely used freely available
decoding tools are the Moses decoder [43, 45] and the Pharaoh decoder[46]. The Moses
decoder is an open-source toolkit licensed under the Open Source License for statistical
machine translation that has been hosted and developed under sourceforge.net with an
active research community [45]. The decoder was mainly developed by Hieu Hoang and
Philipp Koehn at the University of Edinburgh and extended during a Johns Hopkins
University Summer Workshop. It was further developed under EuroMatrix and GALE
project funding [45]. The decoder was originally developed for the phrase model which
implements a beam search algorithm. The Pharaoh decoder, on the other hand, is a closed-
source tool that can only be used as a black box to carry out phrase-based MT. It was
developed in the University of Southern California and the Information Sciences Institute
as part of a PhD thesis by Philipp Koehn [46]. Both decoders were integrated into our

system in order to compare and contrast the results produced by each one of them.
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CHAPTER 5

Experimental Results

5.1 Introduction
In the previous chapter, we described in details the steps involved in developing a
phrase-based SMT system. We also described the off-the-shelf tools used in this
development. In this chapter, we elaborate more on the implementation details of our
developed system followed by some experimentation in order to assess using the phrase-

based SMT in translating English to Arabic.

With respect to the SMT system development, we first build three Arabic parallel
corpora and one monolingual corpus. The parallel corpora underwent two data cleaning
stages. Then, we developed the Arabic language model from the monolingual corpus. All
software were compiled under Debian 5 Linux operating system. The Debian OS required
an Arabic language package in order to be able to deal with Arabic text. Then, we were
able to compile GIZA++, MOSES and IRSTLM and run them on our system. Since these
tools have been developed by different researchers on different operating system versions,
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some problems were encountered during the compilation process. Upon further
investigation, we discovered that some of these software tools require older versions of

certain libraries, among them is the gcc compiler, which worked under the version 3.5.
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5.2 Sample Test Set

In order to evaluate the performance of the developed MT systems, we generated
10 English sentences, where two sentences were chosen from each of the following 5
news categories: economic, technical, political, culture and sports. Figure 15 shows our
test set. In order to run the system for the generated test set, the decoder need not consider
phrases and/or words not appearing in the test set. Otherwise, the process will take
extremely long time to execute (in terms of hours and days). For this purpose, a script was
used to filter the phrase table. Table 6 shows the size of the filtered phrase table suitable
for our generated test set. Finally, the decoder is executed on the filtered phrase table and
the output translation is generated. Table 6shows that although the UN corpus is the
largest, Meedan corpus generated the biggest filtered phrase table, indicating that it is

more varied than LDC and UN corpus.

Table 6: Phrase table sizes for Moses and Pharaoh after filtering.

Size of Phrase Size of filtered table for Size of filtered table for
Corpus
table Moses pharaoh
LDC 14.6 MB 264.1 KB 132.7 KB
Meedan 131.4 MB 4.8 MB 2.6 MB
Un 148.3 MB 2.3 MB 1.2 MB
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English sentences Categories
the plan to support the financial system will be discussed in the house of _
representatives on monday =eonomic
over here in new york we all speak fluent finance . Economic
morocco turns to renewable energy with africa . Technical
this without any awful blue screen Technical
international convention on the protection of the rights of all workers and their .
camilies Political
evolution instead of revolution . Political
i want to be a young mother . Culture
modern arab art museum opens in doha . Culture
first class matches for the football starts today Sports
viewers will be preoccupied with olympics until 2010 Sports

Figure 15 : English Sentences Test Set.
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5.3 Performance Evaluation Technique

In order to assess the quality of the output translation, we need to employ an
evaluation technique. The best evaluation approach is the human evaluation, which is very
expensive and subjective evaluation. We utilized an inexpensive automatic evaluation
approach called the Bilingual Evaluation Understudy (BLEU). This is a quick language-
independent approach that correlates positively with the human evaluation. The BLEU
score ranges from 0 to 1. Very few translations will get a score of 1, except when the
translation is identical to a reference translation. Hence, a human translator may not reach
a score of 1 [31, 47]. Therefore, we will evaluate our system using this approach and
compare the results generated by Moses decoder and Pharaoh decoder. In addition, we
will also compare the results generated by the three parallel corpora. we used a freely
available script to calculate the BLEU score [48]. In order to run this script, we need three
input files: the source file, the reference file, and the automatically generated translation
file. The source file contains the original English sentences that need to be translated into
Arabic. The reference file contains all possible translations of each sentence that were
carried out manually. All these files must be written in XML form, as shown in Figure 16,

Figure 17, and Figure 18.

70



<?xml wversion="1.0" encoding="UTF-5"3>

<!DOCTYPE mteval SYSTEM "ftp://jaguar.ncsl.nist.gov/mt/resources/mteval-xml-vl.3.dcd™>
<mteval>

<srcset setid="example_ set" srclang="English"»
<doc docid="docl™ genre="nw">»

<p>

<zeqg i1d="1"»

the plan to suppeort the financial system will be discussed in the house of representatives on monday
</seg>

</p>

<>

<zeg id="2">

over here in new york we all speak fluent finance .
</zeg>

</ p>

<o

<zeg id="3">

morocco turns to renewable energy with africa .
</zegr

</p>

<oy

b
</docx
</3rcaet>
</mteval>

Figure 16: Part of the source file that contains the original English sentences.

<?xml wversion="1.0" encoding="UIF-2"?>

<!DOCTYPE mtewval SYSTEM "ftp://Jaguar.ncsl.nist.gov,/mt/rescurces/mteval-xml-vl.3.dtd™>
<mtevalx

< set setid="example set" srclang="English" trglang="irabic" refid="refl">

<doc docid="docl™ genre="nw">

<px

<geg 1d="1"2pa i 31 peo ol gidl wles 01 Jeazxie ,Jladl alhill peald Thies . /320>

<>

<prgzeg 1d="2" e 8 Lis La0la 8k pl€ss Lils.

</3eg>

</fdoc>

<frefset>

<refset setid="example_set™ srclang="English" trglang="Arabic" refid="refi">

<doc docid="docl"™ genre="nw">
<pr<seq 1d="1">»pa i ¥l pao ol g3l lss 8 @dliSe Jlaldl plBill peald ahs </320>/D>
<pr<seq 1d="2"riui0ls d84hy pl€s LilS Hypapei 8 Lis </320></D>

<fdoc>
</refzet>
<fm:evalﬂ

Figure 17: Part of the reference file that contains all possible translations of the
source file that were generated manually.
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<?xml version="1.0" encoding="UTIF-&"2>

<!DOCTYPE mtewval SYSTEM "ftp://jaguar.ncsl.nist.gov/mt/resources/mteval-xml-v1.3.dced">
<mtevalX>

<tstset setid="example_ set” srclang="English" trglang="Arsbic" sysid="sample_system">
<doc docid="docl™ genre="nw">

<o

<geg 1d="1">p0 031 poo oleidl wles 8 Jenie Jladl plBidl prad Zhs . </520>

</ o>

<p>

<geg 1d="2"»Ldlall A8k e Liale Hypapas 8 Lis ,le . <f3eg»

</p>

<p

<38g 14="3"»LaFaydl pa Foaxiall &dLhIl ] aliy opiall </320>/D>

</doc>
</tstset>
< /mteval>

Figure 18: Part of the automatically generated machine translation output file.
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5.4 Performance Evaluation Results

In our results we compared the evaluation of translation quality obtained by the
SMT system using three different parallel corpora: LDC, Meedan, and UN. In the first set
of experiments, we carried out the translation on Moses decoder and compared the results
for the three corpora. Figure 19 shows the average BLEU score obtained for each news
category for each corpus. It is clear that Meedan corpus scored best in economic, technical
and culture news. In the political news, UN corpus scored the best. The LDC corpus
scored a little better than Meedan in the sports category. With respect to the quality of the
translation, it is obvious that political, economic and technical news scored reasonably
well, whereas the translation was poor in the sports and culture categories. The results
confirm that the Meedan corpus is the richest in content of different categories compared
to the other two corpora. It also shows that specialized corpora, like that of UN, scored
best in its domain, despite the reported filtered phrase table size is less than that of

Meedan.
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Figure 19: Evaluation Result of LDC, UN, Meedan Corpora for Different New Field.
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Figure 20 shows the overall BLEU evaluation of the different corpora. It is clear
that although the size of the UN corpus is bigger than that of the Meedan corpus, the

Meedan corpus outperformed the other two corpora.

Overall BLEU Evaluation for Different Corpus

0.35

0.3

0.25

0.2

0.15

BLEU Score

0.1

0.05

Meedan Corpus LCD Corpus Un Corpus

Corpora

Figure 20 : Overall BLEU Evaluation for Different Corpus .

Next, we compare the performance evaluation of the SMT systems when run
under different decoders, viz., Moses and Pharaoh decoders. Table 7 shows the BLEU
score and the execution time needed to generate the results for the two decoders for all
three corpora. The BLEU scores indicate that the Moses decoder produced better

translations than Pharaoh decoder in all 3 corpora. The reason is that the Pharaoh decoder
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depends solely on the phrase translation probability P(A|E) to select the best phrases. In
addition, it prefers Arabic translations containing the same number of words as that in the,
corresponding source English sentence. The Moses decoder not only depends on the
phrase translation probability P(A|E) to select the best phrase, but also uses additional
information such as P(E|A) and the alignment information. As far as execution time is
concerned, Moses performed slower than Pharaoh. Figure 21 shows that the Moses
decoder achieved an overall BLEU score of 0.3261 on the Meedan corpus, which is

greater than the 0.2152 BLEU achieved by the Pharaoh decoder.

Table 7: BLEU Evaluation And Execution Time For Pharaoh And Moses Decoders

Pharaoh Decoder Moses Decoder
Corpus LDC | MEEDAN | UN LDC MEEDAN UN
Data Size | 3728 17471 | 45044 3728 17471 45044
BLEU | 0.11938 | 0.21521 | 0.21051 | 0.14453 0.32608 0.28503
EX%C:]ZO” 16.74s | 17.45s | 18.53s | 1m45.69s | 1m58.72s | 1m 50.38s
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Figure 21 : BLEU Score for Moses and Pharaoh Decoder on Meedan Corpus.
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Table 8 shown an example of the quality of the translation obtained from the

different decoders based on the given reference translation.

Table 8: Example of translations obtained from different decoders

Original text the plan to support the financial system will be discussed in the house of
representatives on Monday
Reference O g Gl Galae A Jeatiin JWal) alaill aeal 3ad
(Mee:;/;onscezrpus) O a s il Gdae A Jesdi JWl aUadl) acal Al
Pharaoh S 2 g1 il ol sil) adaa 8 s L) 2Usill acal ddad
(Meedan corpus) PR O T s et
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55 Limitations

In the carried out translations on the developed test set, we generally observed low
quality sentence translations in all corpora. The reason for that is the problem of erroneous
manual translation existing in the parallel corpora. For example, Figure 22 shows an
English sentence and its corresponding translation from the Meedan corpus. It is obvious
that the translation has been carried out in a summarization mode. Therefore, the facts that
the attack was 80 miles off the cost of Gaza and the accusations of the activists were
omitted from the Arabic manually generated translation. Hence, the existence of such
translations degrade the quality of automatic translation. To overcome this issue, we have
to remove all sentences that have been translated by summarization and possibly increase

the size of the corpus.

The flotilla was attacked in international waters 80 miles off the Gaza coast, which
activists say constitutes an act of piracy.

B 5 3 81 o)l 8 5 Al ol 3 e ol O S

Figure 22: Example of Bad Quality Translation in Meedan Corpus.
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CHAPTER 6

Conclusions and Future Work

6.1 Summary and Conclusion

In this research work, an English to Arabic machine translation system was
implemented based on the statistical phrased based approach. We gave an overview about
machine translation approaches and state of the art research in machine translation (MT).
The implemented system requires the development of a monolingual corpus that is used to
generate the language model and a parallel corpus that is used to generate the translation
model. Since the only available parallel corpora were either specialized, like the UN
corpus or small, like the LDC corpus, we built a sizable parallel corpus spanning various
categories of topics from the Meedan website, and later compared the results of Meedan
with that of the other two corpora. The performance was compared based on the BLEU.
Our experimentation shows that, overall, the Meedan corpus outperformed the other two
corpora in most categories. We, also, compared the performance of the Moses decoder

versus the Pharaoh decoder. We conclude that although the response time for the pharaoh
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decoder is better than that of the Moses decoder, the quality of the translation of the
Moses decoder exceeds that of the Pharaoh decoder. Since there is a great lack in the
availability of freely available tools and corpora that support research in the Arabic
machine translation, we plan to make the monolingual and parallel corpora that we
developed freely available over the web. We, also, plan to provide easy to use manual that
outlines the steps needed to compile the various free tools used in this research to serve

the Arabic language.
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6.2 Future work
Our work in this research has opened many venues to explore and to improve on

our achievements.

1) Part of speech tagging can be utilized in the decoding process in order to produce
better translations. For example, an adjective follows the noun in the masculine or
feminine type. Statistical translation techniques may fail in this regard.

2) In addition to statistical machine translation, one may use rule-based approaches
that will improve the translation accuracy.

3) Using a large parallel corpus, that combines different domains will greatly
improve the quality of the translation but may require high performance computing
power.

4) Add new transliteration model for handling name translation. Such model will

enhance the quality of name mapping from English to Arabic.

82



[1]

[2]

3]

[4]

[5]

[6]

[7]

8]

References

A. Farghaly and K. Shaalan, "Arabic natural language processing: challenges and
solutions,” ACM Transactions on Asian Language Information Processing
(TALIP), vol. 8, pp. 1-22, 20009.

D. Jurafsky and J. H. Martin, Speech and Language Processing, second ed.:
Prentice Hall, 2009.

M. 1. Amro, H. Al-Muhtaseb, and W. G. Al-Khatib, "Development of Phrase-
Based Statistical English to Arabic Machine Translation System Using a Parallel
Corpus,” Journal of Communications and Computer Engineering, vol. 2, p. 1: 5,
2011.

P. F. Brown, V. J. D. Pietra, S. A. D. Pietra, and R. L. Mercer, "The mathematics
of statistical machine translation: Parameter estimation,” Computational
Linguistics, vol. 19, pp. 263-311, 1993.

P. Koehn, F. J. Och, and D. Marcu, "Statistical phrase-based translation,” in
Proceedings of the 38th Annual Meeting on Association for Computational
Linguistics, 2003, pp. 48-54.

F. J. Och and H. Ney, "The alignment template approach to statistical machine
translation,” Computational Linguistics, vol. 30, pp. 417-449, 2004.

A. El-Desouki, A. A. Elgawwad, and M. Saleh, "A proposed algorithm for
English-Arabic machine translation system,” in Proceeding of the 1st KFUPM
Workshop on Information and Computer Sciences (WICS): Machine Translation,
Dhahran, Saudi Arabic, 1996.

C. Pease and A. Boushaba, "Towards an automatic translation of medical
terminology and texts into Arabic,” Proceedings of the Translation in the Arab
World, 1996.

83



[9]

[10]

[11]

[12]

[13]

[14]

[15]

[16]

[17]

[18]

M. lIbrahim, "A fast and expert machine translation system involving Arabic
language,” Ph.D., Department of Applied Computing and Mathematics, Ph. D.
Thesis, Cranfield Institute of Technology, UK, 1991.

H. Mokhtar, Darwish, N., Rafea, A., "An automated system for English-Arabic
translation of scientific texts (SEATS)," International Conference on mMachine
Translation and Multilingual Applications in the New Millennium, November 20-
22 2000.

K. Shaalan, A. Rafea, A. A. Moneim, and H. Baraka, "Machine translation of
English noun phrases into Arabic," International Journal of Computer Processing
of Oriental Languages, vol. 17, pp. 121-134, 2004.

K. Shaalan, A. Hendam, and A. Rafea, "An English-Arabic Bi-directional
Machine Translation Tool in the Agriculture Domain,” Intelligent Information
Processing V, pp. 281-290, 2010.

R. Al Dam and A. Guessoum, "Building a neural network-based English-to-Arabic
transfer module from an unrestricted domain,” in Machine and Web Intelligence
(ICMWI), 2010 International Conference on, 2010, pp. 94-101.

S. AWAD, 7 4uall A 450 e dea 3l (A7 (The Art of Translation between
English and Arabic): Alraatib Aljame yya, 1985.

A. M. Mostafa, “dsssall dea il N &lad ™ (Your Guide to Correct Translation),
2000.

E. A. Mohammed and M. J. Ab Aziz, "English to Arabic Machine Translation
Based on Reordring Algorithm," Journal of Computer Science, vol. 7, pp. 120-
128, 2011.

M. F. Alawneh and T. M. Sembok, "Rule-Based and Example-Based Machine
Translation from English to Arabic,” in Bio-Inspired Computing: Theories and
Applications (BIC-TA), 2011 Sixth International Conference on, 2011, pp. 343-
347.

P. Koehn, Statistical machine translation.(English), 2010.

84



[19]

[20]

[21]

[22]

[23]

[24]

[25]

[26]

[27]

[28]

[29]

A. E. K. N. Habash, "Orthographic and Morphological Processing for English-
Arabic Statistical Machine Translation,” TALN 2010, Montréal, 2010

H. Al-Haj and A. Lavie, "The impact of Arabic morphological segmentation on
broad-coverage English-to-Arabic statistical machine translation,” Machine
Translation, pp. 1-22, 2010.

J. EIming and N. Habash, "Syntactic reordering for English-Arabic phrase-based
machine translation,” in Proceedings of the EACL 2009 Workshop on
Computational Approaches to Semitic Languages, 2009, pp. 69-77.

M. Diab, M. Ghoneim, and N. Habash, "Arabic diacritization in the context of
statistical machine translation,” in Proceedings of MT-Summit, 2007.

H. Al-Muhtaseb. (2008). iV Zdexjlly 4p el Al Aalas  Available:
http://faculty.kfupm.edu.sa/ics/muhtaseb/AC Lectures G081.htm

Google. (2011 ). Google Translate. Available:
http://translate.google.com/about/intl/en ALL/

Microsoft. (2012 ). Microsoft Afkar. Available: http://research.microsoft.com/en-
us/projects/msafkar/

Microsoft. (2011 ). Bing Translator. Available:
http://afkar.microsoft.com/en/translation/

ATA-Software. (2012). Al-Wafi translator Available:
http://www.atasoft.com/documents/64.html

R. Johnson and P. Whitelock, "Machine translation as an expert task," in
Proceedings of the Conference on Theoretical and Methodological Issues in
Machine Translation of Natural Languages, Hamilton, New York, 1985.

Meedan.  (2010). (Arabic =  English) translation.  Available:
http://news.meedan.net/index.php?page=events&post id=300447

85


http://faculty.kfupm.edu.sa/ics/muhtaseb/AC_Lectures_G081.htm
http://translate.google.com/about/intl/en_ALL/
http://research.microsoft.com/en-us/projects/msafkar/
http://research.microsoft.com/en-us/projects/msafkar/
http://afkar.microsoft.com/en/translation/
http://www.atasoft.com/documents/64.html
http://news.meedan.net/index.php?page=events&post_id=300447

[30]

[31]

[32]

[33]

[34]

[35]

[36]

[37]

[38]

[39]

[40]

K. Knight, "Decoding complexity in word-replacement translation models,"
Comput. Linguist., vol. 25, pp. 607-615, 1999.

K. Papineni, S. Roukos, T. Ward, and W.-J. Zhu, "BLEU: a method for automatic
evaluation of machine translation,” presented at the Proceedings of the 40th
Annual Meeting on Association for Computational Linguistics, Philadelphia,
Pennsylvania, 2002.

A. Kilgarriff, "Web as corpus,” in Proceedings of Corpus Linguistics 2001, 2001,
pp. 342-344.

D. Samy, A. M. Sandoval, J. M. Guirao, and E. Alfonseca, "Building a Parallel
Multilingual Corpus (Arabic-Spanish-English),” in Proceedings of the 5th Intl.
Conf. on Language Resources and Evaluations, LREC, 2006.

P. Resnik and N. A. Smith, "The Web as a parallel corpus,” Comput. Linguist.,
vol. 29, pp. 349-380, 2003.

M. Abbas and K. Smaili, "Comparison of topic identification methods for arabic
language,” in International Conference on Recent Advances in Natural Language
Processing-RANLP, 2005.

A. Rafalovitch and R. Dale, "United nations general assembly resolutions: A six-
language parallel corpus,” in Proceedings of the MT Summit, 2009, pp. 292-299.

X. Ma, D. Zakhary, and L. D. Consortium, LDC2007T24: Linguistic Data
Consortium, University of Pennsylvania, 2007.

D. B. M. Abbas. (2010). Khaleej-2004 ,Watan-2004 Corpora.

M. Madison. (2011 ). The Web (Barely) Speaks Arabic. Available:
http://www.forumone.com/blogs/post/web-barely-speaks-arabic

A. Stolcke, "SRILM-an extensible language modeling toolkit,” in Seventh
International Conference on Spoken Language Processing, 2002.

86


http://www.forumone.com/blogs/post/web-barely-speaks-arabic

[41]

[42]

[43]

[44]

[45]

[46]

[47]

[48]

M. Federico and N. Bertoldi. (2011). IRST LM Toolkit. Available:
http://sourceforge.net/projects/irstim/

F. J. Och. (2000.). GIZA++: Training of statistical translation models. Available:
http://www-i6.informatik.rwth-aachen.de/Colleagues/och/software/GI1ZA++.html

F. J. Och and H. Ney, "Improved statistical alignment models,” in Proceedings of
the 38th Annual Meeting on Association for Computational Linguistics, 2000, pp.
440-447.

F. J. Och and H. Ney, "A systematic comparison of various statistical alignment
models,” Computational Linguistics, vol. 29, pp. 19-51, 2003.

P. Koehn, H. Hoang, A. Birch, C. Callison-Burch, M. Federico, N. Bertoldi, B.
Cowan, W. Shen, C. Moran, and R. Zens, "Moses: Open source toolkit for
statistical machine translation,” in Proceedings of the 45th Annual Meeting of the
ACL on Interactive Poster and Demonstration Sessions, 2007, pp. 177-180.

P. Koehn, "Pharaoh: a beam search decoder for phrase-based statistical machine
translation models,” Machine translation: From real users to research, pp. 115-
124, 2004.

A. Agarwal and A. Lavie, "Meteor, m-bleu and m-ter: Evaluation metrics for high-
correlation with human rankings of machine translation output,” in Proceedings of
the Third Workshop on Statistical Machine Translation, 2008, pp. 115-118.

N. I. 0. S. a. Technology. (2009). BLEU scoring script for the Open MT
Evaluation.

87


http://sourceforge.net/projects/irstlm/
http://www-i6.informatik.rwth-aachen.de/Colleagues/och/software/GIZA++.html

Vitae

NAME: Mohammad Ismail Amro
BIRTH: 22th July 1984, Wadi-Alharia, Hebron, West-bank, Palestine.
NATIONALITY: Palestinian, (Jordanian Passports)
BACHELOR OF INFORMATION TECHNOLOGY

College of Administrative Sciences and Informatics, Palestine

Polytechnic University, Hebron, West-bank ,Palestine.
MASTER OF SCIENCE IN COMPUTER SCIENCE

Department of Information and Computer Science, King Fahd
University of Petroleum & Minerals, Dhahran, 31261, Saudi Arabia.
CONTACT: mohammad_amro@hotmail.com
MOBILE : +966535865614
ADDRESS: Masjid Uthman bin Affan,Wadi-Alharia, Hebron, West-bank,

Palestine.

88



	firstPage
	SignaturePage
	MohammadAmro



