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THESIS ABSTRACT

NAME: Abdirahman Mohamed Abdi Daud

TITLE OF STUDY: HIERARCHAL CLUSTERING ALGORITHM FOR
LARGE XML DATA

MAJOR FIELD: COMPUTER SCIENCE

DATE OF DEGREE: June 2011

Data clustering algorithms are widely applied in areas of business, science, and
engineering. Examples include marketing, bioinformatics, genetics, medicine, and
education. XML data clustering is a hot research area because on the Internet,
XML is the most popular format for data exchange. Furthermore, XML data clus-
tering improves the query processing efficiency of the new generation of databases,
the Native XML databases. In this thesis we present a survey of existing XML
clustering algorithms. Then we propose a new XML clustering algorithm that
clusters XML data based on its structure and content. The BIRCH algorithm, a
popular hierarchal clustering algorithm used by our algorithm, is extended to work
with categorical values. Experiments showed that our algorithm requires only two

scans to cluster XML data. The experiments also showed that the phases of the
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proposed algorithm have linear time complexity and sub-linear space complexity.
On the average, the recall of the our algorithm is 89.5 % which is high recall value
in the field of XML data clustering. To the best of our knowledge, this is the first
algorithm which produces hierarchical clusters of XML data by both structure
and content for large homogeneous XML datasets.

Keywords: XML, Data Clustering, XML Clustering, Data Mining, Algorithms,

Web Mining, XML databases
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CHAPTER 1

INTRODUCTION

Researchers have extensively studied the clustering of structured data, but
the clustering of semi-structured and unstructured data was given very little
attention. This is due to the lack of file structure, before XML, that can store
semi-structured and unstructured data. Today XML data clustering is a young
and an active research area that attracts many researchers because on the
Internet, XML is the most popular format for data exchange, and to improve the
query processing efficiency of Native XML databases (NXD). Unlike Relational
Databases (RDB), NXD can natively store and manage semi-structured and
unstructured data. RDBs are limited to structured data only. Like in RDB,
mining data in NXD using efficient techniques is essential. However, mining
XML data is different than mining RDB data. This is mainly due to the fact
that XML combines both structure and content of data in a combined manner

that makes it harder to process.



In addition to the common benefits of data clustering, clustering XML
data can be used to improve the performance of Information Retrieval (IR) and
database systems. For example in databases, instead of searching the whole

database, only a portion of it (a cluster) will be searched.

There are different approaches for XML data clustering. In the past, the
focus was to cluster XML data based on structure only. Today, researches are
looking at the content of XML data to increase the cluster quality, and to support

more applications.

The rest of this chapter is organized as follows. The thesis problem state-
ment is presented in Section 1.1. Section 1.2 states the thesis objectives. The
thesis contributions are presented in Section 1.3. Section 1.4 discusses the thesis

research methodology. Finally, the thesis outline is presented in Section 1.5.

1.1 Problem Statement

There are already a number of XML data clustering algorithms. While most
algorithms are designed for heterogeneous datasets, a few target homogeneous
ones and most of these require high computation resources. Currently, there are
two applications where large homogeneous datasets are processed. These are XML

databases (NXD) and clustering XML streams. Our study focuses on the problem



of designing a scalable clustering algorithm for large homogeneous XML datasets.

1.2 Thesis Objectives

Up to the date of writing this thesis, there is no clustering algorithm that has

all the following four properties:

An algorithm that clusters by structure AND content

A hierarchal clustering algorithm

An algorithm that clusters homogeneous data

An algorithm that can cluster any size of XML data with few scans

The objective of this thesis is to develop an XML clustering algorithm which

has the above four properties.

1.3 Thesis Contributions

The contributions of our thesis are as follows:

1. We present a survey of existing XML clustering algorithms. The survey is

presented in Chapter 3.

2. We propose a new clustering algorithm which clusters XML data by struc-
ture. We call it: XML Structure Clustering Algorithm (XSC). XSC is ex-

plained in detail in Chapter 4.



3. We propose a new XML Hierarchal Content Clustering Algorithm (XHCC).
XHCC extends XSC to cluster the content of XML data. It is also presented

in Chapter 4.

4. We propose a new clustering algorithm called XBIRCH. XBIRCH extends
the famous BIRCH algorithm. The BIRCH algorithm only clusters nu-

merical data, while XBIRCH can cluster numerical and categorical data.

XBIRCH is explained in Chapter 5.
5. We implemented XSC, XHCC and XBIRCH algorithms.

6. We performed many experiments to study the performance of the proposed

algorithm. We present the experimental results and analysis in Chapter 6.

1.4 Research Methodology

In order to achieve the thesis objectives, our research went though six phases.
These are as follows:

Phase One: Literature Survey
A complete literature survey was conducted in the area of XML clustering. At
the end of this phase, a survey was presented.

Phase Two: Specification of the Problem Statement
In this phase the problem statement was formally specified and analyzed. The
output of this phase was the thesis proposal.

Phase Three: Specification of the Proposed Algorithms



In this phase the proposed algorithms were specified and analyzed before im-
plementation. The output of this phase was the pseudo-code of the proposed
algorithms.

Phase Four: Implementation of Proposed Algorithms
In this phase all the algorithms were implemented. The output of this phase was
a complete running application that implements the proposed algorithms.

Phase Five: Testing
In this phase we tested the proposed algorithms using large XML benchmark
datasets.

Phase Six: Performance Analysis

After experiments have been conducted, the results were gathered and ana-

lyzed in order to study the performance of the proposed algorithms.

1.5 Thesis Outline

The rest of this thesis is organized as follows. Chapter 2 gives background in-
formation on XML, data clustering, and related topics. The literature review is
discussed in Chapter 3. Chapter 4 explains XHCC and XSC. Chapter 5 presents
XBIRCH. After that, the results and analysis of the experiments are explained in

Chapter 6. Finally, Chapter 7 concludes our work.



CHAPTER 2

BACKGROUND

This chapter offers the reader background information that is needed to fully
understand the thesis work. This chapter is organized in the following way. First,
a background on XML is given in Section 2.1. This is followed by an introduction
to data clustering in Section 2.2. Section 2.3 discusses some related data clustering
concepts. Section 2.4 briefly describes the BIRCH algorithm, a popular hierarchal
clustering algorithm. Finally, Section 2.5 concludes the chapter with a summary

of the previous sections.

2.1 eXtensible Markup Language

XML stands for eXtensible Markup Language which is a language for storing
semi-structured and structured data. A small XML document is shown in Figure

2.1.

An XML document basically consists of the following components:



e Elements: Each element represents a logical component of a document. Ele-
ments can contain other elements and/or text (character data). The bound-
ary of each element is marked with a start tag and an end tag. A start
tag starts with the “<” character and ends with the “>” character. An
end tag starts with “</” and ends with “>”. The root element contains
all other elements in the document. In the XML document shown in Figure
2.1, the root element of the document is the “paper” element. Children of
an element are elements that are directly contained in that element. For
example, in Figure 2.1 the title element is a child of the paper element. In
some XML documents, the element is not enough to describe its content.

Such documents are called text-centric documents.

e Attributes: Attributes are descriptive information attached to elements.
The values of attributes are set inside the start tag of an element. For
example, in Figure 2.1, the expression <reference xlink=*./paper/xmlql”
> sets the value of the attribute xlink to “./paper/xmlql”. The main dif-
ferences between elements and attributes is that attributes cannot contain

other attributes or elements.

e Values: Values are sequences of characters which appear between elements’
start-tag and end-tag. Like attributes, values cannot contain elements. In

Figure 2.1, the expressions “2004” and “Tom” are examples of values.

Due to its nested structure, XML is commonly modeled as a rooted and

labeled tree. Nodes of the tree correspond to elements, attributes and text



in XML documents. Edges represent element-subelement, element-attribute
and element-text relationships. This tree model reflects the logical structure
of an XML document and can be used to store and query XML data [1].
For the sample XML document shown in Figure 2.1, its tree representation
is shown in Figure 2.2. A path is a series of ordered nodes between the root
node and an internal or a leaf node. An example of a path in Figure 2.2
is the path “/paper/author/name”. For detailed information about XML,

please refer to the W3C XML specification in [2].

An XML document is a self-describing document. XML elements can either
be simple or complex. Simple elements contain only values or attributes. On
the other hand, complex elements can additionally contain other elements
and therefore a nesting structure is formed. This structure can have any

level of nesting.

Some XML documents have to conform to a Document Type Definition
(DTD). DTD specifies the elements, the attributes and the structure of an
XML document. Unlike relational database tables, XML documents are
semi-structured. A newer specification for XML documents is the XML
schema. The XML schema can impose more constraints on an XML doc-
ument than the DTD. It also has a hierarchal structure that specifies the
name and the data type of XML elements. The flexibility of defining the
XML structure makes XML able to represent any kind of data but it also

makes it more difficult to process.



<?xml version="1.0" encoding="UTF-§"">
<paper=
<year>2004</year>
<author>
<name>|om</name>
</author>
<title>xml! query language</title>
<section>
<paragraph>
XML query language ...
</paragraph>
</section>
<section=>

</section=>
<reference xlink="_/paper/xmlgl™>A Query ... <'reference>
</paper=

Figure 2.1: An XML document

author section

: section reference

Paper

name Paragraph

XML query
language XML query

Tom language

Figure 2.2: An XML document tree representation (XML-tree)




2.2 Data Clustering

Data clustering is defined as the problem of grouping similar objects such that
similarity between objects of the same group is higher than the similarity between
objects of other groups.

There are several algorithms for clustering XML data. Figure 2.3 shows a generic
high-level architecture of XML data clustering algorithms [3]. Nearly all XML
clustering algorithms follow this architecture. In this architecture, first the XML
dataset is read. The dataset can be XML documents or XML schema or both.
Secondly and optionally, the data is represented in a model such as a tree model
or Vector Space Model (VSM). After that, a similarity function measures the
distance between any two XML objects, or parts of the model. Finally, these
objects are grouped as an array of clusters or as a hierarchy structure.

In this section we introduce the main approaches of clustering algorithms. Also, we
introduce three concepts related to data clustering, namely, similarity functions,
null values, and scalability. The main data clustering approaches are as follows:
Partitioning Approach: Algorithms that follow this approach start by taking
n data points and then classifying them into k (k>n) partitions. Examples of this
approach are k-means, k-medoids and CLARANS [4].

Hierarchical Approach: a hierarchical approach creates a hierarchical decom-
position of the given set of data objects. It can either be done from top-down
(divisive) or bottom-up (agglomerative). Hierarchical approaches result in creat-

ing a tree that holds a cluster of clusters.
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‘ XML document/ DTD/ XML Schema ‘

Data Representation

Calculate Similarity

i &
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"
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Figure 2.3: A generic high-level architecture for XML data clustering
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One example of the hierarchical approach is the BIRCH algorithm (Balanced
[terative Clustering using Hierarchies). BIRCH in its first phase creates a tree
that summarizes the input data. This tree is called the Clustering-Feature tree (
CF-tree). A single node in the BIRCH tree has a few attributes that summarize
the statistical features of its descendant nodes [5].

Density-based approach: The idea of this approach is to continue growing a
given cluster as long as the density (number of objects or data points) in the
neighborhood does not fall below a certain threshold. Examples of this approach
include DBSACN, OPTICS and DenClue [4].

Grid-based approach: The algorithms of this approach rely on creating a grid
structure. This grid is finite and created by quantizing the data object space.
This approach is known to be efficient [4].

Model-based approach: The algorithms of this approach use machine learning
techniques that learn from the distribution of data points. Examples of this

approach are self-organizing feature map and COBWEB [4].

2.3 Related Concepts in Data Clustering

In this section, we will describe similarity functions, null values, normalization,

data types, and quality of data clustering.

12



2.3.1 Similarity Functions

A similarity or distance function finds the similarity between two objects. There
are several similarity functions. The choice of a similarity function depends on
the type of data. For example, in the case of numerical values, Manhattan or
Euclidean distance functions might be applied (see Equations 2.1 and 2.2). In
the case of categorical values, a hamming distance function is used (see Equations

2.3).

Buclidean(z,y) = /(z1 —1)? + (22 — 2)2 + ... + (2 — Yn)? (2.1)

Manhattan — Distance(x,y) = |x1 — 1| + |za —yo| + ... + |20 —yn]  (2.2)

Hamming(z,y) = the number of components that x and y differ (2.3)

2.3.2 Null Values

One issue with data clustering is handling null values. In literature if two values
are null, they are equal [6]. Subsequently, a null value and a non-null value are
dissimilar. Therefore, the distance functions mentioned above are modified to
include Equation 2.4 below:

0 if ¢ and j are both null

distance(i,j) = < 1 if either 7 or j is null and 7 # j (2.4)

¢ if 7 and 7 are both not null

where c is a value between 0 and 1.

13



2.3.3 Normalization

Normalization refers to the process of scaling a value to fall within a specified
range. For example, before normalization, age ranges between 0 and 150 and
salary ranges between 1000 and 50,000. After normalization, both salary and age
will fall into the same range, 0 to 1.

Clustering without normalizing the input data results in bad quality clusters [7].
For example, assume Ali’s age is 60 and his salary is SAR 10,000; Sami’s salary
is SAR 9800 and his age is 20; Bandar’s age is 60 and his salary is SAR 9800.
Ali and Bander have similar age and similar salary, so they should be in the
same cluster. Sami who is 40 years younger than the older guys should be in
a different cluster. However,However if clustering is done before normalization,
then Sami and Bandar will be in the same cluster while Ali will be in a separate
cluster. Putting Sami who is 20 years old, and Bandar who is 60 years old in
the same cluster doesn’t make any sense. However, if clustering was done after
normalization, then the older men will be in the same cluster while the young
Sami will be in a separate cluster. So normalization before clustering results in

better quality clusters.

2.3.4 Data types

XML data can be categorized into four types:

e (Continuous: Variables of a continuous data type are mainly numeric. They

draw their values from an infinite domain. These are represented in decimal

14



format.

e (ategorical: Variables of a categorical data type draw their values from a
distinct and finite domain. There are two types of categorical data types,
namely, nominal and ordinal. For example, the values: “male” and “female”

are of the categorical type.

— Nominal: A variable of this type draws its values from a finite, distinct
and unordered list of values. For example, the values “blue”, “red” and

“green” are of the nominal type.

— Ordinal: A variable of this type draw its values from a finite, distinct
and ordered list of values. The difference between nominal and ordinal
values is that ordinal values can be put in order. For example, the

values “freshmen”, “junior” and “senior” are of the ordinal type.

o Textual: Textual Values are readable text which can vary from one sentence
to a whole paragraph. A title of a book such as “Introduction to Machine

Learning” is an example of a textual value.

The proposed algorithms deal with all these data types except for textual data.
Ordinal values are treated like numbers. The mapping from ordinal values to
numbers can be done either by the help of the user or by XML schema files which

specify values of an element with their proper order.

15



2.3.5 Quality of Data Clustering

There are different measurements to evaluate the quality of data clusters. Two of
these measurements, precision and recall are shown in Equations 2.5 and 2.6. In
these equations, there are four terms: TP, FP, TN and FN. They stand for: True

Positive, False Positive, True Negative, and False Negative respectfully.

TP
Precision = {——" .
recision {TP n FP} (2.5)
TP

Precision measures what percentage of the results was correct while recall mea-
sures what percentage of correct results was found. Both measurements should

be high to indicate a high quality of the final clusters.

2.4 BIRCH Algorithm

BIRCH stands for Balanced Iterative Clustering using Hierarchies. As explained
in the previous section, BIRCH clusters incoming multi-dimensional data points
to produce quality clusters with the available memory. BIRCH uses the concept of
Cluster Feature (CF) to condense information about sub-clusters of points. The
Cluster Features are organized in a height-balanced tree called the CF-tree. The
algorithm makes full use of available memory and requires at-most two scans of
the input data. BIRCH clusters only numeric data and as a result it uses similarity
functions like Euclidean or Manhattan.

A CF-tree node corresponds to a cluster and is represented by a CF entry. A
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CF entry consists of three numbers, namely, N, LS and SS where N is the count
of the data points in the cluster, LS is their summation, and SS is their squared
summation. These three numbers summarize the features of data points in a
cluster [5]. For Example, assume Cluster C contains the numbers 3, 4 and 5. The
CF entry of C is as shown in Figure 2.5.

CF tree has two parameters: branching factor B and threshold T. B is the max-
imum number of clusters that can be clustered in a a non-leaf node of the CF-
tree. In other words, each nonleaf node contains at most B entries of the form
[C'Fy;child;), where i =1, 2 ...B. child; points to its i-th child node whereas C'F; is
the CF entry of the cluster represented by this child. A CF entry in a nonleaf node
summarizes all the CF entries of one of its child nodes. The threshold parameter,
T, corresponds to the maximum distance allowed between any two data points of

the same cluster. An example of a CF-tree is shown in Figure 2.4.

2.4.1 Scalability of BIRCH algorithm

The CF-tree size is a function of T. The larger T is, the smaller the CF-tree.
That is why BIRCH is a scalable algorithm. If the memory of a system is low,
the threshold is increased and thus the tree can fit the available memory.

Like a B+-tree, a CF-tree is built dynamically when new data objects are inserted.
It guides a new insertion into the correct cluster for clustering purposes just like
a B+-tree guides a new insertion into the correct position for sorting purposes.

For more details on the BIRCH algorithm please refer to [5].
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2.5 Conclusion

In this chapter we presented background information needed to understand the
rest of the thesis. The chapter covered the basics of XML and data clustering.
In addition, the famous BIRCH algorithm was explained in detail because we are

going to extend it and use it in the proposed algorithms.
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CHAPTER 3

LITERATURE REVIEW

This chapter is a survey of XML clustering algorithms. In the survey, we classify
the algorithms into three clustering approaches and then we discuss each approach
in a separate section. This chapter is organized as follows. In Section 3.1 we in-
troduce the proposed three clustering approaches. Then the features, advantages,
and limitations of each approach is discussed in the next three sections: 3.2, 3.3
and 3.4. The chapter concludes by comparing the approaches with our proposed

clustering algorithms.

3.1 Clustering Approaches

Up to the writing of this thesis, there was only one survey of XML clustering
algorithms [3]. The surveyors classified XML clustering algorithms based on two
parameters: the type of XML file ( schema or document) and the way the data is

represented (tree or VSM). Figure 3.1 shows their scheme.
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In this thesis we use one parameter to classify XML clustering algorithms. Our
clagsification parameter is the type of XML information that is processed by an
algorithm. This classification parameter makes the classification clearer and easier
to use. One advantage of this classification criteria is that it helps us to choose the
best clustering approach for any application. This will be shown in subsequent
sections.

The proposed clustering approaches are:

e Schema-Based Clustering
e Structure-Based Clustering

e Structure and Content-Based Clustering

The proposed approaches are shown in Figure 3.2. As it can be seen from the
figure, the approaches are ordered from top to bottom based on their complex-
ity. The most complex approach is structure and content based-clustering. Each
approach can optionally include the one above it. For example, an algorithm of
the second approach is based on the XML structure. This algorithm can also use

schema information as well.

3.2 Schema-Based Clustering

3.2.1 Main Features

The fastest way to cluster XML data is by using its schema only. As explained in
Chapter 2, a schema file contains only the definition of an XML document.
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Some algorithms of this approach calculate the similarity between an XML doc-
ument and an XML schema to put the document in the right cluster. Nearly
all the algorithms in schema based clustering use semantic analysis to measure
the distance between XML instances [8-15]. There is a need to include and test
clustering XML schema without the use of semantic analysis, because some XML
datasets use labels which do not have a semantic meaning at all. This issue has
been studied in [16].

The algorithms in this approach can further be classified into two classes: those
that use XML documents to gain more insight on the data and those which only
use XML schema. For example, “Clustering XML Documents Based on Structural
Similarity” is the title of a paper by Yang et al. which uses a schema based
approach [17]. Their argument is that the schema defines the structure of the
XML document. Therefore, instead of comparing two XML documents, each
XML document is compared to a schema. Since many XML datasets do not have
a schema, they introduced algorithms to generate a schema for schema-less XML

files. A Similar approach has been taken by [18,19].

3.2.2 Advantages of Schema Based Clustering

The main advantage of this approach is the small amount of data that is processed.
The size of an XML schema is vastly less than the size of an XML document. Since
the amount of processed data is small, it is justifiable to use complex algorithms

and tools such as semantic measurements. Another advantage is that once an
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XML schema is classified into a cluster, all current and future instances of the
schema will be grouped into the same cluster [3]. For example, suppose a and b
are two XML documents. Suppose both a and b are defined by a schema file .
Once 17 is clustered, both a and b will have the same label of i.

An application of XML schema clustering is grouping an extensively heterogeneous
environment such as the web. It can also be a pre-processing step for the other two
approaches in order to boost their efficiency. In conclusion, clustering by schema

is a suitable option for large XML datasets provided that they are heterogeneous.

3.2.3 Limitations of Schema Based Clustering

It is impossible to use this approach in a homogeneous environment such as an
XML database. This is because in a homogeneous environment, all XML datasets
will have a single schema. Another major disadvantage is that this approach
aims to cluster the roots of XML datasets only, not within an XML file. It only
separates and groups n XML documents into 2 number of clusters but does not

cluster or process XML elements within a document.

3.3 Structure-Based Clustering

Clustering by structure is to group XML documents by the similarity of its struc-

tural information.
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3.3.1 Main Features of Structure Based Clustering

Structural similarity can be any or all of: path similarity, parent/child relation-
ships or the data types and names of XML elements. Sometimes semantics of
XML element titles are also used. The only data which is not used is the content
of XML elements. Among the three approaches of clustering XML data, structure
based clustering is the most popular [20].

The algorithms in this approach can further be classified into three subcategories,
namely tree-edit based, similarity based and unique algorithms. The tree-edit
based algorithms deal with XML documents as a tree while the other two trans-
form XML into different representations. Some of the algorithms of this approach
consider the semantic information of the element names [21,22].

In tree-edit based algorithm, to find how much two XML trees Treel and Tree2 are
similar, Treel is edited until it becomes identical to Tree2 [1,23-31]. The similarity
between Treel and Tree2 is measured by the number of edit operations needed to
make Treel structurally identical to Tree2. The fewer operations measured, the
more similar Treel is to Tree2. These operations can be inserting, updating, or
removing a node or a sub-tree [32].

Tree-edit based algorithms have polynomial running time complexity. To reduce
the number of compared nodes (XML elements in a tree), [33] makes the edit
operation on sub-trees instead of single nodes. This has better performance than
manipulating the individual nodes alone. It also removes repetitive sub trees to

further reduce comparison time. Still, the running time complexity is polynomial
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since it is a pair-wise operation. A complete list of edit-based algorithms is found
in [32).

The second category is similarity based which focuses on some or all parts of the
XML document. While some algorithms deal with path similarity [34-36], others
deal with level similarity [37]. More similarity based algorithms can be found
in [38-43].

There are unique algorithms that cannot be grouped together. For example, there
are solutions that perform sequence mining [44,45]. Another unique solution uses
the Fuzzy C-means algorithm and clusters XML data in a multilevel format [46].
Other solutions in this category focus on solving a sub-problem in structural clus-
tering such as in [47]. This work addresses the problem of high dimensionality of
XML structural data and proposes a method to focus on important XML elements
of a dataset.

The matching technique in [48] is a unique solution since it is based on the concept
of entropy. Entropy is a measurement of how random or regular a list of points
is. The solution first encodes the XML files and then finds the entropy between
the XML documents. This entropy-based solution has similar accuracy to the
tree-edit based algorithms. However, it is more scalable since it runs in linear

time.
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3.3.2 Advantages and Limitations of Structure Based
Clustering

The complexity of the structural-based approach is higher than the schema based
approach. Its complexity ranges from linear time [1,8,27,28,39,43] to quadratic
time or higher which is the case in tree-edit based approach.

Structural based approaches are useful when the tag names of XML document
are meaningful and the document is not text-centric. In a text centric XML
document, the semantic information is located in the content of the elements (in
the values). Similar to the schema-based approach, structural based clustering
does not perform well well in clustering homogeneous data [20].

Generally, when schema based clustering fails to accurately cluster heterogeneous

XML datasets, structural-based clustering should be used.

3.4 Structure and Content Based Clustering

To solve the problem of clustering homogeneous documents, the content of XML
documents have to be processed and not only the structural information [20]. This
is because content carries most of the information especially in text-centric XML

documents.
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3.4.1 Main Features

The algorithms in this approach are relatively new and most of the research started
in year 2006. One example of content based clustering is the work in [17]. It
simply extends the vector space model to handle content data and then applies a
hierarchal clustering algorithm used in document clustering.

Some works incorporate semantic information which might increase the accuracy
but take longer computation times [11,49-52]. The work in [53] is unique since
it uses Self-Organizing-Maps which is computationally an expensive algorithm.
Similarly, the work in [54] applies Latent Semantic Kernel which has a high com-
putational complexity. This is because it performs a pair-wise comparison.

A novel approach is presented in [50] where XML data is clustered using an
XML-summarization model, named XCLUSTER. The algorithm effectively clus-
ters XML elements based on both structure and content. Then the values are

compressed using histograms.

3.4.2 Advantages and Limitations

A common drawback of the algorithms of this approach is their high time and
space complexity when compared to the algorithms of the other approaches.
Mostly, algorithms in this approach have an expensive preprocessing step where
data has to be processed to perform stop and stemming tasks especially in tex-
tual XML documents. Very few algorithms in this approach have a low complex-

ity [17,55,56]. However, it is generally assumed that near-linear-time-complexity
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algorithms have lower accuracy [3]. Therefore, the problem of XML clustering is
an optimization problem where our aim is to reduce the time and space complexity
and get higher accuracy.

It is important to note that some algorithms in this approach are designed for

heterogeneous datasets and not homogeneous ones [20,50,51,54,57].

3.5 Conclusion

In this chapter we presented a survey of XML clustering algorithms. We classified
the algorithms into three approaches according to the type of XML information
that is processed by the algorithm. The approaches are: schema based cluster-
ing, structure based clustering, and structure and content based clustering. Our
proposed clustering algorithm belongs to the last approach.

Clustering XML by content has always been ignored until recently. As a result,
up to the date of writing this thesis, there is no single work that has all of the

following properties:
1. Clustering by content and structure
2. Clustering using hierarchal clustering
3. Clustering homogeneous data collections
4. Clustering large XML datasets

Our aim of this thesis is to introduce a new XML clustering algorithm that has

all the four properties above.
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CHAPTER 4

XML HIERARCHAL

CLUSTERING ALGORITHMS

The main objective of our thesis is to introduce a scalable clustering algorithm
for large XML datasets. Since our algorithm consists of several algorithms, it
will be referred to as the proposed algorithms. In this chapter, we will explain
the proposed algorithms in details. The proposed algorithms are XML Structure
Clustering Algorithm (XSC) and XML Hierarchal Content Clustering Algorithm
(XHCC). The rest of this chapter is organized in the following order. First, the
proposed algorithms are introduced in Section 4.1. Then we highlight the main
phases of each algorithm. Each of these phases is explained in depth with examples
in Section 4.2 and Section 4.3. Finally, in Section 4.4 we revisit XHCC and discuss

the following issues: categorical data, normalization, and threshold values.
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4.1 Introduction

Before describing the proposed algorithms, we shall first introduce our problem
statement. Then the related assumption and definitions are explained. Finally,

we introduce the phases of the proposed algorithms.

4.1.1 Problem Statement

Given a large homogeneous XML dataset, we would like to cluster its content and
structure. The output should be in a form of hierarchal clusters.
To understand the limitation and scope of our problem statement, a number of

assumptions and definitions are explained next in preliminaries.

4.1.2 Preliminaries

The proposed algorithms have the following assumptions:

Large XML documents: Since we are targeting large XML documents, we need
to define what is meant by large documents. Large documents are datasets that
are too big to be stored in a system’s memory.

Homogeneous XML dataset: Homogeneous XML datasets share the same
schema file. As mentioned in Section 3.1, the problem of classifying heterogeneous
XML datasets has been studied in the literature [20]. The challenge nowadays is
to efficiently and accurately cluster homogeneous XML documents.

Targeted Data Types: In Section 2.3.4, different types of data have been ex-

plained. The proposed algorithms process all data types except for textual values.
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XML Transaction: An XML transaction is an instance of an XML element
which is important to the user. For example, in the university dataset shown in
Figure 4.1, the XML element “university” is the XML transaction for the dataset
and there are three XML transactions. These are as follows: Southern University,

Northern University, and Eastern University.

4.1.3 Overview of the Proposed Algorithms

The proposed algorithms are: XML Structure Clustering Algorithm (XSC) and
XML Hierarchal Content Clustering Algorithm (XHCC). There is a third algo-
rithm, XBIRCH, which is explained in Chapter 5 while XSC and XHCC are
further discussed in the subsequent sections. The XBIRCH plays an important
role in XHCC algorithm.

XSC algorithm is composed of two phases. In the first phase, XSC extracts the
structural features of an XML document. This is achieved by building the XML
Data Guide. In the second phase, it creates XML Structure Index (XSI). XSI is
a special data structure to group the structural features of an XML document.
The second algorithm, XHCC, is composed of four phases. The first two phases
are the same as the two phases of XSC. The third phase of XHCC clusters simple
XML elements values while the fourth phase clusters complex XML elements.
Both algorithms, XSC and XHCC, require a prepossessing step which is explained

next.
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<university >
<ID id=*1" />
<name >Southern University </name >

< /university >

<university >
<ID id=*“2" />
<name >Northern University </name >
<numberOfStudents >150 < /numberOfStudents >

< /university >

<university >

<ID id=“3" />
<name >Eastern University </name >
<numberOfStudents >170 </numberOfStudents >

< /university >

Figure 4.1: Universities dataset before preprocessing
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<Universities >
<university >
<ID id="1" />
<name >Southern University </name >
< /university >
<university >
<ID id="2" />
<name >Northern University </name >
<numberOfStudents >150 </numberOfStudents >
< /university >
<university >
<ID id="3" />
<name >Eastern University</name >
<numberOfStudents >170 </numberOfStudents >
< /university >

< /Universities >

Figure 4.2: Universities after preprocessing
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Preprocessing Step

The goal of the preprocessing step is to turn several XML documents into one
document with a single root. If the dataset is a single root, then this step is
skipped. The step is straightforward and computationally inexpensive.

To elaborate more, suppose we want to cluster the university dataset shown in
Figure 4.1. In this dataset, there are three XML documents and thus there are
three roots. The XML documents are: University of Southern University, North-
ern University, and Eastern University. From these three documents, a new XML
document is created with a new and single root, Universities. This root has three
child elements which are the roots of the previous three XML documents. The

new dataset is shown in Figure 4.2.

4.2 XML Structure Clustering Algorithm

(XSC)

The goal of XSC is to cluster XML elements by structure only. In XSC, XML
elements with similar structure will be grouped together. The clustering algorithm

is composed of two phases. The phases are as follows:

e Phase 1: Building the XML Data Guide (XDG)

e Phase 2: Creating the XML Structure Index (XSI)

Figure 4.3 shows an overview of the XSC algorithm. As can be seen from the
figure, XSC scans the XML dataset only once. In the the first phase, an XML
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Data Guide (XDG) is created. XDG is a tree that summarizes the XML structure.
It is used by the second phase in order to get the list of unique paths of an XML
document. In the second phase, the XML Structure Index (XSI) is created. XSI
is a data structure that identifies the different or structure information that XML
transactions have. Finally, each entry in the XSI is considered a cluster and
therefore XSI is the output of the algorithm. Next, all the phases are explained

in details.

4.2.1 Phase 1: Building XML Data Guide

The XML Data Guide (XDG) is an unbalanced tree that consists of several nodes.
The XDG summarizes the structure of the XML document. The XDG preserves
the parent-child relationship between XML elements. When an XML element is
read from a database or a document, its path is mapped into the nodes of the
XDG. For each XML dataset, a single XDG tree is created. Figure 4.4 shows the
XDG for the university dataset.

The main purpose of XDG is to store and label the distinct root to leaf paths
(DRLP) in an XML document. This information is important for Phase 2: Build-
ing the XSI, as we we will see in Section 4.2.2.

Instead of building an XDG, another alternative is to store the DRLP as a list.
However, the XDG is more efficient to update and search its structure than a list.
Another alternative is to generate XDG from XML DTD or schema. However,

around 52% of the XML files are schema-less.

36



XDG XSl

|kw Vie

Preprocess — ooy 4
, | Phasel | |™ Phase 2 [ @
T e
28

I::> [{> i [:> M
ﬂ ] 10

g | | || i
an
|I.'IJ1D.'I311|3111! 115

Figure 4.3: Overview of XSC

Universities
University
I—\uniw..r:aranr T 1
Number of
D Hame Students
\university\ID \universityl\name \university\
number Of
Student

Figure 4.4: university XDG

37




In addition, a schema file specifies the set of possible DRLP and not the actual
set of DRLP that exists in an XML file [58]. Figure 4.4 shows an XDG for the
university dataset. This XDG contains five nodes: universities, university, 1D,

Name and number of students. The set of DRLP of this dataset is as follows:

e DRLP(1): /universities / University / ID

e DRLP(2):/ universities / University / Name

e DRLP(3): / universities / University / NumberOfStudents

Algorithms 1, 2 and 3 listed below explain in detail how the XDG tree is created
while XML data is read. If the XDG tree is empty it is initialized with the first
XML element: the root. Each node of the XDG has a title which is equal to the
path of the corresponding element in the XML document. For example, in the case
of the university dataset, the first XML element is “universities”. Therefore, a
new XDG node with title “universities” is created. After initialization, the XDG
insert algorithm is called on the root of XDG tree until all XML elements are
processed. The insert algorithm is a recursive procedure. It takes an XML path
as an input, say x;. Since x; is a path, it is composed of a several XML elements’
names separated by backslash characters. The algorithm matches each name in
x; with its corresponding nodes in XDG tree. If a matching XDG node is found
for the first name in x;, say the node n;, then the insert algorithm returns and
starts finding a match for the second name in in the children of the XDG node n;.

If any of the elements names of x; did not match with nodes of XDG tree, a new
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node is created in XDG. If z; is a DRLP, the corresponding XDG node is marked
as DRLP. This label helps to retrieve the list of DRLP from the XDG tree.

In contrast to algorithms which transform XML data to another representation
such as VSM, the XDG tree preserves the structural information, such as parent-

child relationships of an XML document.

Algorithm 1 XDG tree Algorithm
ALGORITHM: XDG

BEGIN
i < an XML element
if 1is first element then
Initialize(T,root,i)
else
while 1 is not null do
insert (T,i,root)
i < next XML element
end while
end if
END

Algorithm 2 XDG Initialize Algorithm
ALGORITHM: Initialize (T, i)

BEGIN

path < path of element i
C <« create new node
Cltitle] « i

END

Time and Space Complexity of Phase 1

Let us assume that an XDG tree has a branching factor of “b” and a depth of “d”.

The worst case scenario is when each XML element finds a matching XDG node
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Algorithm 3 XDG Insert Algorithm
ALGORITHM: Insert (T,startAT,i)

BEGIN
path < path of i
R + startAT
if path equals Rtitle] then
return path
else
if path contains R[title] then
Insert (T,ChildrenOfR,i)
end if
if no child is matched then
C < create new Node
Cltitle] « i
C is child of R
if Cis aleaf in XML file then
Mark C as DRLP
end if
end if
end if
END

and thus continues to search its children of the matched XDG node. In this case,
the number of comparisons for a single XML element is “b * d”. Therefore in this
scenario, there will be , b * d * n comparisons where n stands for the number of
XML elements in XML document. Thus, the worst case scenario for Phase 1 is

as follows:

XDG()time = O(b*d*n)

To find the space complexity of phase one, we need to find the size of the XDG
tree. The number of XDG tree nodes is related to the number of leaf nodes in an
XDG tree. Usually, the levels above the leafs share the nodes and therefore are
less than the number leaf nodes. Therefore, a worst case scenario is when upper

levels do not share any nodes except for the root element. In such a case, the
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number of XDG nodes is equal to “(p * d) +1” where p is the number of leaf

nodes of XDG tree . Therefore, the space complexity is as follows:

XDG()space = O(p*d)

4.2.2 Phase 2: XML Structure Index

In phase 1, we explained how the structure of an XML document is summarized
by the XDG tree. The next step to is classify XML elements based on structure.
This is achieved by building XML Structure Index (XSI). An XSI identifies the
different clusters of XML transactions based on their structure.

An XSI is a hash table with a number of columns. The most important column is
the binary number. The binary number represents the structure of a transaction.
A question is: how can a binary number represent the structural features of a
transaction? From the XDG tree we can obtain the DRLP of a dataset. For ex-
ample, in the university dataset the path “/universities/university /ID” is a DRLP.
However, the path “/universities/university” is not a DRLP as we have explained
in Section 4.2.1. In our example, the university dataset has three DRLPs. Thus,
each university transaction can be represented by a binary value of three bits. The
order of the bits is the same order of the DRLP in the XDG tree. If the first bit is
equal to 1, it means DRLP (1) exists in the transaction and 0 indicates otherwise.
In our university dataset example, we have three transactions as shown in Figure

4.2. The names of these transactions are as follows: Southern University, Fastern
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University and Northern University.
Next, the XSI algorithm, shown in Algorithm 4, will find the binary values of
university transactions. Table 4.1 shows how the binary values are calculated.

For example, the Southern University transaction has two DRLP which are:

e DRLP(1): /universities / University / ID

e DRLP(2):/ universities / University / Name

However, it does not have the following DRLP

e DRLP(3): / universities / University / NumberOfStudents

Therefore, the Southern University transaction can be represented by the binary
value “110” which means it has the first two DRLP and not the last one.

An XSI consists of a number of entries. The XSI of the university dataset, shown
in Table 4.2, has two entries. Each entry is composed of a binary representation,
a decimal number, a hash value and a count. XSI stores only the unique binary

representations, not the binary representations for all transactions.

Table 4.1: Building the XSI for the university dataset

Transaction DBLP(1) | DBLP(2) | DBLP(3) | Binary Number
Southern Uni. Exists Exists Does Not | 110
Exist
Eastern Uni. Exists Exists Exists 111
Northern Uni. Exists Exists Exists 111
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Table 4.2: XSI for the university dataset

Binary Number | Decimal Num- | Hashing Value | Count
(key) ber (key) (value)

110 6 10 1

111 7 11 2

The hash value enables fast access to XSI entries. The decimal value is calculated
from the binary value. For example, in Table 4.2, “6” and “7” are the decimal
values for “110” and “111” respectively. To save space, we can optionally discard
the binary values and store only the decimal numbers in XSI entries. The count
in XSI entry is useful to know the sizes of the clusters as shown in Table 4.2.

The result of the XSC algorithm is the XSI. Each XSI entry represents a cluster

of the XML document. Therefore, in the university dataset, we have two clusters.

Algorithm 4 XML Structure Index Algorithm

ALGORITHM: XSI
BEGIN

t < get a transaction
DRLP < unique paths from XDG

BinaryValue < Calculate Binary value from DRLP and t

DecimalValue +— Get Decimal value from BinaryValue

HashValue +— Get HashValue value from DecimalValue

if HashValue does not exist in XSI then
NewXSIEntry < DecimalValue, HashValue

else

Increment the count of the matching XSI entry

end if
END

43




Time and Space Complexity of The XSI Algorithm

The XSI algorithm extracts the binary value from each transaction. The time

complexity of XSI algorithm is as follows:

XSI()time = O(t % p)

where ¢ is the number of transactions in an XML document and p is the number
of DRLP entries. Note that p is vastly smaller than n. Also note that the number
of transactions, ¢, is usually a fraction of, n, the number of all XML elements.
This is because a single transaction is composed of ¢ XML elements. Therefore,
t is as follows:

t=n/c

In phase 2, the worst case scenario for space usage is when each transaction has
a unique structure. In this scenario, the XSI contains ¢ entries where ¢ is the
number of transactions in an XML document. Therefore the space complexity of
phase two is:

XSI()space = O(t)

Overall Time and Space Complexity of XSC Algorithm

XML structure clustering algorithm (XSC) is composed of phase 1 and phase 2.

Thus, the over all time and space complexity of the algorithm is as shown below:
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e Time complexity of XSC

XSC()time=0(b*xd*n)+ O(pxt) =0(b*dx*n)

e Space complexity of XSC

XSC()space = O(p xd) + O(t) = O(t)

Note that ¢ is less than n.

4.3 XML Hierarchal Content Clustering Algo-

rithm (XHCCQC)

The XML Hierarchal Content Clustering algorithm (XHCC) extends XSC to clus-

ter XML data by both structure and content. The phases of XHCC are as follows:
e Phase 1: Building the XML Data Guide (XDG)
e Phase 2: Creating the XML Structure Index (XSI)
e Phase 3: XML Univariate Content Clustering (XUCC)
e Phase 4: Clustering transactions by structure and content

Figure 4.5 shows an overview of XHCC. XHCC can be viewed as an extension to
XSC since the first has all the phases of the latter. Phases 3 and 4 are added to
XHCC. In Phase 3, the extended BIRCH algorithm, XBIRCH, is used to cluster
the content of XML elements. In the last phase, XHCC clusters the transactions
by both structure and content.

Next, phases 3 and 4 are explained in detail.
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4.3.1 Phase 3: XML Univariate Content Clustering

In XHCC, building the XDG (phase 1) and XML Univariate Content Clustering
(phase 3) are preformed simultaneously. For every XDG node labeled as DRLP,

an XBIRCH tree is created. XBIRCH is an extension to the BIRCH algorithm

and it is explained in Chapter 5.

For example, Figure 4.6 shows the XDG tree for universities dataset. Since they

are marked as DRLP, the XML elements name and ID are clustered by using

XBIRCH trees.

Table 4.3: The possible data types of datapoints

Case Example Solution
Continuous | 12, 1.5, 8.2 BIRCH

Ordinal Freshman, Sophomore, Junior Converting, BIRCH
Nominal Red, Green, Blue XBIRCH

Textual Book titles, abstracts and articles | Future work

Algorithm 5 XML Univariate Content Clustering Algorithm

ALGORITHM: XUCC

BEGIN

while there is new datapoint, d do
n < matching node in XDG
v < value of d
Insert v into a BIRCH tree whose root is n

end while
END

XUCC Algorithm, listed in Algorithm 5, takes place whenever a new datapoint is
inserted to a DRLP labeled node of the XDG tree. A datapoint is a paired value
composed of a path and value. The path is used by phase 1 to find the matching

XDG node for a datapoint. After that, the value of the datapoint is inserted into
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an XBIRCH tree which is a child node of the matching XDG node.

The Values of DRLP labeled nodes are one of four cases: continuous, nominal,
textual, or ordinal values. As shown in Table 4.3, each case is handled differently.
In the case of continuous values, a BIRCH tree is used to cluster these values as
has been explained in Section 2.4.

Ordinal values are handled similarly, however, the values are first converted into
numbers as explained in Section 2.3.4 and then they are clustered by a BIRCH
tree. The nominal values are clustered using XBIRCH algorithm as we will see in

Section 5.2.

Time and Space Complexity of XUCC Algorithm

Let p be the number of DRLP in an XDG tree. For each DRLP labeled node, an
XBIRCH tree is created. Time complexity of XBIRCH is O(n), where n is number
of XML elements [5]. Therefore, the time complexity of XUCC is as follows (Note

that p is vastly less than n):

XUCC (n)time = O(p *n)

The space requirement of XUCC is dependent on the space requirement of BIRCH
algorithm which is not covered in the original work [5]. One reason behind this
is the flexibility of the BIRCH algorithm. Depending on the threshold value, the
size of the BIRCH tree changes. The smaller the threshold, the bigger the BIRCH

tree.
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4.3.2 Phase 4: Clustering Transactions by Structure and

Content

Phase 4 takes place after all other phases are complete. In this phase, a second
scan is performed on the XML dataset.

Phase 4 has one algorithm: Transaction Clustering Algorithm (TCA) which is
listed in Algorithm 6. The goal of TCA is to cluster XML transactions by content
and structure. This is achieved by building an XBIRCH tree which will be used
to cluster XML transactions.

To explain more, Let y be a transaction with three components (XML children):
1 , T, and x3. Also let X, X5, and X3 be DRLP labeled XDG nodes. Since
XUCC is complete, X; has an XBIRCH tree. Each of these XBIRCH trees have
cluster features (CF). Suppose the closest CF entry to our transaction components
1, x9, and x3 are CF labels a, b, and ¢ respectively. These CF labels are found
in the XBIRCH trees located in XDG nodes: X;, X,, and X3 respectively.

For the purpose of creating a new XBIRCH tree in g, we create a vector of the

cluster labels a, b, and c:

y={a,b,c}

Lets give an example using the universities dataset. In this dataset, university is
our transaction node. Next, we will create the datapoint for Northern University.
First, suppose there are 3 clusters in the XBIRCH tree of the ID node and 2
clusters in the XBIRCH tree of the number-of-students node. Suppose the ID

value of Northern University was found in the first cluster of the ID XBIRCH
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tree. Meanwhile the number-of-students value of Northern University was found
in the second cluster of the number-of-students’s XBIRCH tree. A datapoint for

Northern University transaction will be in the following format:

DatapOintNorthernUmversity - { 1> 2}

The values 1 and 2 are categorical values and therefore we will use the XBIRCH
algorithm to cluster all the university datapoints. The new XBIRCH tree is
inserted as a child for the university node in XDG tree.

Since our aim is to cluster XML data by both structure and content, the university
XDG node will have more than one XBIRCH tree. This is because university
transactions will be first clustered by structure using XSI and then by content
using TCA. This means if that we have two entries in XSI, TCA will create two
XBIRCH trees for each entry. Optionally, we can opt to only create one XBIRCH

tree for all transactions. In such a case, we are clustering XML by content only.

Algorithm 6 Transaction Clustering Algorithm
ALGORITHM: TCA

BEGIN
t <= new transaction
for all c children of t do
C « the XBRICH tree of the XDG node with title c
datapoint[tc] + the label of the closest CF entry in C
end for
insert datapoint[t] into new XBIRCH rooted at the XDG node with title t
END
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Time and Space Complexity of Phase 4

The Transaction Clustering Algorithm (TCA) is mainly composed of two steps. In
the first step, TCA searches for the matching cluster labels of a transaction’s chil-
dren. Then in the next step, a new XBIRCH tree is built to cluster transactions.

Therefore, the time complexity of TCA is as follows:

TCA(t) =O(txcx*log(t)) + O(l * t)

where ¢ is the number of leafs/children of a transaction and [ is the number of XSI
entries. The values of ¢ and [ are vastly less than ¢, the number of transactions in
an XML document. In the equation above, the first term is for finding the closest
CF label and the second is for building an XBIRCH tree.

The space complexity of phase 4 and phase 3 are similar. For the space complexity

of phase 3 please refer to Section 4.3.1.

The Overall Time Complexity of the XHCC Algorithm

The XHCC algorithm is composed of four phases. Therefore the time complexity

of the algorithm is as follows:

XHCC(n)=0(b*xdxn)+O((p*t)+O(pxn)+O(txcxlog(t))+O(lxt) =O(n)

Note that p, d, b, [ and e are vastly less than n.
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4.4 XHCC Revisited

In this section, we highlight some parts of XHCC in order to further explain the

algorithm. These areas are: normalization and threshold values.

4.4.1 Normalization

In Section 2.3.3, normalization was discussed as a general problem in data cluster-
ing where it is a necessary preprocessing step. In our proposed algorithms, a new
normalization technique is introduced. We normalize the output of phase 3 (XML
Univariate Content Clustering) before executing phase 4. Instead of normalizing
based on individual values, we normalize based on the number of clusters. Lets
review the example given in Section 2.3.3.

Suppose the number of clusters for age and salary is 5 and 100 respectively. As

we explained in phase 4, the transactions Ali (A), Bandar (B) and Sami (S) are

as follows:
A={5,3}
B={53}
S=4{1,3}

As we explained, the values of attributes in the transactions above are the cluster
labels and not the actual values of salary and age. Next, we want to normalize
these values and make them lie in the same range. This is done by dividing

each attribute by the number of clusters it has. Therefore, the three transactions
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become as follows:
A= {5 /5,3 /100 }
B={5/5,3/100 }

S={1/5,3 /100 }

Thus, the distance between Bander and Sami is as follows:
The difference in age is (5-1)/5 = 0.8

The difference in salary is (3-3)/100 = 0

This result is logical because the difference in age between B and S is greater than
their difference in terms of their salaries.
In conclusion, normalization is handled differently in the proposed algorithms and

there is no need for a preprocessing step to scale input values.

4.4.2 Threshold Values

This section describes how threshold values are set in the proposed algorithms.
As mentioned in Chapter 2, the BIRCH algorithm has a threshold value that
specifies the maximum distance allowed between a data point and cluster feature
(CF) [5]. The most accurate threshold value is zero which builds a large BIRCH
tree. If a smaller memory footprint is required, the threshold value is increased
which makes the tree smaller but with a lower accuracy.

In our proposed algorithms there is a threshold value per DRLP labeled XDG
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node. Therefore, the problem of finding the most appropriate threshold value for

each node is a challenge. A study of this problem is part of our future work.

4.5 Conclusion

The proposed algorithms, XSC and XHCC, can be divided into two and four
main phases respectively. These phases are Building the XDG tree, Building the
XSI, XUCC, and Transaction Clustering Algorithm (TCA). These phases have
been explained with examples using a small dataset. Experiments and analysis
on large datasets is the topic of Chapter 6. Before that, since BIRCH only works
with numerical data, there is a need to extend BIRCH to handle categorical data

as well. This is further discussed in the next chapter.
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CHAPTER 5

EXTENDED BIRCH

ALGORITHM (XBIRCH)

A typical XML document consists of elements with different data types.
However, the BIRCH algorithm one of, the building block of our proposed algo-
rithms, only clusters numerical values. Therefore, in this chapter we will modify
the BIRCH algorithm to cluster categorical (nominal) values as well.

The chapter is organized in the following order. First, Section 5.1 highlights the
difficulty of clustering categorical values with the BIRCH algorithm. Then in
Section 5.2 we explain how to cluster univariate categorical values. After that, in
Section 5.3, we extend the BIRCH algorithm to cluster multivariate categorical
values, and name the algorithm extended BIRCH (XBIRCH). After that, the
issue of attribute priority and order is analyzed in Section 5.4. Then the issue
of sensitivity to order is highlighted in Section 5.5. Finally, we introduce an

optimizing algorithm for XBIRCH to produce more accurate results.
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5.1 Overview

Clustering categorical values is different from clustering numerical ones. In the
case of clustering numerical values with BIRCH, statistical measurements are used
to represent sets of numbers. However, in the case of clustering categorical values,
it is not possible to use a statistical measurement. For example, what is the mean
for red, black, and blue? There is no statistical measurement that can capture a
set of categorical values which is why BIRCH cannot cluster them. Since many
XML datasets contain categorical values, we cannot ignore clustering them. For
example, a dataset of world countries can be expressed in terms of datapoints
with the following variables or attributes: weather, language, and political system.
Thus, Australia can be represented as [Sunny, English, multi-party| while China
is represented as [rainy, Chinese, Single-party|. Similarly [Windy, English, Multi-
party] can represent the USA. Imagine that these three countries were in the
same cluster. What measurement or model can summarize this cluster? As we
add more countries, how can they be represented in hierarchy of clusters similar
to a BIRCH tree?

For this purpose, we introduce a clustering feature along with a distance function.
The clustering feature is the Nominal Clustering Feature (NCF). The most suit-
able distance function for NCF is the hamming distance which will be explained
in Section 5.3. The main difference between BIRCH and XBIRCH is that BIRCH
uses CF entries to cluster values while XBIRCH uses NCF entries to cluster cat-

egorical values. For more details about BIRCH, please refer to Section 2.4.
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5.2 Clustering Univariate Categorical Values

In this section, we explain how univariate categorical values are clustered. For
example, in the countries dataset there are three categorical values one of them
is weather. It is possible to have clusters such as: “rainy”, “cloudy”, “hot”, etc.
If the number of the distinct values of weather is ten, then ten clusters will be
created.

To group the identical values together, one approach is to compare their string
values. This is a pair-wise operation and it is computationally expensive. A
better mechanism is to use hashing functions. However, there is a possibility that
a hashing function can produce the same value for two different inputs. Therefore,
we can combine multiple hash functions to reduce that possibility.

For example, we conducted an experiment where all entries of an English lexi-
con were clustered. The lexicon is composed of 519,752 words. We represented
each word with a vector of two values. Each value is the product of a hashing
function. In our experiment, we used two hashing functions: the Microsoft .NET
GetHashValue() and a custom hashing function that we implemented to convert
strings into numbers. After that, each vector was inserted to a BIRCH tree with
threshold zero. As a result we obtained 519752 clusters which is equal to the
number of words in the lexicon.

In summary, clustering univariate categorical values is achieved by using hashing
functions and a BIRCH tree. This will produce a number of clusters equal to the

number of distinct values of the categorical variable.
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5.3 Multivariate Categorical Clustering

In this section, we describe how multivariate categorical values are clustered. It
is done through the modification of the BIRCH algorithm.

Let us assume that we have a vector that contains only categorical values. For
example, in the countries dataset, China, USA, and Australia are datapoints which

can be represented as follows:

Datapointysa = {c1 =2,c0 =2 ,¢c3 = 3}
Datapoint aystraiia = {€1 = 3,00 =2 ,c3 = 3}

Datapointcoping = {c1 = 1,c0 =1 ,¢c3 = 2}
where c1, co, and c3 represent the attributes weather, language, and political system
respectively. Note here that the values for these attributes have no meaning other
than being different. Value 3 does not mean it is greater than 2. It is just a label
for a categorical value. Instead of inserting these datapoints into a CF of BIRCH
tree, they are inserted into an NCF. An NCF captures the clustering feature for
categorical values. Instead of a statistical representation, a vector of characters,
called a header is used. For example, a country’s NCF will be composed of a
vector of three characters. Each character represents one attribute. An NCF for

a country will be as follows:

NCFCountry - {Cb C2, 63}

Where the value of ¢; can be from 1 to k, where £ is the number of clusters in
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attribute 7. Additionally, ¢; can have asterisk value (*) which means any value. In
our countries dataset, the NCF header after inserting the USA datapoint becomes

as follows:

NCFysa=12,2,3}

Note that the NCF header equals to the USA datapoint. Secondly, we insert

Australia’s datapoint and the NCF header becomes as follows:

NCFAustralia+USA = {*7 2> 3}

In this case, USA and Australia share two attribute values: language and political
system while they are different in terms of the first attribute, weather. For that
reason, we mark the weather variable in NCF with the asterisk value (*). Lastly,

we add China to the NCF and it becomes as follows:

NCFChina+USA+Australia = {*> *, *}

After adding China, the NCF header has lost all its numeric values. This means
that the inserted datapoints have nothing in common. To restrict the membership
to an NCF, a threshold value and distance function are used to see if a datapoint
can be inserted to an NCF or not. A datapoint is inserted if the hamming distance
between the header of an NCF and the datapoint is less than the threshold value.
For example, if we set the threshold value for countries to 2, China can’t join

the USA and Australia cluster. It will form a new cluster by itself. This is
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because the hamming distance (see Equation 2.3) between the China datapoint
and NCFysataustratia 18 three which is larger than 2. Similar to the BIRCH
tree, a threshold value will control the size of an XBIRCH tree. The smaller the
threshold value, the bigger the XBIRCH tree.

In an XBIRCH tree, the branching factor cannot be controlled by the user but
rather the data itself. The advantage of this is that clusters will be more natural.
However if the attributes have a large number of distinct values, the XBIRCH
tree will have huge width. To minimize its width, the NCF vector’s attributes are
ordered by their number of distinct values. This means if weather has less number
of distinct values, it appears before language. This will make the width of the tree

as small as possible. This problem is further analyzed in the following section.

5.4 Priority and Order of Datapoints’ At-

tributes

Herein, we study the issue of priority and order of datapoints’ attributes. In
section 4.3.2, we studied the university dataset where one of the university trans-
actions was composed of two attributes: ID and Number-Of-Students. Suppose
there is another attribute, size-of-university, which is similarly a DRLP labeled
node in the XDG tree. Lets assume all these attributes are categorical values. As

a result, we can have the following datapoints:

DatapOintSOMhernUm'versity - {27 37 3}
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DatapOintNorthernUmversity - {17 37 3}

DatapOintEasternUmversity - {27 57 3}

As we explained, these three datapoints will be inserted into an XBIRCH tree
where the hamming distance is used to calculate the distance between these dat-
apoints and the NCFs. In our example above, the distance between Southern
University and either of Northern University or Eastern University is equal to 1.
However, to group these datapoints there are two solutions. One solution is to
group Southern University with Northern University while Eastern University is
a cluster by itself. Another solution is to instead group Southern University with
Eastern University and make Northern University a cluster by itself. Generating
two solutions for the same input is undesirable. Ideally, if we run a deterministic
algorithm multiple times on the same dataset, we should have the same solution.
To overcome this problem, we will specify an order and a priority when creating a
datapoint. First, attributes are ordered by the number of clusters they have or in
other words, the number of their distinct values. For example in university dataset,
the XBRICH trees for attributes: ID, number-of-students, and university-size have

2, 3, and 4 clusters respectively. Thus, a university datapoint is as follows:

Datapoint southernvniversity = {1 Di, numbero f students;, universitysizey}

As can been seen, the attributes of the Southern University datapoint are ordered
by the number of clusters (ascending). The second step is to set a priority for

these attributes. When calculating the distance function between two datapoints,
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we can set the following rule: Finding a match in the first attribute shall have
higher priority than finding a match in the second attribute and so on. As a result,
the algorithm will produce the same results even if it runs several times. In our
example, Southern University will be grouped with Eastern University since they
are similar in the first attribute (ID).

Shall we arrange the attributes of a datapoint in ascending or descending order?
Before answering this question, we need to see the effect of order on the XBIRCH
tree.

Changing the order of attributes has an effect on the shape of an XBIRCH tree.
For example, in our university dataset, we have ID and number of students as
DRLP labeled nodes that have 2 and 4 clusters respectively. Both ID and number
of students are attributes of the university datapoints. If these attributes are
arranged in an ascending order, we obtain tree T2 in Figure 5.1. The branching
factor in tree T2 increases from top to bottom. On the other hand, if attributes
are arranged in a descending order, tree T1 is obtained. In tree T1, the branching
factor decreases from top to bottom. Tree T2 is useful in database query appli-
cations where smaller tree enables faster access to leaf nodes. On the other hand,
in data clustering applications tree T1 is more useful. To achieve natural clusters,
finding a match between attributes with larger number of clusters should have
higher weight. Thus, the decreasing order of attributes is more preferable in data

clustering applications.
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Figure 5.1: Effect of attribute order on XBIRCH tree
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5.5 The Sensitivity to Order

Another issue is the sensitivity of XBIRCH to the order of datapoints. Similar to
BIRCH, the order of the datapoints (for example inserting China first) will change
the final results. This is overcome by a second scan of datapoints (not the XML
data). In this second scan a different algorithm is used where old NCF's are kept

and datapoints are re-inserted into the XBIRCH tree.

Algorithm 7 Optimize- XBIRCH clusters
ALGORITHM: Optimize-XBIRCH

BEGIN

Delete all datapoints in clusters
Keep NCF headers as they are
Cluster datapoints again
Delete empty NCFs

Return XBIRCH tree

END

It is an optimization algorithm which outputs more accurate results. The opti-

mization algorithm is listed in Algorithm 7.

5.6 Conclusion

Clustering categorical values requires a modification of the BIRCH algorithm.
This is achieved by introducing the Nominal Clustering Feature (NCF). In this
chapter we explained how to cluster univariate and multivariate categorical values.
The problem of datapoints order and the order of attributes has been studied.
Finally, an optimization algorithm for XBRICH has been introduced to output
more accurate results.
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CHAPTER 6

EXPERIMENTAL RESULTS

AND ANALYSIS

This chapter describes the experimental results and analysis of the proposed al-
gorithms. The goal of the experiments is to measure the performance and recall
of XHCC and XSC algorithms. The chapter is organized as follows. First, per-
formance parameters are described in Section 6.1. Then in Section 6.2 we specify
the experimental setup. Datasets are then described in Section 6.3. After that, in
Section 6.4 we explain our experiments methodology. Then we discuss the exper-
imental results and analysis in Section 6.6. Finally, we compare our algorithms

with INEX 2008 in Section 6.7.

6.1 Performance Parameters

Our performance parameters are measurements used to analyze the proposed al-
gorithms from three aspects. These aspects are: time, space, and recall of the
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clustering results.

Time: To measure the scalability of the proposed algorithms, the time to run the
algorithms is measured. The CPU time of the running application is measured in
seconds.

Space: To test the capability of handling large XML datasets, the space used by
proposed algorithms’ data structures is measured. We analyze the growth of space
usage used as the size of datasets increases. Space is measured in kilobytes(KB).
Recall: In section 2.3.5, we presented ways to evaluate the quality of data
clusters. We will use the recall measurement to test the quality of the proposed

algorithms. To calculate the recall, the following procedure is followed:

Set all BIRCH and XBIRCH threshold values to zero

All XML transactions are clustered either by XSC or XHCC

e XML transactions are clustered again

Check the clusters and see if they have duplicate values

If each two identical XML transactions fall in the same leaf node, the recall is
100%. Measured in percentage, the recall is the ratio of identical point found in
the same leaf node over the total number of identical pairs as shown in Equation
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where [ is the count of identical pairs grouped in the same node and A is the

number of XML transactions multiplied by 2.

6.2 Experimental Setup

This section lists the specifications of the testing environment. First, the proposed
algorithms have been implemented in the C# language and the application runs
on the Microsoft .NET 4 framework. A 64-bit Windows Server 2008 R2 machine
has been used with 8 GB of RAM. The processor of the machine is Intel Core 2

with speed of 2.4 GHZ.

6.3 Datasets

Following is a description of the datasets used to test the proposed algorithms.
Our data source is real life data taken from the XML Data Repository [59] and
Wisconsins XML data bank [60]. Six different datasets have been used. The

criteria for choosing the datasets are as follows:

e Two datasets which mostly contain continuous values

e Two or more datasets which contain mixed types of values (categorical and

continuous values)

e All datasets should not mainly be composed of textual XML elements

Based on these criteria, the following datasets have been chosen: Mondial, Movies,
Parts, Orders, DBLP, and Cars. Their description is as follows.
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Mondial: Mondial is part of the XML Data Repository. It is an XML dataset
containing information about the countries of the world integrated from the CIA
World Fact book, the International Atlas, and the TERRA database among other
sources. It contains information about nearly every country in the world. This
dataset contains mostly numeric values.

Movies: IMDB stands for Internet Movie Database. It is listed also in the XML
data Repository. It was retrieved from the IMDB website. It has information
related to movies, television shows, actors, and production crew personnel.
DBLP: DBLP stands for Digital Bibliography and Library Project. It is a com-
puter science bibliography website which indexes more than one million articles
and contains more than 10,000 links to home pages of computer scientists.
Cars: The cars dataset has been taken from the Wisconsins XML data bank. It
has specifications for several car models. This dataset mostly contains continuous
values.

Parts and Orders: Parts and Orders datasets are listed also in the XML
Data Repository. It was generated by the Transaction Processing Performance
Council [60]. The first dataset, Parts, contains manufactured metal products while
Order’s dataset is composed of a list of orders made by a number of customers
and served by some clerks. These two sets cover the case when data is composed
of both numerical and categorical data.

Table 6.1 shows general properties of the datasets. These properties are: Dataset

name, Data Type, Average and Maximum Depth and the XML transaction.
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Furthermore, for each dataset, four sub-datasets have been generated. Therefore,
there are 24 datasets in total. The reason for these sub-datasets is to test the
scalability of the proposed algorithms. Table 6.2 shows the specifications for each
sub-dataset. The specifications are: number of elements, attributes and the size
of the dataset. Note that within a dataset, the ratio of the size of two consecutive
sub-datasets is 1:10 for most of the sub-datasets. For example in Movies dataset,
Mov2 has the size of Movl multiplied by 10. As a result, Movl has a size of 0.87
MB and Mov2 has size of 8.7 MB. Note that for the first two sub-datasets, M1

and M2, the ratio is around 1:13.

Table 6.1: General specifications of the main datasets used for experiments

Dataset Data Type Average Maximum | Transaction
Name Depth Depth Name
Mondial Numerical 3.6 5 Country
and
Province
Movies Mixed (Categorical & | 2.89 3 movie
Numerical)
DBLP Mixed (Categorical & | 2.9 6 article
Numerical)
Cars Numerical 3.88 5 Specs
Parts Mixed (Categorical & | 2.98 3 T
Numerical)
Orders Mixed (Categorical & | 2.98 3 T
Numerical)

6.4 Testing Methodology

Testing takes place in two steps: First, we test the time, the space, and the recall

of running the XSC algorithm on each dataset. Then the experiment is repeated
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for the XHCC algorithm.

Table 6.2: Detailed specifications of sub-datasets

Dataset Sub- Number of elements & | Size
Name dataset attributes
Name
M1 2781 0.07 MB
M2 37496 1.16 MB
Mondial M3 374960 11.6 MB
M4 3749600 116.06 MB
mov1l 25500 0.87 MB
mov2 255000 8.7 MB
Movies mov3 2550000 78 MB
mov4 25500000 782.2 MB
D1 34214 1.3 MB
D2 342140 13 MB
DBLP D3 3421400 133 MB
D4 34214000 1338.9 MB
C1 15000 1.2 MB
C2 150000 12.6 MB
Cars C3 1500000 126.8 MB
C4 15000000 1260 MB
P1 200 0.06 MB
P2 2000 0.6MB
Parts P3 200000 6MB
P4 200000 60 MB
01 150 0.052 MB
02 1500 0.525 MB
Orders 03 15000 5.2 MB
04 150000 52.5 MB
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6.5 Results

This section lists the results obtained from running our experiments. These results

are shown in Tables 6.3, 6.4, 6.5, and 6.6. Each table represents the results per

dataset. For each table the following is given: clustering time and space of running

XSC and XHCC algorithms.

Table 6.3: Results for Mondial dataset

Data | Clustering time | Clustering time | Memory Size | Memory Size

set for structure for content and | (structure only) | (structure and
structure content)

M1 0.625 Sec 0.875 Sec 609.725 KB 1269.06 KB

M2 3.688 Sec 7.125 Sec 609.725 KB 1674.55 KB

M3 32.969 Sec 62.766 Sec 609.725 KB 1816.56 KB

M4 333.469 Sec 599.984 Sec 609.725 KB 1958.57 KB

Table 6.4: Results for Movies dataset.

Data | Clustering time | Clustering time | Memory Size | Memory Size

set for structure for content and | (structure only) | (structure and
structure content)

Movl | 2.594 Sec 5.25 Sec 5578.90 KB 11174.92 KB

Mov2 | 22.656 Sec 47.203 Sec 5578.98 KB 11175.07 KB

Mov3 | 199.984 Sec 411.203 Sec 5578.98 KB 11177.93 KB

Mov4 | 2063.156 Sec 3997.766 Sec 5578.98 KB 11177.93 KB

Table 6.5: Results for DBLP dataset.

Data | Clustering time | Clustering time | Memory Size | Memory Size

set for structure for content and | (structure only) | (structure and
structure content)

D1 3.922 Sec 7.031 Sec 7488.23 KB 14996.42 KB

D2 35.313 Sec 64.406 Sec 7488.28 KB 15416.84 KB

D3 405.625 Sec 741.5 Sec 7497.90 KB 19231.52 KB

D4 4059.828 Sec 7091.016 Sec 7497.90 KB 31788.66 KB
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Table 6.6: Results for Cars dataset.

Data | Clustering time | Clustering time | Memory Size | Memory Size

set for structure for content and | (structure only) | (structure and
structure content)

C1 2.063 Sec 2.563 Sec 3286.81 KB 6584.47 KB

C2 17.016 Sec 21.25 Sec 3286.81 KB 6587.32 KB

C3 165.641 Sec 212.203 Sec 3286.81 KB 6587.90 KB

C4 1614.953 Sec 2121.75 Sec 3286.81 KB 6591.88 KB

The recall for each dataset is shown in Table 6.7. Generally, the average recall is
between 85 % and 94 % which is equal to 89.5 %. The recall value varies as the
size and type of data change. The Orders dataset shows the highest recall value.
This is because this dataset is the smallest in size. The bigger the dataset, the
more errors are seen. This is because bigger datasets have more clusters based on

content and structure and therefore the probability of error is higher.

Table 6.7: Recall per dataset

Data set Recall for First | Recall Average
sub-dataset for sub-
dataset
Mondial 85% (M1) 85% (M2) | 85%
Parts 90% (P1) 85% (P2) | 87.5%
Orders 92 % (01) 96 % (02) |94 %
Cars 88 % (C1) 86 % (C2) | 87 %

6.6 Experimental Analysis

Figure 6.1 shows a chart for the space measurement for XSC. The horizontal axis
represents the count of XML elements in a dataset. The vertical axis represents the
measured space used by each algorithm. From Figure 6.1, we note that the space
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complexity is almost constant. Regardless of the increasing size of the dataset,
the space remains almost the same. In Chapter 4, we expected a linear growth
for the space usage of both the XSC and XHCC algorithms, yet we have found in
experiments that the space usage is almost constant with some exceptions. The
reason behind this is that when no more new distinct values or new DRLP are
found, the size of the data structures stay the same. The second reason is that in
our analysis we studied the worst case scenario and therefore our results have to
be equal or less than the complexity analysis estimations.

Figure 6.1 shows that the DBLP dataset has the highest space usage followed by
Movies, Cars, and lastly Mondial. This order is the same order if datasets are
ordered by the number of XML elements. Therefore, the more XML elements in
a dataset, the more space XSC needs for structural clustering.

Note that the space usage of the algorithm is larger than the size of some of the
small datasets. For example the size of D1 dataset is 1.3 MB while the size used
by XSC is 7.4 MB. This suggests that the space usage of XSC is not efficient for
small XML documents. Nevertheless, the space usage is relatively in case of large
datasets as the space usage becomes almost constant.

Similarly Figure 6.2 shows the space usage of the XHCC algorithm. The space us-
age for most datasets is constant. An exception is DBLP, where there is sub-linear
growth. The reason is that DBLP contains more XML elements with categori-
cal values compared to other datasets. In addition, these categorical values have

high number of distinct values. Each unique categorical value is represented by
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an array of products of two hashing functions. As a result, when more data is
processed, more distinct values are seen and thus more space is required.

To analyze the time complexity for XHCC and XSC, please see figures 6.3 and 6.4.
Both figures show that the time complexity is linear for both algorithms regardless
of the XML type. Similar to space usage, the order of the datasets is in the same

descending order if datasets are ordered by the number of XML elements.

6.7 Comparison

Related published papers in this area have focused on datasets that mostly contain
textual values. This does not satisfy our third dataset criterion. To the best of our
knowledge and based on our literature review in Chapter 2, there is no work that
is similar to the proposed algorithms. Solutions to clustering XML by content
and structure are mainly addressing the problem from an Information Retrieval
(IR) point of view and not from a data mining or database perspective.

The problem of determining cluster quality is an open problem [61]. Therefore,
comparing algorithms is a challenging work. There are many measurements to find
quality of clusters. The closest work to ours are those found in INEX 2008 [61].
INEX is is an international campaign that provides a means of evaluating retrieval
systems that provide access to XML content. The similarities and differences

between our algorithm and INEX 2008 are as follows:

e Similarities: Algorithms in INEX 2008 target large homogeneous datasets
similar to our algorithm.
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o Differences: INEX 2008 algorithms focus on text-centric datasets such as
Wikipedia. Our algorithm XHCC deals with data types and ignores textual
data. The proposed algorithms in INEX 2008 transform XML to other

formats while our algorithm keeps the XML structure using XDG tree.
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Running Time of Clustering by Structure
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Another major difference is the type of experiments being conducted by INEX
2008 and our algorithm. As we explained in Section 6.1, we cluster the data twice
and see if each identical objects are grouped together. Meanwhile, INEX 2008
clusters the Wikipedia entries and assigns a label (such as subject) to each cluster.
Nevertheless, we can still look at the results to have a general understanding
about the recall values in this area. Figure 6.5 shows the recall measurements for
participants of the classification task at INEX 2008 [61]. The highest recall was
78% achieved by Gery et al. Meanwhile our average recall is 89.5% . This is to

give an idea about the recall values in the area of XML clustering.

Recall

T T

DeVrieset Camposet Fachryetal. Chidlovskii Geryetal
al. al. etal.

= Recall

G-I I

Figure 6.5: Recall of INEX 2008 participants

6.8 Conclusion

This section has presented the analysis of the proposed algorithms (XSC and
XHCC) based on experiments on real XML benchmark datasets. Time and space
complexities show that the proposed algorithms are scalable, fast, and can handle
large XML data. The experiments also have shown that the proposed algorithms

have a high recall of 89.5% on average.
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CHAPTER 7

CONCLUSION AND FUTURE

WORK

In this chapter, Section 7.1 summarizes the thesis work. After that, a list of future

work is given in Section 7.2.

7.1 Thesis Summary

The main objective of our thesis was to introduce a scalable clustering algorithm
for large XML data. To achieve this objective, first we presented a literature
review of XML clustering in Chapter 3. The review showed that there are only
a few algorithms that can cluster XML data by both content and structure. The

proposed algorithms have been designed to achieve the following goals:

e Ability to cluster homogeneous XML Data

e Ability to cluster large XML data
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e Hierarchal Clustering by content and structure

While working toward achieving these goals, a number of problems have been

solved. These problems are:

e The BIRCH algorithm has been extended to handle categorical data

e A new scaling technique was proposed that does not require preprocessing

e An optimization algorithm was implemented to increase the accuracy of

categorical data

To validate our algorithm design and analysis, experiments were conducted using

real life XML benchmark datasets. The results of these experiments are as follows:

The space complexity of XSC is constant

The space complexity of XHCC is sub-linear

The time complexity of XSC is linear

The time complexity of XHCC is linear

XSC require the data to be scanned only once

XHCC require the data to be scanned two times

The recall of XHCC is 89.5% on average.
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7.2 Future Work

There are three tasks that extend this thesis. They are: clustering the textual
data type, finding the best threshold values for the XBIRCH trees, and feature
selection.

Textual Data Type: Currently our approach deals with categorical and continu-

ous data. There is a need to include textual data such as book titles and messages.

Finding Best Parameters: As explained in Section 2.4, a CF tree has
a number of parameters. For achieving the highest accuracy, the threshold value
is set at 0. However, in case where memory size is limited, the size of the CF tree
can be reduced by a higher threshold value.

In the XHCC algorithm, several XML elements are clustered. The values of these
elements have different ranges. In case of a limited memory scenario, this means
that there are different combinations of threshold values to be set. In such a case,
there is a need to find an algorithm that assigns optimal threshold values in order

to reduce the size of the XBIRCH tree without major reduction in accuracy.

Feature Selection: In machine learning, the accuracy of classification
can be increased when the number of features (attributes) is reduced to the
most influential features. Similarly, the accuracy of clustering can be increased
by choosing the most discriminating XML elements. An algorithm to solve this

problem is an important extension to our work.
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