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. INTRODUCTION

Recognition of moving objects and extraction of
their vector velocity is useful in many applications.
Examples are in industrial and military applications,
where a controlled camera can be mounted for
identification of moving objects, in biomedical cell
motion analysis, in tracking of multitargets from
video data, in tracking dust storms and clouds for
weather forecasts, and in highway traffic analysis. A
method is presented for the detection of objects and
velocity computation of multiple targets in sequences
of images.

This work is an extension to previous work [8,

9] by the addition of the following: 1) analytical
formulation to handle multiple moving objects in
sequences of images, 2) study of the effects of the
moving objects having distinct or similar velocities and
entering or leaving the sequence at similar or different
times and locations, and 3) presenting algorithms for
discriminating between moving objects with similar
velocities.

Researchers have used segment and match
techniques to acquire velocity information [1, 10,

12]. Static images are segmented and then feature
points are matched to establish correspondence
between objects in successive frames. This technique is
sensitive to segmentation errors and the success of the
algorithm is based on accurate segmentation of static
frames which is rarely satisfied in real world scenes,
especially in noisy environments.

Researchers in [4-6] used differencing techniques
to extract moving objects in a sequence. In their
technique two frames are subtracted and the resulting
frame gives the change between the two frames. This
has limitations as it requires the images to be exactly
registered, illumination to be invariant, and the moving
objects to be totally displaced. In addition, if the
sequence is noisy and the moving object grey level is
low, the result of differencing is ambiguous whether it
is showing motion changes or noise.

References [2, 3] applied temporal-spatial gradient
techniques which utilize low level estimation of
velocities of individual pixels from the analysis of a
pair of frames. These methods give best results when
the moving objects have smooth edges and the surfaces
contain prominent texture. Their algorithm requires
registered image sequences, and the velocity estimate
is approximate (it is close to accurate velocity at the
boundaries of the objects, while this is not the case at
the surfaces of the objects).

The above three techniques have other limitations
when muitiple moving objects are in the sequence.
The correspondence and occlusion problems are more
severe.

Most researchers of time-varying images use only
two or three frames of a sequence. The analysis based
on few frames misses complete information about
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the motion of objects. References [11, 14] show that
the human visual system requires an extended frame
sequence to recover the structure of moving patterns.
A longer sequence of frames allows the use of velocity
information in analyzing the problem.

A sequence of frames is used in [13] for finding
trajectories of feature points in an image sequence and
tokens are used to solve the correspondence problem,
assuming smoothness of velocity. Selecting interesting
features, however, requires human interaction,
moreover stationary objects also have interesting
features.

Here the fast Fourier transform is applied to
the time sequence. Then, peaks are detected in the
spectrum. The temporal frequencies at which the peaks
are detected are used to compute the velocities of the
moving objects, by dividing the temporal frequencies
by the corresponding spatial frequency. Hence, the
velocities V1,V2,V3,...,etc. are computed. All stationary
objects and time-invariant background appear as zero
frequency component in the transform domain, and
hence do not affect the velocity estimation.

The analytical model and formulations for multiple
moving objects, in a time sequence, are presented
in Section II. Then, the discrete Fourier transform
is applied to the sequence, followed by velocity
computation.

Section III presents an algorithm to discriminate
between moving objects having the same velocity.
These algorithms take advantage of the moving objects
entering and/or leaving the sequence at different times
and locations.

Section IV covers the simulation results of this
method. Conclusions are presented in Section V. The
detailed analytical derivations appear in Appendix 1.

Il.  ANALYTICAL FORMULATION

To simplify the processing of the sequence, the
transformation of the three-dimensional sequence
to two-dimensional x- and y-sequences, which was
presented in [8], is assumed here. The processing is
applied to the generated two-dimensional sequences
separately, where the velocities in the x- and
y-directions are V, and V), from which the velocity
in the x — y plane is found

I

A. The Case of Three Moving Objects

Multiple moving objects in a sequence can be
modeled as a light intensity function of[n,m] at a point
n of frame m, and o is proportional to the brightness
(or gray level) of the object at that point. The sequence
consists of two contributions, one representing
the moving objects and the other representing the

background. In order to simplify the description of the
moving objects, an assumed binary mask o.[n,m] is
used. The model of the sequence is given by

gln,m] = oc[n,mlo[n,m] + (1 — o.[n,m})b[n,m]
@

where g[n,m] is the recorded sequence, o[n,m] is the
moving objects function in the time sequence, b[n, m]
is the time-varying background, and o.[n,m] is equal

to 1 for all pixels corresponding to the moving objects
and is equal to 0 otherwise.

Note that the moving objects, in the above model,
occlude the background in the sequence.

In this paper we consider the multiple moving
objects term o[n,m]. The effects of the other terms
(i.e., the background term, whether it be stationary,
time-invariant, or time-varying) was addressed in [9].

The case of three moving objects in a sequence is
analyzed first, then the generalization to any number of
moving objects is presented.

A model for three moving objects, one pixel in size
each, in a sequerce is given by

o[n,m} = A16[n — Loy — mV1] + A26[n — Loy — mV3]
+ A3b[n — Los — mV3)
— A16[n — Loy — mV1}6[n — Loy — mV3)
— A1b6[n — Loy — mW116[n — Loz — mV3)
— A26[n — Lo — mV2]6[n — Loz — mV3]
+ A16[n — Loy — mV1]8[n — Lo, — mV3)
x 6[n — Loy — ml3). 3)

where n,m are the pixel coordinates at data point n
and frame m; Ay, Az, Az are the grey level values for
the first, second, and third moving objects, respectively;
Lo, Loz, Loz are the initial distance positions (from the
first data point of the first frame) of the first, second,
and third moving objects, respectively; Vi,V2,V3 are
the velocities of the first, second, and third moving
objects, respectively; and 4[ ] is the dirac delta
function.

In this model we arbitrarily assume that the higher
indexed moving object occludes the lower indexed
moving object when they cross in the sequence (at
the moment when one object is occluding the other).
This occurs when the moving objects are at the same
location at the same frame. (When other rules are
applied, only the amplitude of the occlusion term is
changed accordingly).

The above model consists of the following three
groups of terms. 1) The first three terms represent
the path of the first, the second, and the third moving
objects, respectively. 2) The second three terms
represent the occlusion terms when one moving object
occludes another in the sequence. 3) The last term
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represents the occlusion when one moving object
occludes the other two moving objects.
The discrete Fourier transform of (3) is given by

m=M-1n=N-1

O[k’f] = Z Z O[n,m]e‘jz"'f’"/Me—jZNkn/N

m=0

where N, M are the total number of data points and
frames, respectively. Expanding (4), as shown in

Appendix I, we get,

olk.f]=

2) The occlusion terms are functions of all
frequencies, and not limited to particular ones.
A particular term is zero when there is no actual
occlusion in the sequence.

3) Each of the first three terms of (5) is nonzero
only at (f /M) +(f;/N)=0or f =—f;xM/N.

n=0

Q)

Assume that N = M (if this is not the case, the
image can be appended with zeros to make N = M).
Hence, each of the first three terms is nonzero at

f=~f

AMisinc|(f /M + fi/ N)MyJe= 127+ La/N g=i2x(f[M+i/N)@m+Mi 1)
sinc[f /M + fi/N]
+ A M, sinc[(f/M + fZ/N)MZ]e—jZ‘;rkLm/Ne—j21r(f/M+fz/N)(2mz+M2—-1)
sinc[f /M + f,/N]

A3M3sinc[(f/M + f3/N)M3]e—ijkLog/Ne—jh(f/M+f3/N)(2m;+M,—1)
+
sinc[f /M + f3/N]

_Ale—j27rkL01/Ne—j21rk(f/M+f|/N)(Lox—Loz)/(fz—fl) c [k(L()] _ L02)/(f2 *fl),mz,Mn]
_ Ale—j27rkL01/Ne—ﬂ"k(f/M"'fi/N)(LonvLos)/(f;—fl) € [k(Lor — Lo3)/(fs — fi), m3, Mi3)

— Aqje i2mkLa/N o= j2xk(f M+ [/ N) Lo~ La)/ (53— f2) ¢ [k(Loz — Lo3)/(fs — f2), m3, M)

+ Ay PN Loy — Lo + (fi — f3)(Lot — Lo2)/(f2 — f1)]

x e~ J2k( IM+fi/N)La=Le)/ (- 1) ¢ [k(Lor — L2}/ (f2 — f1)ym3, My

where sinc[Z] = sin[rZ]/wZ and € is defined by (A8)
in the Appendix.
The following 3 points are made clear by (5).

1) The contribution of a moving object at any
frequency is proportional to the amplitude of the
object (A4;) and to the number of frames (M;) that the
moving object is in the sequence. The relation between
the number of frames that a moving object stays in the
sequence (M;), the velocity of the moving object V;,
and the initial position L; is given by

M; = (Xi-L)/Vi

where X; is the final distance position (from the first
data point) of moving object (i) in the image sequence
(i.e., the position of the moving object before leaving
the image sequence), and L; is the initial distance
position (from the first data point) of moving object
(i) at the time this moving object enters the sequence.
Hence, the number of frames is inversely proportional
to the initial position (L;) and to its velocity (V).
(Note that L; is a function of L,; as given by

(A2),)
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®)

Detecting a peak in the spectrum at a frequency f,
indicates that, at least, one of the first three terms is
nonzero (as the contribution of the first three terms is
more than the other terms at a peak). This indicates
that f, = —f;. Substituting the value of f; from (A7),

we have
fo=—kV;

or
V= ‘fp/k-

Hence, the velocities of the moving objects are found
by detecting peaks in the spectrum given by (5), and
finding the temporal frequencies at which the peaks
exist. Let the temporal frequencies be at fi,, f2,, f3p
(for a specified value of k = k;). Then, the velocities of
the moving objects are

Vi=—fip/ks
Vo= —fap/ks, ©)
V3= —f3,/ks.
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B. The Case of Multiple Moving Objects

A model for multiple moving objects in a time
sequence is given by

i=r
o[n,m] = A;6[n— Lo; — mV;]
i=1
i=r—1 j=r

=Y > Aib[n—Lo—mV;)

i=1 j=i+l

i=r=2j=r=1 c¢=r

x6[n—Loj—mVi]+ >~ > %"
i=1

J=i+l e=i+2
X A,-(ﬁ[n - Lo,' - mV,-]é[n — L()]' — mV}]

i=r=3j=r-2c¢=r—-1 d=r

x6[n—Loe—mVe]— 3" > 3 %

i=1 j=i+l c=i+2 d=i+3
x Aié[n — Lo — mV;]Jé[n — Lo — mV]
x 6[n— Lo. — mV_ ]6[n— Loy — mV,]
+-- %)

where r is the number of moving objects in the time
sequence, and other variables are similar to the three
moving objects case.

In this model, as in the previous case, we arbitrarily
assumed that the higher indexed moving object
occludes the lower indexed moving object when they
cross in the sequence.

The above model summations are as follows.

1) The first summation represents the motion of
the individual moving objects.

2) The second summation represents the occlusion
terms when one moving object occludes another in the
sequence.

3) The third summation represents the occlusion
terms when one moving object occludes two moving
objects.

4) The fourth summation represents the occlusion
terms when one moving object occludes three moving
objects.

More summation terms can be added in the same
way for moving objects occluding a larger number of
moving objects.

It can be deduced from (5), that the effect of the
occlusion terms is very small, such that they have
no appreciable effect on the velocity computations.
Moreover, in real applications, it is very rare that
three moving objects be at the same time at the same
location (i.e., the probability that one moving object
occluding another two objects is very small). The
occlusion term, in fact, tends to reduce the spectral
peaks by a negligible value. Hence, we can ignore the
occlusion terms where more than two moving objects

occlude one another. The new model is as follows:
o[n,m] =" A;b[n — Lo — mV})
i=1
i=r—1 j=r

- > S Aibln— Lo — mVilo[n — Lo; — mV)).

i=1 j=i+l
®)
The result of applying the discrete Fourier
transform to (8) can be deduced from the three
moving objects case, and is given by

olk, f]

i=r

AiM sinc[(f/M + fi/N)M‘_]e—j'ZNkLO,/Ne—jZﬂ'U/M+f,' INY2m; +M;—1)
B Z sinc[f /M + f;/N]

i=1

i=r—1 j=r
- Z Z Aje—J2mkLo [N o= 27k(f [M +f; INYLo:i~Loj)/ (f; i)

i=1 j=i+1

€ [k(Loi = Lop)/(fj — fi)omj, Mij]. ©)

The above analysis was carried out for objects of
one pixel in size. It can be easily extended to multiple
large moving objects by using the above results and
those of reference [8].

. ALGORITHMS FOR DISCRIMINATION BETWEEN
MOVING OBJECTS OF SAME VELOCITY

The above analysis and formulation for velocity
computation of multiple moving objects in sequences
of images, indicates an ambiguity when moving objects
have the same velocity. In this case, one peak in the
spectrum corresponds to that velocity. This peak is
a result of the sum of the spectral peaks of all the
moving objects with that velocity as given by (5)
and (6). This peak, although giving accurate velocity
estimation, is wrongly associated with only one moving
object. Hence, the number of moving objects in that
situation is inaccurate.

The number of moving objects detected, for a
sequence with multiple moving objects of different
velocities, is not ambiguous. This is not true in the
case of moving objects with similar velocities. In real
applications, the moving objects normally start at
different locations and enter and/or leave the sequence
at different times. Generating sequences with subsets
of the original sequence and applying the velocity
technique to these sequences produces spectrum for
subsets of the moving objects. The number of moving
objects can be estimated by comparing the values of
the spectrum peaks of the generated sequences.

A. Algorithm Based on Time Discrimination

Assuming that the moving objects enter and/or
leave the sequence at different times, the following
algorithm is applied.
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Fig. 2. Spectrum of sequence of 4 moving objects, three with similar velocities, at spatial frequency of 2.

1) Image sequences with contiguous subsets of
the total number of frames are generated from the
original image sequence. These sequences have regions
of overlap and span all the frames of the original
sequence.

2) The velocity computation procedure is then
applied to each of the sequences.

3) The values of the spectral peaks are compared
with other sequences.

B. Algorithm Based on Location Discrimination

Assuming that the moving objects start at different
locations, the following aigorithm is applied.

1) Image sequences are generated, from the
original image sequence, in similar manner as in the
previous algorithm (each generated sequence has a
contiguous subset of the total number of data points
of the original sequence). The generated sequences
span all the image sequence data and adjacent regions
overlap.

2) The velocity computation is applied to these
generated sequences.

3) The values of the spectral peaks are compared.

590

The comparison between the peak values of
different generated sequences indicates whether a
certain peak is a result of one or more moving objects,
and hence the number of moving objects can be
estimated.

IV.  SIMULATION RESULTS

Simulations were performed to show the effects of
having multiple moving objects in a sequence.

1) Moving Objects with Distinct Velocities: Fig. 1
shows the spectrum of a sequence with four moving
objects at a spatial frequency of six. It is clear from
this figure that there are four spectral peaks at —9, —6,
3, and 6 temporal frequencies. Hence, the velocities
of the moving objects are —(—9/6) = 1.5 pixels per
frame (ppf), —(-6/6) = 1 ppf, —(3/6) = —0.5 ppf, and
—(6/6) = —1 ppf, as given by (6). It is clear that there
are four moving objects. In this case the number
of the moving objects in a sequence is accurately
found.

2) Moving Objects with Similar Velocities: Fig. 2
shows the spectrum, at a spatial frequency of two, for
a sequence of four moving objects where three with
same velocity and the third is at different velocity. The

IEEE TRANSACTIONS ON AEROSPACE AND ELECTRONIC SYSTEMS VOL. 26, NO. 4 JULY 1990



300

250 1

200 1

150 4+

spectrum

100 A

S0 A

[w] +—¥—+—+ +—+
—15 —10 -5 o =] 10 15
temporal frequency

Fig. 3. Spectrum of first 16 frames of sequence of Fig. 2 at spatial frequency of 2.
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Fig. 4. Spectrum of frames 9-28 of sequence of Fig. 2 at spatial frequency of 2.
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Fig. 5. Spectrum of last 16 frames of sequence of Fig. 2 at spatial frequency of 2.

figure shows two peaks corresponding to temporal of sections of the original sequence are generated then
frequencies of —2 and 2, hence the velocities are 1 and  the above procedure is applied to these subsequences.
—1 ppf, respectively. Although we have four moving Figs. 3, 4, and 5 show the spectrum, at a spatial
objects, it is not clear from the figure whether we have  frequency of two, for generated sequences consisting
two or more moving objects. of frames 1 to 16, 9 to 24, and 17 to 32 of the original
a) Sequences generated from subsets of the image sequence, respectively. The three figures show that the
sequence frames: To find the correct number of moving objects are at velocities of 1 and —1 ppf. The

moving objects in a sequence, subsequences consisting  peak values for the —1 ppf velocity is nearly constant
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Fig. 6. Spectrum of first 16 data points of all frames of sequence of Fig. 2 at spatial frequency of 2.
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Fig. 7. Spectrum of middle 16 data points of all frames of sequence of Fig. 2 at spatial frequency of 2.
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Fig. 8. Spectrum of last 16 data points of all frames of sequence of Fig. 2 at spatial frequency of 2.

indicating that this peak is a result of one moving b) Sequences generated from subsets of the image
object. The spectral peaks corresponding to a velocity sequence data points: Figs. 6, 7, and 8 show the
of 1 ppf are changing (249.4, 236.7, and 208 in Figs. spectrum, at a spatial frequency of two, for generated

3, 4, and 5, respectively). The decrease in the spectral sequences consisting of data points 1 to 16, 9 to 24,
peak in Figs. 4 and 5 from that of Fig. 3 indicates that, and 17 to 32 of the original sequence, respectively.

most probably, one moving object left the sequence. The three figures show that we have moving objects
Hence, the number of moving objects in the sequence  at velocities of 1 and —1 ppf. The peak values for

is more than two. the —1 ppf velocity are nearly constant, indicating
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that this peak is a result of one moving object. The
spectral peaks corresponding to a velocity of 1 ppf

are changing (217.1, 228.1, and 241.2 in Figs. 6, 7, and
8, respectively). The increase in the spectral peak in
Figs. 7 and 8 compared with Fig. 6 indicates that, most
probably, one moving object entered the sequence.
Hence, the number of moving objects in the sequence
is more than two.

The values of the spectral peaks for the generated
sequences are used to gain more insight into the
sequence, and can be used to get the actual number of
moving objects in the sequence. It may be necessary,
in some cases, to generate more sequences with
less number of frames from the original sequence,
or less data points (to refine the sensing range of
detection of the objects). Combining the results of the
different sequences (whether generated from subsets
of the sequence frames, or data points) gives accurate
estimation and confidence in the results, and clarifies
any ambiguities.

V. CONCLUSIONS

This algorithm leads to better velocity estimation
as it uses the whole image sequence, unlike most other
techniques which use only two or three frames.

The velocity computation is done in the
transformation domain using one-dimensional Fourier
transform, hence it is efficient. No segmentation,
matching or correspondence between frames are
needed. It is less sensitive to occlusion and noise than
most other methods. The spectrum component of the
stationary objects is at zero temporal frequency which
is not considered for velocity computation, hence
correct velocities are estimated in the presence of
stationary objects.

In the case of moving objects with similar
velocities, algorithms which apply this technique to the
generated subsequences are introduced. The values of
the spectrum peaks are compared to trace the moving
objects entering or leaving the sequence. Hence the
number of moving objects in the sequence is found,
thus climinating the ambiguity problem.

This method, however, requires many frames,
which are hard to obtain in some applications. At this
time the method does not attempt to recognize the
moving objects in the time domain.

Research is in progress to expand the algorithm,
add the time-domain recognition, and incorporate
previous experience and history, for systematic
determination of the moving objects. In addition, the
above technique will be applied to real images.

APPENDIX |

Derivation of the discrete Fourier transform for
three moving objects in a time sequence:

A model for three moving objects in time sequence,
each of one pixel in size, is given by

o[n,m] = A16[n — Ly — (m — m)l)
+A426[n— Ly — (m — my)Vs]
+ A3b[n — L3 — (m — m3)Vs]
— A16[n ~ Ly — (m — m)WJ6[n — Ly — (m = my)Vs)
— Ay6ln = Ly — (m ~ m)V}o[n — Ly — (m — m3)Vi]
= A4y8{n — Ly — (m —mp)¥s)6[n — Ly — (m — ma)V3)
+416[n — Ly = (m — m)W)0[n — Ly — (m — my)Vs)

x 6[n — Ly — [m — m3)V3). (A1)
where n,m are the pixel coordinates at data point »n
and frame m; Ay, A, A3 are the grey level values for
the first, second, and third moving objects, respectively;
Ly,L,, L3 are the initial distance positions (from the
first data point) of the first, second, and third moving
objects, respectively, at the time each object appears

in the sequence; my, 1y, m3 are the frame numbers

at which the moving objects one, two, and three
appear in the sequence, respectively; V3,15, V3 are the
velocities of the first, second, and third moving objects,
respectively; ¢[ | is the dirac delta function. In this
model, we arbitrarily assumed that the higher indexed
moving object occludes the lower indexed moving
object when they cross in the sequence. This occurs
when the moving objects are at the same location

at the same frame. (When other rules are applied,

only the amplitude of the occlusion term is changed
accordingly.) Let my < m, < m3, the low-indexed
moving object appears before, or at the same time

as the high-indexed moving object appears in the
sequence (this is done by labeling the moving objects
according to the time each appears in the sequence);
and Ly, Ly, L3, miVy,maVa, msls are integers.

The above model consists of the following three
groups of terms. 1) The first three terms represent the
motion of the first, second, and third moving objects,
respectively. 2) The next three terms represent the
occlusion terms, when one moving object occludes
another in the sequence. 3) The last term represents
the occlusion, when one moving object occludes the
other two moving objects.

Let

Loy =Li—mW

Loy =Ly — myV), (A2)

Loz =L3—m3l3
where Lgj, Lo, and Loz are the initial distance
positions (from the first data point of the first

frame) of the first, second, and third moving objects,
respectively.
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Substituting (A2) in (Al), we have

o[n,m] = A16[n — Loy — mV1] + A26[n — Loy — mV3]
+ A36[n — Loz — mV3)
— A16[n — Loy — mV1]6[n — Loy — mV7]
— A16[n — Loy — mV1]6[n — Loz — mV3)
— Az6[n — Loy — mV>]6[n — Loz — mV3]
+ A16[n — Loy — mW1]6[n — Lop — mV3]
x 6[n — Loz — mV3). (A3)

The discrete Fourier transform of equation (A3) is
given by

m=M-1n=N-1

O[k,f] = Z Z O[n,m]e_jz”f”'/Me—erkn/N

n=0

m=0
(Ad)

where N, M are the total number of data points and
frames, respectively.

The moving objects appear in the sequence in the
following frames:

m=my+M;~1n=N—-1

D

m=m n=0

olk,f1=

m=my+My—~1 n=N—1

>

m=m; n=0

m=m3+M3—~1 n=N—1

from frames m, to My — 1 for the first occlusion

term;

from frames m3 to Mj3 — 1 for the second occlusion
term;

from frames m3 to My — 1 for the third occlusion
term;

from frames m3 to M, — 1 for the last occlusion
term;

where M;, M, and M3 are the number of frames
the first, second, and third moving objects are in the
sequence, respectively; M2 = min[(m; + Mh),(m2 +
M5)], is the last frame in which the first and second
moving objects are simultaneously in the sequence;
My3 = min[(m; + M;),(m3 + M3)), is the last frame
in which the first and third moving objects are
simultaneously in the sequence; My = min[(m; +
M;),(m3 + M3)], is the last frame in which the second
and third moving objects are simultaneously in the
sequence; M,, = min[{Mjy, My3, Mp3], is the last frame
in which the three moving objects are simultaneously in
the sequence.

Applying the limits in which each moving object
appears in the sequence:

Z A16[n — Log — mVI]e—jZme/Me—ﬂrkn/N

Z Az&[n —Lopp— sz]e —j27rfm/Me—j27rkn/N

+ Z E A36[n — Loy — mVsle—i2nfm/M g=j2mkn/N

m=m;y n=0

m=My3;—1 n=N-1

- Z Z A18[n — Loy — mVy0[n — Lo ~ mVy]e—i2nfmIM g=j2mkn/N

m=mgy n=0

m=Mj3—1 n=N -1

- Z Z A8[n — Loy — mV)8[n — Loy — mVs]e =27/ miM g=j2mkn/N

m=mj n=0

m=My—1n=N-1

-y Z A2b[n — Loy — mV]6[n — Log — mV3)e—i27f m/M g=jZmkn[N

m=mj n=0

m=Mp—1n=N-1

+ Z 2 A6[n ~ Loy — m]6[n — Loy — mV36[n — Loy — mV3]e=327S mIM g=itmkn/N

m=mj n=0

from frames m; to m; + M; — 1 for the first
moving object;

from frames m, to my + M — 1 for the second
moving object;

from frames m3 to ms + M3 — 1 for the third
moving object;

(A5)

Summing with respect to n, all the terms are zero
except at n between 0 and N — 1 and the following
conditions:

the first term is zero except at n = Loy + mVy;
the second term is zero except at n = Ly, + mb>;
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the third term is zero except at n = Loz + ml3;

the fourth term is zero except at n = Lg; + ml]
and n = Ly + mby;

the fifth term is zero except at n = Lo, + ml/; and
n = Loz + mVs;

the sixth term is zero except at n = Loy + ml; and
n=Ly+mls

the last term is zero except at n = Lo + ml/,
n= Loz + sz, and n = L03 + mV3.

m=m;+M; -1
E e—j27rm(f/M+k1/1/N)
m=my
m=my+M;—1
+ Aze—jZXkch/N Z
m=m;
m=Mp—1

O[k,f] — Ale—jZ‘lrkLm/N

Summing with respect to m, the occlusion terms
are zero except at m between the limits of the
summation and the following conditions:

the first occlusion term is zero except at m =

k(Lot — Lo2)/(f2~ f1);

the second occlusion term is zero except at m =

k(Lo — Lo3)/(f3-f1);

the third occlusion term is zero except at m =
k(Loz = Lo3)/(f3~ f2);

e 12 MKV IN) | g o= i2%KLes/ N Z

m=m3+M;—1
eszrm(f/M'H(%/N)

m=mj

— Ale—ﬂ’rkLm/N Z 6[Lo1 — Loz + m(V1 — Vz)]e—j2’fm(f/M+le/N)

m=my

m=Mp—1

— Ale—ﬂﬂ'kLm/N Z 6[Loy — Loz + m(Vy — V3)]e—127fm(f/M+kV1/N)

m=mj

m=My—1

_ Aze—jZ'A’kLoz/N Z (5[L02 —~ Lo+ ﬂl(Vz— V3)]€-j2"m(f/M+kV2/N)

m=mj

m=M, -1

+ Ay 2KalN N §[ Loy — Lo + m(Vi = V2)6[Lor — Loa + m(Vy — Va)]e™ /2 U M-/,

m=mj

Let
kVi=fi; kV2 = f kVi=f3
i=f/k,  Va=hlks  Vi=fi/k.

Substituting equation (A7a) in equation (A6), we
have

m=my+M;~1
—j2nk N
offf] = pe=rlaiN 3
m=m
m=my+M;—1
—j2nkLo /N
+ Aze™! o Z
m=my

m=M~1

(A7a)
(A7b)

e 12Tm(f M+ fi[N)

e=I2TmIMfIN) L g o= i2mkLo/N

(A6)

the last occlusion term is zero except at m = k(Lo
—Lp)/(f2— f1) and m = k(Loz — Lo3)/(f3 — f2).

Let € be a function such that

€lx,x1,x2] =1, for x1<x<x2

=0, otherwise (A8)

m=m3+Mz—=1

S e M)

m=ms3

_ Ale—jZﬂ’kLm/N Z (S[Lm _ LOZ + nl(fl _fz)/k]e—j21rn1(f/M+f1/N)

m=mj

m=Myj—-1

_Ale—fZWkLm/N Z 6[Lo1 — Loz + m(fi _f3)/k]e—1'21rm(f/M+fn/N)

m=m3
m=My—1

— ApeJ2mkLalN Z 6[Loz — Loa + m(f2 — f3)/k]e—i27rM(f/M+f2/N)

m=m3

m=M,—1

+ Ay 2LalN N6 Loy — Log + m(fi = f2)16[Lor — Los + m(fi — f3) ke~ /2mmU M+ AIN),

m=mj

MAHMOUD, ET AL.: VELOCITY COMPUTATION OF MULTIPLE MOVING OBIJECTS IN IMAGES 595



or

where u[x] is the unit step function.

nonzero can be defined in terms (A8). The first
occlusion term function e[k(Lo1 — Loz)/(f> —
f1), m2, M2], the second occlusion term function
€[k(Lor — Loz)/(f3 — f1),m3, Mi3), the third occlusion
term function €[k (Loz — Lo3)/(f3 — f2), m3, Ma3), the
last occlusion term function €[k (Lo; — Lo2)/(f2 —

fl)’

59

€[x, x1,%2] = ux — x1] - u[x — x5 where sinc[X] = sin[r X]/7 X .
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ms, M, m ]’

Are~i2kLa/N {(] _ =27 (f [M+/i/N)(mi+M)y _ (1 — g=i2x(F/M+fi/N)m1y}
olk,f]= 1= e- 27 IM+Fi/N)

Age=PrkLa/N (1 _ =280 [M+/NYma4Ma)) _ (1 - g=J2%( [M+13/Nyms)
+ 1— - PG /M*F:IN)

Aze=I2mkLu/IN (1 _ o= J20( /M 43/ N)ms+Ms)y _ (1 _ g=i2n(f /M +fs/N)ms)}
+ 1— e-i2r(f/M*f3/N)

— Aje~J2mkLa /N o= j2xk(f IM +f/N)La— L)/ (f2-fi) ¢ [k(Lot — Lo2)/ (f2 — f1), M2, M12)
— Are kL[N o= j2xk(f [M +i/N) Lo~ Le)/ (fs=f1) ¢ [k(Lor — Los)/(f3 — fi),m3, M3]
— Ay I2rkLalN o= 2nk(f M+ fiIN) Lo~ La)/ (3~ 12) € [k (Lo — Loz)/(fs — ), m3, M)
+ A1 PR ING [ Loy — Lo + (fi = f3)(Lor — Loo)/(fa — 1))

x e I2Fk( IMAfi/N)La~La)/(=fi) ¢ [k(Lor — Lo2)/(f2 = f1), 13, M, ] (A9)

Rearranging terms in (A9), we have,

AiMysinc[(f /M + fi/N )M |e= 127kLa/N g=i2x(f [ M +fi[N)2mi+My~1)
sinc[f/M + fi1/N]

+ A2M2 sinc[(f/M + fz/N)MZ]e—j27rkL(yz/Ne—j21r(f/M+f2/N)(2mz+Mz—1)
sinc[f /M + f,/N]

+ AsMssinc[(f /M + f3/N)Msle=1Z7kLo/N g= 27 (f [M+ £/ N)(2m3+ My ~1)
sinc[f/M + f3/N]

— Aye~12mkLa/N o= i2nk( M+ i/ M) ~La)/ (2= € [k(Loy — Loa)/(fa — fi), ma, Mia)

olk,f]=

_ Ale'jz""kLOl/Ne-jz”k(f/M"'fl/N)(LOl“LOS)/(f3—f1) c [k(Lm _ L03)/(f3 _ f1),m3,M13]
— Aye12mkLaa/N o= j20k(f M+ i NYLoo= L)l (5= f2) € [k (Lop — Loz)/(fs — f), m3, Maa)]
+ Ay PRLaINS[ Loy — Los + (fi — f3)(Lot — Loa)/(f2 — fi)]

x e~ 127k IM+fi/N) Lo~ L)/ (f2=fi) ¢ k(Lo — Lo2)/ (2 — f1),m3, My,,] (A10)
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