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## CHAPTER 1

## INTRODUCTION

The term spline goes back to the long flexible strips of metal used by draftsmen to lay out the surfaces of ships, cars, aircrafts etc. The weights were attached to those strings in order to give smooth shapes. The Splines are actually piecewise polynomial parametric curves, generated by varying a parameter over a specified range. Spline curve fitting techniques can be found in [72,73,76]. Among all other splines, B-Splines, Hermite and Beziér are the basis for research work in this field.

B-Spline consists of curve segments whose polynomial co-efficient depend on just a few control points. This behavior is called as local control. Thus moving a control point affects only a small part of the curve. This local behavior is due to the fact that each vertex is associated with a unique basis function. The B-Spline basis allows the order of basis function and hence the degree of the resulting curves to be changed without changing the number of defining polygon vertices. Some evolutionary methods, using Bsplines, can be seen in [32,42-45]. These methods are based upon knot selection. Hermit
curves on the other hand are defined by two end points $P_{1}$ and $P_{4}$, and their respective tangent vectors $R_{1}$ and $R_{4}$. Bézier curves are developed by Pierre Bézier for use in designing automobiles at Renault. The Bézier form of cubic polynomial curve segment has four control points $P_{0}, P_{1}, P_{2}$, and $P_{3}$. Two intermediate points $P_{1}$ and $P_{2}$ are not on the curve. The Bézier curve interpolates the two end control points $P_{0}$ and $P_{3}$ and approximates the two intermediate points $P_{1}$ and $P_{2}$.

The two basic ways of manipulating curve design and shape using control polygon are through developing B-Spline like basis functions and control points interpolation. A combined technique is shown in [70]. Another useful class of spline curves is known as Rational Cubic Spline [78]. Rational curves can define space curves and curves with inflections. A technique to fit a curve to planar digital data is presented in [33]. For large data point set, the characteristic points are identified in a recursive manner by enhancing Davis algorithm. The rational cubic is converted to rational hermit cubic form to manipulate the shape. These characteristic points are searched based upon high curvature point. For achieving a better fit, sub-division is done on the basis of a threshold value. Conic representation of curves and surfaces is presented in [69]. In this case the rational cubic is broken at its mid point to form two conic sections. The advantage of this scheme is in terms of computational cost. Smoothness to some extent is also achieved. The price is paid when shape control is considered. The rational cubic splines with linear denominator sometimes do not work as they are not bounded in the specified regions [56]. The introduction of weights in rational cubic spline solves this problem. Local
support basis form is formulated for $C^{2}$ rational cubic curve and the effect of weight is analyzed in [55]. The spline curves and surfaces can also be modeled using trigonometric functions [21]. Trigonometric blending functions are used in the construction of curvature continuous curves. Since such parameterization is disadvantageous because of slow computation of trigonometric values and instability in the neighborhood of 0 degrees, therefore it is usually converted into polynomial or rational form.

The splines can generally be represented in implicit, explicit or parametric form.

## Implicit Form

In this case we can express $y$ as explicit function of $x($ e.g. $y=f(x))$. The difficulties with this approach are;

- It is impossible to get multiple values of $y$ for a single value of $x$, so curves such as circle and ellipse must be represented by multiple curve segments.
- Such curves are not rotationally invariant and may require breading a curve segment into many segments.
- Describing curves with vertical tangents is difficult, because a slope of infinity is difficult to represent.


## Explicit Form

We can choose to model curves as solutions to implicit equations of the form $y=f(x)$. The difficulties with this approach are,

- The given equation may have more solutions than required, for example in modeling a circle, we might want to use $x^{2}+y^{2}=1$, which is fine. But how do we model one-half of a circle? We must add constraints such as $x \geq 0$ which cannot be contained within the implicit equation.
- If two implicit defined curve segments are joined together, it may be difficult to determine whether their tangent directions agree at joining point.


## Parametric Form

The parametric form overcomes the problems caused by functional and implicit forms. The points on a curve are represented as ordered set of values, $p_{i}=\left[x_{i}, y_{i}\right]$. There are corresponding parametric functions that may be used to represent arbitrary curves; these are of the form $Q(t)=[x(t), y(t)]$. The parameter $t$ takes the values from a specified range; conventionally from 0 to 1 . a curve represented in this way can be thought of as the projection of the curve in 3-D, $t$ as the third dimension, perpendicular to $x$ and $y$ plane. A unit circle can be represented in parametric form $Q(t)=[\cos (t), \sin (t)]$. Parametric form of curve allows multiple values of $y$ for single or more values of $x$. Parametric curves replace the use of geometric slopes (which may be infinite) with parametric tangent vectors (which are never infinite). A parametric curve is approximated by piecewise polynomial curves. Cubic polynomials are most often used because lower degree polynomials give little flexibility in controlling the shape of the curve, and higher degree polynomials require more computation and can introduce unwanted wiggles.

Before going into the peculiarities of this research work, it is necessary to encompass a very important issue related to smooth curves, known as Continuity.

To describe the shape of a free form curve, it is recommended to use several curve segments which are joined together using the constraints known as the degree of continuity. It is one of the active research areas of Computer Aided Geometric Design CAGD. The designing of continuous curves and surfaces for CAD software development has been a tough problem to deal with for a long time. Early efforts can be seen in [30,71]. There are two types of continuities; parametric continuity and geometric continuity.

Parametric continuity is denoted as $C^{i}$, which means that two adjacent curve pieces have $i^{\text {th }}$ degree parametric continuity and all lower derivatives. $C^{0}$ means that the two pieces are joined through a common point. $C^{1}$ means that the two curves not only share the same endpoint but also their tangent vector is the same, the direction and the magnitude. $C^{2}$ means that two curves are $C^{1}$ and also their second order parametric derivate matches at the common end point.

Geometric continuity is denoted as $G^{i}$. Unlike parametric continuity it is less stringent in the way that here only the direction of tangent vector should match. The magnitude of the tangent vector could be different. $G^{0}$ is similar to $C^{0} . G^{1}$ amounts to have a common
tangent vector direction. $G^{2}$ means that the adjacent segments have common tangent vector and same curvature.

It is to be noted that the line segments joining the two curve segments must be collinear. Further more if a curve is said to be geometric continuous then it means that it is also parametric continuous but this is not possible the other way round.

### 1.1. Motivation

A common practice of formulating an object in the physical world into digital form is by first converting the object into gray level image by scanning it. Contours or boundary points are then obtained from this gray level image. These contours lead to the corner or significant point extraction. Finally splines are used to approximate or interpolate the significant points.

Traditional approaches of object digitization [79] have the draw back of greater Human Computer Interface ( HCI ). Users are supposed to specify significant points by some interactive means, for example, mouse pointer or pen pointer etc. These significant points produce erroneous impact on the shape of the curve. Further more, a user is needed to keep on specifying the significant points until he gets a desired curve fit. This kind of system is not only tedious to interact with but also very inefficient and especially for complex objects it becomes very inconvenient. Usually accuracy up to desired tolerance
limit is difficult to achieve. Moreover a user has to be familiar with the underlying mathematical model of the system in order to use it properly.

A great deal of research has been done to minimize the HCI factor and automate the whole process to greater extent. This has lead to digitization of objects in much efficient and accurate way. Unlike traditional approaches, researches have proposed some very good automated corner detection algorithms. Optimal curve fitting is done by segmenting the contour outline at the corner points. The curve fitting techniques used are usually based on Bézier Cubic function where as many researchers have used other spline models as well $[6,41,46,60]$.

### 1.2. Methodology

### 1.2.1. Contour Extraction

The first and foremost step for this research work is to find the boundary of planar object. This can be done using chain code. Chain codes give the list of edge points and their directions along the boundary. The selection of these boundary points are based on their corner strength and contour fluctuations.

### 1.2.2. Corner Detection

Corners in digital images give important clues for shape representation and analysis. Generally objects information can be represented in terms of its corners, thus corner
points play a very vital role in object recognition, shape representation and image interpretation.

### 1.2.3. Spline Modeling

An efficient way of representing 2D planar objects is by using splines, which are piece wise polynomial curves. Generally splines are used in the form of parametric equations. Suppose that $x(t)$ and $y(t)$ can supply points $(x(t), y(t))$ along the curve as t is varied then we can write the parametric form as under,

$$
\begin{align*}
& x(t)=a_{0}+a_{1} t+a_{2} t^{2}+\ldots+a_{n} t^{n} \\
& y(t)=b_{0}+b_{1} t+b_{2} t^{2}+\ldots+b_{n} t^{n} \tag{1.1}
\end{align*}
$$

The value of n describes the degree of the spline in the above equation. For $n=2$, it is known as conic. For $n=3$, it is known as cubic and so on and so forth. The approximation is done piecewise by breaking the planar object into segments. The joining points of the segments are made continuous by careful selection of polynomial coefficients. For a polynomial of degree $n$, smoothness or continuity of degree $n-1$ can be achieved. This approach is advantageous in a manner that it allows to derive multiple shapes from a single stored object. Further more translations are applicable here.

It is desired to come up with a spline model which has properties like smoothness, local control, and point tension. Along with these properties it is also desirable to have the representation of spline model in interpolant form and local support basis form.

## - Introduction of Smoothness in curve designing

To attain a better shape it is required that the spline should permit the mixing of sharp and smooth sections within the same description. Continuity condition provides the solution for this requirement. To achieve shapes with cusps, a zero order continuity condition can be used. For smooth shapes higher order continuity conditions are satisfied.

## - Introduction of Local Control in curve handling

Each control point, if moved, should only exert influence on the shape of the spline in a neighborhood rather than producing impact on the whole curve. A given spline fitting method may offer varying degrees of local control depending on the influence of any given set of control points.

## - Introduction of Point and Interval Tension in curve rendering and their effect on object shapes

To achieve point and interval tension we need to introduce the shape parameters associated with each point and interval. The change of shape parameter such that it affects only on the neighborhood of a specific point is known as point tension. The change of the shape parameters such that it affects the curve in the specified interval is known as interval tension. The increase in shape parameter of two consecutive
points tightens the curve towards a line segment joint by those control points, thus producing the same effect as that of interval tension.

## - Development of Interpolant Form of the Spline Model

In this approach, the parametric values of the spline are made to pass through all the given set of data points. An interpolating function is devised to find those parametric values which do not match with the given set of data points. This technique is suitable in cases when the data points describing the contour of the object are sufficiently smooth and accurate with no sharp edges.

## - Development of Local Support Basis Form

This approach is not as much restrictive as capture by Interpolation. In this case it is sufficient that the spline is made to pass close to the given set of data points. The proximity criterion between parametric point and given point is usually taken as distance along a coordinate or along a normal to the captured curve. A tolerance limit is defined for this distance, which could be an approximation based on the average. This approach is useful when the object to be approximated is not smooth. We can introduce the local support in the spline by transforming it from the control points to piece wise Bernstein-Bézier representation.

### 1.2.4. Curve Fitting Technique

Different techniques, like recursive algebraic fitting, piecewise polynomial fitting etc, have been employed for curve fitting. It is desired to formulate an efficient technique in such a way that there is no tradeoff for quality.

### 1.3. Objectives and Contribution

The research work is aimed to propose an efficient strategy for object designing using smooth cubic splines. To achieve this objective, several areas needed to be analyzed and studied in depth. The objectives are as under;

- Finding set of corner points from the object contour in such a way that they describe the shape of the object and as well as they are not in greater number.
- Designing of interpolant form as well as local support basis form of smooth parametric cubic spline model.
- Introduction of point and interval tension in the formulation of spline model.
- Designing of objects using spline model.
- Approximating the object contour using the spline model.


### 1.4. Organization of Chapters

The organization of this thesis is as follows. Chapter 1 is introduction to the objective and motivation. Chapter 2 covers Corner Detection. We have presented our proposed strategy. We cover the development of Interpolant form and Free form of cubic generic
spline model in Chapter 3. This chapter is also the backbone of our thesis contributions.
In Chapter 4 we discuss the proposed methodologies of object design and approximation. Finally we conclude and present future possibilities in Chapter 5.

## CHAPTER 2

## CORNER DETECTION

Corners in digital images give important clues for shape representation and analysis. Generally objects information can be represented in terms of its corners, thus corner points play a very vital role in object recognition, shape representation and image interpretation $[8,9,11,12,22,60,64]$. Corners are robust features in the sense that they provide important information regarding objects under translation, rotation and scales change. A shape can be presented compactly, efficiently and accurately if corners are detected aptly. Since the mathematical notion of a corner is that of a high curvature point in planer curves $[15,22-24,36,60]$, therefore most of the corner detection algorithms are based on curvature evaluation or calculation of opening angle at each contour point . This approach is effective for smoother shapes. In case of noisy shapes it detects false corners. Like other approaches, we are also considering the corner point as any point with a change in slope with respect to previous state of slope. The enhancement is that we have developed a scheme to reject false corners. Moreover our algorithm can also detect nonsharp corners and thus we have lower rate of false rejections. This algorithm also preserves the shape of the object.

The algorithm proposed by [23] relies on calculating the shape curvature function [57] using an adaptive filtering to remove as much noise as possible without losing corners. The authors have defined corners as the peaks of the function. The approach is stable against noise, scale and rotation affects.

An improved chain-code methodology is adapted to get a better characterization of contour [36]. This process helps in calculating the curvature at each point in an adaptive manner and thus works efficiently even if working with poor signal to noise ratio.

The curvature estimation technique [24] is approximation to curvature analysis since incase of digital curve, there does not exits any fixed definition of curvature. In this scheme the points with local maximum curvature are considered as dominant points.

A boundary based corner detection method is proposed by [14,61,77]. The geometrical centroid of the symmetrical boundary segment within the neighborhood of the point, on the boundary, under consideration is used. The distance between the centroid and the point under consideration defines the evidence of a point to be a corner point. This scheme is transformation invariant. The problem with this approach is that curves with smoother corners or edges will result in the increasing rate of false rejections.

The algorithm proposed by [15] is using both the information of local extrema as of curvature and modulus of transform through a specially designed wavelet transform function to detect corners and arcs effectively.

This chapter is organized as follows. In Section 2.1 the new corner detection algorithm is explained. The corner detection results of algorithms (including ours) are demonstrated and compared in section 2.2. Finally section 2.3 concludes this chapter.

### 2.1. Proposed Algorithm

The algorithm is composed of three phases. First phase is the basis of the whole algorithm where candidate points are detected using slope analysis. Points detected in the first phase are passed to the second phase for refinement, which is done by removing adjacent points. This adjacency is based upon a certain threshold. The third phase takes the refined points and removes the cluster of points lying on the jaggedly planner shape to give the final set of corner points. The cluster of points is removed using angular measurements. The tangents at each point for slope analysis are calculated as in (Equations 2.1-2.3) [69];

$$
\begin{equation*}
T_{0}=2\left(P_{1}-P_{0}\right)-\frac{\left(P_{2}-P_{0}\right)}{2} \tag{2.1}
\end{equation*}
$$

$$
\begin{equation*}
T_{n}=2\left(P_{n}-P_{n-1}\right)-\frac{\left(P_{n}-P_{n-2}\right)}{2} \tag{2.2}
\end{equation*}
$$

$$
\begin{equation*}
T_{i}=a_{i}\left(P_{i}-P_{i-1}\right)+\left(1-a_{i}\right)\left(P_{i+1}-P_{i}\right) \tag{2.3}
\end{equation*}
$$

where,

$$
\begin{equation*}
a_{i}=\frac{\left\|P_{i+1}-P_{i}\right\|}{\left\|P_{i+1}-P_{i}\right\|+\left\|P_{i}-P_{i-1}\right\|} \tag{2.4}
\end{equation*}
$$

The tangent calculation is taken as a preprocessing step.

### 2.1.1. First Phase

The slope analysis is done on the basis of transitions. For example, there are only three possible states of slope.

- Increasing, i.e. + ve.
- Decreasing, i.e. -ve. and
- Constant, i.e. moving along any of the axis in 2D-plane.

Depending upon slope states, we have only four transitions,

- $+\mathrm{ve} \rightarrow 0$
- $0 \rightarrow-\mathrm{ve}$
- $-\mathrm{ve} \rightarrow 0$
- $0 \rightarrow+\mathrm{ve}$

Now any point $P_{i}$ is taken as a candidate point if it comes after any one of the transitions, which means that there is a change in slope. This is shown in (Figure 2.1). Notice that if we encounter transitions 1 and 3 then we also need to take care of a small jaggy. To cater
such problem we have defined a threshold, which is describing if such transition is a proper one or just a small jaggy. Incase where it is taken as a small jaggy, we ignore it and keep record of our last transition state.

(b)

(c)

Figure 2.1 Possible slope transitions in digital curves

The advantage of this technique is that, we can apply this algorithm for smooth functions as well as irregular objects with jaggies.

### 2.1.2. Second Phase

Sometimes the corners to be detected are not the sharp angle points or they are the result of sharp jaggies and we may detect superfluous candidate corner points in first phase. These superfluous points are discarded in this phase. The superfluous points in this case are the ones with very close co-ordinate positions as shown in (Figure 2.2). So, in order to get refined points we remove such points. This phase actually acts as a preprocessing step for the next phase.


Figure 2.2 Close coordinates
(Figure 2.3) shows the Figure after second phase. The close coordinate points are removed.


Figure 2.3 Close coordinates removed after phase 2

### 2.1.3. Third Phase

The basic requirement of this phase is to remove the cluster of unwanted points as shown in (Figure 2.4). The points shown in big spots would have been enough rather than having so many intermediate points. We solved this problem by taking the angle between them. We considered $\hat{a}=P_{i} P_{i+1}$ as a vector and $\vec{b}=P_{i+1} P_{i+2}$ as another vector. Points are
shown in (Figure 2.5). The angle is calculated using dot product between them as in (Equation 2.5).

$$
\begin{equation*}
\vec{a} \cdot \stackrel{\rightharpoonup}{b}=|\hat{a}||\hat{b}| \cos \theta \tag{2.5}
\end{equation*}
$$

If this angle is greater than a certain threshold, the points are then taken as collinear and therefore the middle point is no more a corner point. This is demonstrated in (Figure 2.6).


Figure 2.4 Unwanted clustered points


Figure 2.5 Points sequence for angle calculation


Figure 2.6 Removal of clustered points after phase 3

### 2.1.4. Tuning Parameters

The algorithm needs three different tuning parameters at different phases. In the first phase Zero Count Threshold (ZCT) is needed to differentiate a jaggy from a line. Incase of a line the end points of it as corner points. The jaggies are ignored. Distance Threshold (DT) is used in second phase in order to remove the points nearer by this parameter. The last parameter is Tolerance Angle (TA) which is used to remove the clustered points. If points are clustered so that the intermediate points are not needed then such superfluous are removed from the list of final corner points. The hypothesis is that if three consecutive points are making an angle greater than TA then such points are taken as collinear points and due to which middle point is neglected. The default value of ZCT is 7, DT is 5 and TA is $152^{\circ}$.

A distinct property of our algorithm is that the default values of tuning parameters work equally well for almost all the shapes, either it be a smooth curve or irregular object boundary.

### 2.2. Results and Analysis

A number of frequently cited corner detectors were discussed in the survey by $[60,85]$. They selected four algorithms among them and compared the results with their corner detector. Along with these algorithms we are comparing our algorithm with [13]. The algorithms are referred as SAM04, IPAN99, BT87, FD77, RW75 and RJ73 respectively
in this paper. The default values of each algorithm is shown in (Table 2.1). The comparisons are represented in (Figures 2.7 - 2.13). SRM05 is our proposed algorithm. Further more we have also compared our algorithm with $[22,62,80-84,86]$; shown in (Figure 2.14). Also we tested the objects present in [14,61,77] against our approach as depicted in (Figure 2.15). After this we have tested our algorithm for different tuning parameters, shown in (Figure 2.16). Also we have demonstrated in (Figure 2.17) that our algorithm works perfect in case of smooth functions. Finally we have tested our approach for rotation affects and results are shown in (Figure 2.18).

Criteria for performance evaluation of corner detectors were given by Chetverikov and Szabo [12], which are as follow;

- Selectivity: It is the most important factor for any corner detector. The rate of correct detections should be high and the wrong ones should be low.
- Single response: Each corner should be detected only once.
- Precision: The positions of detected corners should be precise.
- Robustness to noise: The algorithm should perform well for noisy shapes as well.
- Easy setting of parameters: Parameters should be logical and easy to tune for variety of shapes.
- Robustness to parameters: Minor changes in parameter should not cause drastic changes in performance.
- $\quad$ Speed

Table 2.1 Parameter values for 8 tested shapes

| Fig | Algorithm | Im1 | Im2 | Im3 | Im4 | Im5 | Im6 | Im7 | Im8 |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| A | SAM04 | D | D | D | D | D | D | D | D |
| B | IPAN99 | D | D | D | D | D | D | D | D |
| C | BT87 | D | D | D | D | D | D | D | D |
| D | FD77 | D | 7,2500 | D | 500 | 1000 | 1300 | D | 1000 |
| E | RW75 | D | .15 | 5,2500 | 5,500 | D | 7,1000 | D | D |
| F | RJ73 | D | .15 | D | D | D | D | D | D |
| G | SRM05 | D | D | D | D | D | D | D | D |

D stands for Default values for tuning parameters.


Figure 2.7 Detected corner points for im1 as per parameters given in Table 2.1
(a) SAM04. (b) IPAN99. (c) BT87. (d) FD77. (e) RW75. (f) RJ73 (g) SRM05

Table 2.2 Comparison of algorithm evaluation for im1

| Algorithm | Total <br> Detections | Correct <br> Detections | Corners <br> Missed | False <br> Detections |
| :--- | :---: | :---: | :---: | :---: |
| SAM04 | 9 | 9 | 8 | 0 |
| IPAN99 | 9 | 9 | 8 | 0 |
| BT87 | 11 | 11 | 6 | 0 |
| FD77 | 11 | 11 | 6 | 0 |
| RW75 | 12 | 12 | 5 | 0 |
| RJ73 | 13 | 13 | 4 | 0 |
| SRM05 | 17 | 17 | 0 | 0 |

A close inspection of results from (Figure 2.7) and (Table 2.2) shows that no false corners are detected. In fact the detected corners are representing the shape more explicitly. Unlike all other algorithms which are missing some very important corners, there is no corner missed in our approach as well. Moreover no corners are repeated.


Figure 2.8 Detected corner points for im2 as per parameters given in Table 2.1
(a) SAM04. (b) IPAN99. (c) BT87. (d) FD77. (e) RW75. (f) RJ73 (g) SRM05

Table 2.3 Comparison of algorithm evaluation for im2

| Algorithm | Total <br> Detections | Correct <br> Detections | Corners <br> Missed | False <br> Detections |
| :--- | :---: | :---: | :---: | :---: |
| SAM04 | 2 | 2 | 12 | 0 |
| IPAN99 | 2 | 2 | 12 | 0 |
| BT87 | 2 | 2 | 12 | 0 |
| FD77 | 2 | 2 | 12 | 0 |
| RW75 | 4 | 4 | 10 | 0 |
| RJ73 | 4 | 4 | 10 | 0 |
| SRM05 | 12 | 12 | 2 | 0 |

We can examine from (Figure 2.8) and (Table 2.3) that a couple of corners are missed using our algorithm but still as compared to other algorithms the number of missed corners is very low. Shape of the object is captured in a much better way than any other algorithm. Other than our approach only (Figure 2.8 e and Figure 2.8 f ) are preserving the shape to some extent.

(g)

Figure 2.9 Detected corner points for im3 as per parameters given in Table 2.1
(a) SAM04. (b) IPAN99. (c) BT87. (d) FD77. (e) RW75. (f) RJ73 (g) SRM05

Table 2.4 Comparison of algorithm evaluation for im3

| Algorithm | Total <br> Detections | Correct <br> Detections | Corners <br> Missed | False <br> Detections |
| :--- | :---: | :---: | :---: | :---: |
| SAM04 | 4 | 4 | 8 | 0 |
| IPAN99 | 4 | 4 | 8 | 0 |
| BT87 | 4 | 4 | 8 | 0 |
| FD77 | 9 | 9 | 3 | 0 |
| RW75 | 9 | 8 | 3 | 1 |
| RJ73 | 9 | 8 | 3 | 1 |
| SRM05 | 12 | 12 | 0 | 0 |

Analysis of (Figure 2.9) and (Table 2.4) shows that our algorithm has chosen the most optimal point set as corners. Only (Figure 2.9e) and (Figure 2.9f) are good enough to preserve the shape of object except our approach. No corner is missed using this approach and also no extra corner is detected.

(g)

Figure 2.10 Detected corner points for im4 as per parameters given in Table 2.1
(a) SAM04. (b) IPAN99. (c) BT87. (d) FD77. (e) RW75. (f) RJ73 (g) SRM05

Table 2.5 Comparison of algorithm evaluation for im4

| Algorithm | Total | Correct | Corners | False |
| :--- | :---: | :---: | :---: | :---: |
| Detections | Detections | Missed | Detections |  |
| SAM04 | 8 | 7 | 8 | 1 |
| IPAN99 | 13 | 8 | 8 | 5 |
| BT87 | 5 | 5 | 6 | 0 |
| FD77 | 7 | 4 | 6 | 3 |
| RW75 | 17 | 5 | 5 | 12 |
| RJ73 | 16 | 4 | 4 | 12 |
| SRM05 | 14 | 9 | 0 | 5 |
|  |  |  |  |  |

Analysis of (Figure 2.10) and (Table 2.5) depicts that our approach works fine since it is not missing any important corner point therefore preserving the object's shape. Some of the points are still superfluous, but the number is still lesser and in the acceptable range unlike (Figure 2.10e) and (Figure 2.10f). In case of (Figure 2.10a), (Figure 2.10c) and (Figure 2.10e) the false detection percentage is low but they have missed a great number of vital corners. The analysis shows that percentage of corners missed should be less than the percentage of false detected corners.


Figure 2.11 Detected corner points for im5 as per parameters given in Table 2.1.
(a) SAM04. (b) IPAN99. (c) BT87. (d) FD77. (e) RW75. (f) RJ73 (g) SRM05

Table 2.6 Comparison of algorithm evaluation for im5

| Algorithm | Total <br> Detections | Correct <br> Detections | Corners <br> Missed | False <br> Detections |
| :--- | :---: | :---: | :---: | :---: |
| SAM04 | 8 | 8 | 6 | 0 |
| IPAN99 | 14 | 12 | 3 | 2 |
| BT87 | 12 | 12 | 6 | 0 |
| FD77 | 15 | 12 | 6 | 3 |
| RW75 | 15 | 11 | 5 | 4 |
| RJ73 | 14 | 11 | 2 | 3 |
| SRM05 | 17 | 16 | 2 | 1 |

We can see that our algorithm is missing two vital corner points as shown in (Figure $2.11 \mathrm{~g})$. This is because of the fact that our phase three is removing any point lying on almost a straight line. Due to this the shape is not properly preserved. We can also observe that (Figure 2.11e) is performing best for this shape. Moreover, if we compare our algorithm against (Figure 2.11a) and (Figure 2.11c) which have not detected any false corners, we can see that those algorithms have missed more corners than ours, as depicted in (Table 2.6), and thus overall our algorithm performs better.


(c)
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Figure 2.12 Detected corner points for im6 as per parameters given in Table 2.1
(a) SAM04. (b) IPAN99. (c) BT87. (d) FD77. (e) RW75. (f) RJ73 (g) SRM05

Table 2.7 Comparison of algorithm evaluation for im6

| Algorithm | Total <br> Detections | Correct <br> Detections | Corners <br> Missed | False <br> Detections |
| :--- | :---: | :---: | :---: | :---: |
| SAM04 | 20 | 20 | 9 | 0 |
| IPAN99 | 28 | 26 | 4 | 2 |
| BT87 | 16 | 16 | 13 | 0 |
| FD77 | 14 | 12 | 17 | 2 |
| RW75 | 19 | 18 | 9 | 1 |
| RJ73 | 17 | 12 | 15 | 5 |
| SRM05 | 30 | 27 | 2 | 3 |

The analysis of (Figure 2.12) shows that in case of highly irregular images, our algorithm has outperformed all other approaches. Our approach is preserving the shape most accurately since the least number of corners are missed, as we can see in (Table 2.7). Unlike other algorithms, our algorithm is detecting the most optimal set of corner points. Further more the percentage of false detected corners is very small and insignificant.


Figure 2.13 Detected corner points for im7 as per parameters given in Table 2.1
(a) SAM04. (b) IPAN99. (c) BT87. (d) FD77. (e) RW75. (f) RJ73 (g) SRM05

Table 2.8 Comparison of algorithm evaluation for im7

| Algorithm | Total <br> Detections | Correct <br> Detections | Corners <br> Missed | False <br> Detections |
| :--- | :---: | :---: | :---: | :---: |
| SAM04 | 17 | 17 | 5 | 1 |
| IPAN99 | 21 | 21 | 2 | 1 |
| BT87 | 10 | 10 | 14 | 1 |
| FD77 | 11 | 11 | 11 | 1 |
| RW75 | 18 | 18 | 4 | 0 |
| RJ73 | 17 | 17 | 6 | 1 |
| SRM05 | 24 | 20 | 2 | 4 |

In (Figure 2.13) we analyze that except for (Figure 2.13c) and (Figure 2.13d), all the approaches work almost the same. Most of them are properly preserving the shape of object. Even though a couple of corner points are missed but still no significant corner point is missed. Furthermore extra detected corner points are in the range of acceptable point set. In this specific case only (Figure 2.13b) has better results in terms of lesser false detections and overall shape preservation as we can observe in (Table 2.8).


Figure 2.14 (a) Corner points detection using (a) Marji, results without collinear points suppression [22] (b) Marji, results with collinear points suppression [22]
(c) The-Chin [86] (d) Ansari-Huang [84] (e) Ray-Ray [82] (f) Ray-Ray [83]

(g)

(h)

(i)

(j)

Figure 2.15 (b) Corner points detection using
(g) Arcelli-Ramella [81] (h) Sarkar [80] (i) Cornin [62] and (j) SRM05

Table 2.9 Comparison of algorithm evaluation

| Algorithm | Total <br> Detections | Correct <br> Detections | Corners <br> Missed | False <br> Detections |
| :---: | :---: | :---: | :---: | :---: |
| Marji(a) | 26 | 26 | 26 | 0 |
| Marji(b) | 18 | 18 | 34 | 0 |
| The-Chin | 22 | 22 | 30 | 0 |
| Ansari- <br> Huang | 28 | 28 | 24 | 0 |
| Ray-Ray(e) | 29 | 29 | 23 | 0 |
| Ray-Ray(f) | 27 | 27 | 25 | 0 |
| Arcelli- <br> Ramella | 10 | 10 | 42 | 0 |
| Sarkar | 19 | 19 | 33 | 0 |
| Cornin | 33 | 33 | 19 | 0 |
| SRM05 | 52 | 52 | 0 | 0 |

We can clearly observe in (Figure 2.14) that our proposed algorithm is not missing any important corner point and each corner position is picked at a very precise position. Thus
it is preserving the shape of the object. We can also see that there is no false rejection or false acceptance, as shown in (Table 2.9).
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Figure 2.16 Corner points detection using (a) Guru [14] (b) Chang [77] (c) Tsai [61] and (d) SRM05

Table 2.10 Comparison of algorithm evaluation for figure 2.15.1
$\left.\begin{array}{|l|c|c|c|c|}\hline \text { Algorithm } & \begin{array}{c}\text { Total } \\ \text { Detections }\end{array} & \text { Correct } & \text { Corners } & \text { False } \\ \text { Detions } \\ \text { Missed }\end{array}\right]$ Detections

Table 2.11 Comparison of algorithm evaluation for figure 2.15.2
\(\left.$$
\begin{array}{|l|c|c|c|c|}\hline \text { Algorithm } & \begin{array}{c}\text { Total } \\
\text { Detections }\end{array}
$$ \& Correct \& Corners \& False <br>
Detections <br>

Missed\end{array}\right]\)| Detections |
| :---: | :---: | :---: |$|$| Guru | 11 | 11 | 4 |
| :---: | :---: | :---: | :---: |
| Chang | 14 | 14 | 1 |

Table 2.12 Comparison of algorithm evaluation for figure 2.15.3

| Algorithm | Total <br> Detections | Correct <br> Detections | Corners <br> Missed | False <br> Detections |
| :--- | :---: | :---: | :---: | :---: |
| Guru | 2 | 2 | 12 | 0 |
| Chang | 18 | 6 | 8 | 9 |
| Tsai | 2 | 2 | 12 | 0 |
| SRM05 | 14 | 14 | 0 | 0 |

Table 2.13 Comparison of algorithm evaluation for figure 2.15.4

| Algorithm | Total <br> Detections | Correct <br> Detections | Corners <br> Missed | False <br> Detections |
| :--- | :---: | :---: | :---: | :---: |
| Guru | 8 | 8 | 32 | 0 |
| Chang | 25 | 20 | 20 | 0 |
| Tsai | 24 | 24 | 16 | 0 |
| SRM05 | 36 | 36 | 4 | 0 |

Table 2.14 Comparison of algorithm evaluation for figure 2.15.5

| Algorithm | Total <br> Detections | Correct | Corners | False |
| :---: | :---: | :---: | :---: | :---: |
| Detections | Missed | Detections |  |  |
| Guru | 16 | 16 | 8 | 0 |
| Chang | 27 | 24 | 0 | 3 |
| Tsai | 16 | 16 | 8 | 0 |
| SRM05 | 20 | 20 | 4 | 0 |

Table 2.15 Comparison of algorithm evaluation for figure 2.15.6

| Algorithm | Total <br> Detections | Correct | Corners | False |
| :--- | :---: | :---: | :---: | :---: |
| Detections | Missed | Detections |  |  |
| Guru | 5 | 5 | 20 | 0 |
| Chang | 14 | 9 | 16 | 5 |
| Tsai | 24 | 16 | 9 | 8 |
| SRM05 | 28 | 22 | 3 | 6 |

In (Figure 2.15) we examined that Chang is high on false acceptance and on the other hand Guru has high rate of false rejections. Incase of Tsai the rate of false acceptance and rejection is varying with the shape. Unlike other algorithms our approach is working in a similar fashion for all the objects with negligible false acceptance in a few cases as shown in (Tables 2.10-1.15). Further more since our approach is not missing any vital corner point therefore shape preservation is much better than other cases.


Figure 2.17 Testing SRM05 with different tuning parameters

In (Figure 2.16) we have depicted that our approach is not much dependent upon the tuning parameters as is the case with other algorithms. Using our algorithm, one has to set these tuning parameters once in the beginning and then the set values work fine for most of the objects.

(a) $y=\sin (x)$

(b) $x^{2}+y^{2}=r^{2}$

## Figure 2.18 Results of SRM05 for functions using default tuning parameter values.

## Default are $\mathrm{ZCT}=7, \mathrm{DT}=5$ and $\mathrm{TA}=152$.

We have demonstrated in (Figure 2.17) that our approach works even better in case of smooth functions. How ever it is important to note that only $1^{\text {st }}$ phase is enough for such mathematical functions.
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Figure 2.19 Rotation testing of SRM05 using default tuning parameter values Default are $\mathbf{Z C T}=7, \mathrm{DT}=5$ and $\mathrm{TA}=152$.

We also tested our approach against rotation affects, shown in (Figure 2.18). The close inspection shows that even though there is small affect of rotation but still shape preservation is valid. We can see that the rate of false rejection and false acceptance is not increasing.

The analysis of all experiments shows that our algorithm has less false rejection and less false acceptance rate as compared to any of the algorithms presented. Moreover our approach is giving the optimal corner point set for all shapes irrespective of its nature. Further more the corners are detected at the precise positions in all the cases. The important aspect of this approach is that it is robust to noise. Incase of smoother shapes, the algorithm works fine as shown in case of smooth functions. Therefore, we can say that it is kind of a generic solution for finding corners in digital objects. Another preeminence of this approach is that although we are using some of the tuning parameters for better output but changing them does not change the result by big margins. Also we do not need to change these tuning parameters with respect to different shapes.

### 2.3. Conclusion

In areas like pattern recognition, image matching, motion analysis, outline capturing, reconstruction of objects etc, the corners of an object play a very vital role as of features for shape representation and analysis. In this chapter we present a novel scheme for detecting corners of a planner object. The core of the algorithm is based upon slope analysis. The complexity of our algorithm is linear. It is very efficient and as well as accurate. This scheme works for both, smooth planner curves and irregular planner curves. Test results of this algorithm are compared with some commonly referred corner detectors. The experiments show that this method leads to good quality results and robustness to noise with low computational cost.

We have demonstrated a linear time corner detection algorithm which is simple to implement, efficient and robust to noise. It is non-recursive in nature, does not depend much on tuning parameters and it is not effected greatly by small changes in tuning parameters. It is very effective for shape preservation and representation. The problem with this algorithm is that if tuning is needed then it is done manually. This work can be extended for adaptive/dynamic tuning of parameters. Further a tuning parameter independent algorithm will be the best option.

## CHAPTER 3

## Generic Cubic Spline Modeling

Computer Graphics and Geometric Modeling play a very vital role in modeling and simulation of real life objects, yet there are shapes that are difficult to represent. For example; modeling of hand drawn shapes is quite a cumbersome task. Also it is required to have memory efficient object representation system. Splines are the answer to these requirements. They are taken as considerably decent and accurate way of representing, designing and manipulating the hand drawn objects. Further they also provide memory efficient solution.

The simplest way of curve fitting and object designing is to apply linear interpolation/approximation for finding intermediate data values between pairs of data points. The problem is that such attempts are extremely unlikely to provide reliable results if the data being used is anything other than broadly linear. In an attempt to deal with inherent non-linearity, the next step usually involves some sort of polynomial interpolation/approximation. This generally leads to far more stable and robust solution, but is also potentially a difficult area as the end points, local convexity and continuity of
derivatives all make their influences felt in often-contradictory ways. One of the most popular ways of dealing with these issues is to use splines. In their most general form, splines can be considered as a mathematical model that associate a continuous representation of a curve or surface with a discrete set of points in a given space. Spline fitting is an extremely popular form of piecewise approximation using various forms of polynomials of degree $n$, or more general functions, on an interval in which they are fitted to the function at specified points, known as control points, nodes or knots. The polynomial used can change, but the derivatives of the polynomials are required to match up to degree $n-1$ at each side of the knots, or to meet related interpolatory conditions. Boundary conditions are also imposed on the end points of the intervals. The heart of spline construction revolves around how the selected control points are effectively blended together using the polynomial function of choice.

Given the various alternative forms of spline, the question of which type of spline is most applicable in any given situation naturally arises and is inevitably a difficult one to answer without clear criteria. Arguably the most important deciding question is whether the spline is required to approximate or interpolate the control points. In other words, does the user require the curve to pass through the control points with absolute precision, or is the overall shape of the curve more important?

An interpolating function is devised to find those intermediate values which do not match with the given set of data points. This technique is suitable in cases when the data points
describing the contour of the object are sufficiently smooth and accurate with no sharp edges. Approximation is not as much restrictive as capture by Interpolation. In this case it is sufficient that the spline is made to pass close to the given set of data points. This approach is useful when the object to be approximated is not smooth [59,75].

It is necessary to take the degree of the polynomial into account before going into the details. Cubic polynomials are most often used because as compared with other polynomials, they provide reasonable smoothness, economical computation and ideal storage facility. Lower degree polynomials give little flexibility in controlling the shape of the curve. Moreover they do not posses smoothness property. Where as higher degree polynomials require more computation and can introduce unwanted wiggles. However cubic splines have limitations like lack of freedom in shape control and object design. Due to which they are not as useful for the designer as it is the requirement in present scenario [76].

In this chapter we will discuss the proposed formulation of interpolant form and local support basis form of a generic cubic spline model. Our proposed approach, in addition to enjoying the good features of cubic splines also possesses interesting shape design features. The methodology involves two families of shape design parameters. One of them is associated with intervals and the other is associated with points. These parameters give shape control properties like interval and point tension.

We have developed an interpolatory curve scheme which involves piecewise cubic spline in its description. It is desired to extend this idea to freeform curves, which can have all the properties similar to that of B-Spline. This will help preserve the geometric smoothness of the design curve while allowing the continuity conditions on the spline functions at the knots to be varied by certain parameters, thus giving greater flexibility. This gives the designer control over the curve shape in such a way that if shape parameters are changed in an interval then the shape is changed only in the neighborhood and it does not affect the over all shape of the curve.

B-Splines are amongst the most useful and powerful tool for Computer Graphics and Geometric Modeling. They form the basis for the splines of $n^{\text {th }}$ degree having the continuity of class $C^{n-1}$. The properties of B-Spline include its non-negativity of $n^{t h}$ degree spline that is nonzero only on $n+1$ intervals. They for the partition of unity, that is, the basis functions sum up to one. The curves generated by the summation of the product of control points with the basis function have some very useful properties like local convex hull property and variation diminishing property.

### 3.1. Interpolant Form

In this section we will generalize the idea of curve design for any given amount of data. We will formulate the piecewise generation of curve by joining the segments together with $G C^{2}$ continuity constraints. The procedure for curve design is as follows;

For parametric interpolation, let $F_{i}=\left(x_{i}, y_{i}\right) \in R^{m}, i \in Z$, be the given data points at distinct knots $t_{i} \in R$. Also suppose that $v_{i}>0$ for $i=1, \ldots, n$ and $\omega_{i}>0$ for $i=1, \ldots, n$ be the respective point and interval weights for producing tension effect in a piece. If we let $X(t)$ be the spline interpolant to the data $\left(t_{i}, x_{i}\right)$ and $Y(t)$ be the spline interpolant to the data $\left(t_{i}, y_{i}\right)$, then the parametric curve $P(t)=(X(t), Y(t))$, where $t_{1} \leq t \leq t_{n}$, is the piecewise cubic generic spline model, given as in (Equation 3.5) with subject to one of the following end conditions:

- Type 1: First derivative end conditions,
- Type 2: Natural end conditions,
- Type 3: Periodic end conditions.

Necessary and sufficient condition for the function $P(t)$ to be the generic spline interpolant is that its derivatives $M_{i}$ satisfy,

$$
\begin{equation*}
c_{k-1} M_{k-1}+\left(\frac{1}{2} v_{k}+2 c_{k-1}+2 c_{k}\right) M_{k}+c_{k} M_{k+1}=b_{k}\left(y_{k+1}-y_{k}\right)+b_{k-1}\left(y_{k}-y_{k-1}\right) \tag{3.1}
\end{equation*}
$$

For $k=1,2, \ldots, n$, where $c_{i}=w_{i} / h_{i}, b_{i}=3 c_{i} / h_{i}$ and $h_{i}$ is the interval spacing given by (Equation 3.7). The system of Equation given in (Equation 3.1) provides ( $n-2$ ) equations in $n$ unknowns, $M_{1}, \ldots, M_{n}$. The two unknown derivative values can be calculated using anyone of the end conditions. In this thesis we have used Type 1 first derivative end
conditions. Now we can transform the set of equations into tri-diagonal system of linear system in order to calculate the unknowns. Since we are using Type 1 end conditions, therefore we end up with diagonally dominant tri-diagonal system. Not only do they have unique solution, but also they can be efficiently solved. Once the unknown derivative values are calculated the piecewise parametric cubic spline interpolant form can easily be computed. The end condition equations are given as under;

The equations for Type 1 first derivative end conditions are represented in (Equation 3.2);

$$
\begin{equation*}
M_{1}=P^{\prime}\left(t_{1}\right) \text { and } M_{n}=P^{\prime}\left(t_{n}\right) \tag{3.2}
\end{equation*}
$$

For Type 2 natural end conditions they are represented in (Equation 3.3);

$$
\begin{gather*}
\left(\frac{1}{2} v_{1}+2 c_{1}\right) M_{1}+c_{1} M_{2}=b_{1}\left(y_{2}-y_{1}\right) \text { and } \\
c_{n-1} M_{n-1}+\left(\frac{1}{2} v_{n}+2 c_{n-1}\right) M_{n}=b_{n-1}\left(y_{n}-y_{n-1}\right) \tag{3.3}
\end{gather*}
$$

For Type 3 periodic end conditions, the equations are represented in (Equation 3.4);

$$
\begin{gather*}
\left(\frac{1}{2} v_{1}+\frac{1}{2} v_{n}+2 c_{1}+2 c_{n-1}\right) M_{1}+c_{1} M_{2}+c_{n-1} M_{n-1}=b_{1}\left(y_{2}-y_{1}\right)+b_{n-1}\left(y_{n}-y_{n-1}\right) \text { and }  \tag{3.4}\\
M_{1}=M_{n}
\end{gather*}
$$

The generic spline model is given as in (Equation 3.5)

$$
\begin{equation*}
P_{i}(t)=(1-\theta)^{2}\left\{1+\theta\left(2-\alpha_{i}\right)\right\} F_{i}+\alpha_{i}(1-\theta)^{2} \theta V_{i}+\beta_{i}(1-\theta) \theta^{2} W_{i}+\theta^{2}\left\{1+(1-\theta)\left(2-\beta_{i}\right)\right\} F_{i+1} \tag{3.5}
\end{equation*}
$$

Where,

$$
\begin{equation*}
\left.\theta\right|_{\left[t_{i}, t_{i+1}\right)}(t)=\frac{\left(t-t_{i}\right)}{h_{i}} \tag{3.6}
\end{equation*}
$$

The interval spacing between the distinct knots is given by (Equations 3.7-3.9);

$$
\begin{gather*}
\quad h_{i}=t_{i+1}-t_{i}>0,  \tag{3.7}\\
\Rightarrow t=t_{i}+\theta h_{i}, 0 \leq \theta \leq 1, \tag{3.8}
\end{gather*}
$$

Therefore for each interval the knots can be given as,

$$
\begin{equation*}
t_{i} \leq t \leq t_{i}+h_{i} \tag{3.9}
\end{equation*}
$$

Also,

$$
\begin{align*}
& \left.P_{i}^{\prime}(t)\right|_{\theta=0}=\left(-\alpha_{i}\right) \frac{F_{i}}{h_{i}}+\alpha_{i} \frac{V_{i}}{h_{i}}=M_{i} \\
& \Rightarrow V_{i}=F_{i}+\frac{M_{i} h_{i}}{\alpha_{i}} \tag{3.10}
\end{align*}
$$

and

$$
\begin{align*}
& \left.P_{i}^{\prime}(t)\right|_{\theta=1}=-\beta_{i} \frac{W_{i}}{h_{i}}+\beta_{i} \frac{F_{i+1}}{h_{i}}=M_{i+1}  \tag{3.11}\\
& \Rightarrow W_{i}=F_{i+1}-\frac{M_{i+1} h_{i}}{\beta_{i}}
\end{align*}
$$

From (Equations 3.10) and (Equation 3.11), we can analyze that the piecewise cubic spline model hold the following interpolatory properties;

$$
\begin{array}{cc}
P\left(t_{i}\right)=F_{i}, & P\left(t_{i+1}\right)=F_{i+1} \\
P^{\prime}\left(t_{i}\right)=M_{i}, & P^{\prime}\left(t_{i+1}\right)=M_{i+1} \tag{3.12}
\end{array}
$$

Where $P^{\prime}$ denotes the first derivatives with respect to $t$ and $M_{i}$ denotes derivative value computed at the knot $t_{i}$. This eventually leads the piecewise cubic to the Hermite interpolant.

Now, applying $G C^{2}$ constraint equation at the joining points of the segments or pieces in order to achieve second order geometric continuity and for the formulation of tri-diagonal system of linear equations;

The constraints are given as in (Equation 3.13);

$$
\left[\begin{array}{c}
P\left(t_{i}^{+}\right)  \tag{3.13}\\
P^{\prime}\left(t_{i}^{+}\right) \\
P^{\prime \prime}\left(t_{i}^{+}\right)
\end{array}\right]=\left[\begin{array}{ccc}
1 & 0 & 0 \\
0 & 1 & 0 \\
0 & \frac{v_{i}}{\omega_{i}} & \frac{\omega_{i-1}}{\omega_{i}}
\end{array}\right]\left[\begin{array}{c}
P\left(t_{i}^{-}\right) \\
P^{\prime}\left(t_{i}^{-}\right) \\
P^{\prime \prime}\left(t_{i}^{-}\right)
\end{array}\right]
$$

This can also be written as,

$$
\begin{equation*}
P_{i}^{\prime \prime}\left(t_{i}\right)=\frac{v_{i}}{\omega_{i}} P_{i-1}^{\prime}\left(t_{i}\right)+\frac{\omega_{i-1}}{\omega_{i}} P_{i-1}^{\prime \prime}\left(t_{i}\right) \tag{3.14}
\end{equation*}
$$

To satisfy the constraint, calculate the unknowns written in (Equation 3.15).

$$
\begin{equation*}
P_{i}^{\prime \prime}\left(t_{i}\right), \quad P_{i-1}^{\prime}\left(t_{i}\right) \quad \text { and } \quad P_{i-1}^{\prime \prime}\left(t_{i}\right) \tag{3.15}
\end{equation*}
$$

Since these unknowns involve first and second derivative of the cubic spline model, therefore first and second derivatives of the generic cubic spline are calculated as under.

First derivative of the generic cubic spline is given in (Equation 3.16).

$$
\begin{align*}
P_{i}^{\prime}(t)= & (1-\theta)\left[(1-\theta)\left(2-\alpha_{i}\right)-2\left\{1+\theta\left(2-\alpha_{i}\right)\right\}\right] \frac{F_{i}}{h_{i}}+\alpha_{i}(1-\theta)(1-3 \theta) \frac{V_{i}}{h_{i}}+\beta_{i} \theta(2-3 \theta) \frac{W_{i}}{h_{i}} \\
& +\theta\left[\theta\left(\beta_{i}-2\right)+2\left\{1+(1-\theta)\left(2-\beta_{i}\right)\right\}\right] \frac{F_{i+1}}{h_{i}} \tag{3.16}
\end{align*}
$$

The second derivative is given by the (Equation 3.17).

$$
\begin{align*}
P_{i}^{\prime \prime}(t)= & {\left[2\left\{1+\theta\left(2-\alpha_{i}\right)\right\}-4(1-\theta)\left(2-\alpha_{i}\right)\right] \frac{F_{i}}{h_{i}^{2}}-\alpha_{i}\{3(1-\theta)+(1-3 \theta)\} \frac{V_{i}}{h_{i}^{2}}+2 \beta_{i}(1-3 \theta) \frac{W_{i}}{h_{i}^{2}} } \\
& +\left[4 \theta\left(\beta_{i}-2\right)+2\left\{1+(1-\theta)\left(2-\beta_{i}\right)\right\}\right] \frac{F_{i+1}}{h_{i}^{2}} \tag{3.17}
\end{align*}
$$

To calculate the value of $P_{i}^{\prime \prime}\left(t_{i}\right)$ put $\theta=0$ in (Equation 3.17), we get.

$$
\begin{equation*}
\left.P_{i}^{\prime \prime}\left(t_{i}\right)\right|_{\theta=0}=2\left(2 \alpha_{i}-3\right) \frac{F_{i}}{h_{i}^{2}}-4 \alpha_{i} \frac{V_{i}}{h_{i}^{2}}+2 \beta_{i} \frac{W_{i}}{h_{i}^{2}}+2\left(3-\beta_{i}\right) \frac{F_{i+1}}{h_{i}^{2}} \tag{3.18}
\end{equation*}
$$

Putting the values of $V_{i}$ and $W_{i}$ in (Equation 3.18)

$$
\begin{equation*}
\left.P_{i}^{\prime \prime}\left(t_{i}\right)\right|_{\theta=0}=\frac{2}{h_{i}}\left\{3 \Delta_{i}-2 M_{i}-M_{i+1}\right\} \tag{3.19}
\end{equation*}
$$

For $P_{i-1}^{\prime}\left(t_{i}\right)$ we know that,

$$
\begin{equation*}
P_{i-1}^{\prime}\left(t_{i}\right)=M_{i} \tag{3.20}
\end{equation*}
$$

To calculate the value of $P_{i-1}^{\prime \prime}\left(t_{i}\right)$ put $\theta=1$ in (Equation 3.17), we get.

$$
\begin{equation*}
\left.P_{i-1}^{\prime \prime}\left(t_{i}\right)\right|_{\theta=1}=2\left(3-\alpha_{i-1}\right) \frac{F_{i-1}}{h_{i-1}^{2}}+2 \alpha_{i-1} \frac{V_{i-1}}{h_{i-1}^{2}}-4 \beta_{i-1} \frac{W_{i-1}}{h_{i-1}^{2}}+2\left(2 \beta_{i-1}-3\right) \frac{F_{i}}{h_{i-1}^{2}} \tag{3.21}
\end{equation*}
$$

Putting the values of $V_{i-1}$ and $W_{i-1}$ in (Equation 3.21), we get.

$$
\begin{equation*}
\left.P_{i-1}^{\prime \prime}\left(t_{i}\right)\right|_{\theta=1}=\frac{2}{h_{i-1}}\left\{-3 \Delta_{i-1}+M_{i-1}+2 M_{i}\right\} \tag{3.22}
\end{equation*}
$$

Substituting (Equation 3.18), (Equation 3.20) and (Equation 3.22) in (Equation 3.14), we get the tri-diagonal system of linear equations.

$$
\begin{equation*}
\frac{2 \omega_{i-1} M_{i-1}}{\omega_{i} h_{i-1}}+\left(\frac{4 \omega_{i-1}}{\omega_{i} h_{i-1}}+\frac{v_{i}}{\omega_{i}}+\frac{4}{h_{i}}\right) M_{i}+\frac{2 M_{i+1}}{h_{i}}=\frac{6 \Delta_{i}}{h_{i}}+\frac{6 \omega_{i-1} \Delta_{i-1}}{\omega_{i} h_{i-1}} \tag{3.23}
\end{equation*}
$$

Where,

$$
\begin{equation*}
\Delta_{i}=\left(F_{i+1}-F_{i}\right) / h_{i} \tag{3.24}
\end{equation*}
$$

Multiply (Equation 3.23) by $\omega_{i} / 2$ and then put the $c_{i}=\omega_{i} / h_{i}$, we get.

$$
\begin{equation*}
c_{i-1} M_{i-1}+\left\{\frac{v_{i}}{2}+2 c_{i-1}+2 c_{i}\right\} M_{i}+2 c_{i} M_{i+1}=3 c_{i} \Delta_{i}+3 c_{i-1} \Delta_{i-1} \tag{3.25}
\end{equation*}
$$

In order to study the behavior of the solution with respect to tension parameters, it is convenient to write the system depicted in (Equation 3.25) in unit diagonal form. Thus dividing (Equation 3.19) by the co-efficient of $M_{\mathrm{i}}$ will give us unit diagonal form,

$$
\begin{equation*}
a_{i} M_{i-1}+M_{i}+c_{i} M_{i+1}=b_{i}, \quad i=1, \ldots, n-1 \tag{3.26}
\end{equation*}
$$

With $M^{T}=\left[M_{1}, \ldots, M_{n}\right]$, this system has the matrix form,

$$
\begin{equation*}
(I+E) M=B \tag{3.27}
\end{equation*}
$$

The terms involving $M_{0}$ and $M_{n}$ have been transferred to the right hand side. $E$ is the tri-diagonal matrix with zero diagonal.

### 3.2. Local Support Basis Form

In this section, we will construct the B-Spline like basis for the generic cubic spline curve with the same continuity constraints as those for interpolatory spline formulation. These are the local basis functions with local support and having the property like being positive everywhere. The curve designed using these local support basis functions possesses all idea geometric properties like partition of unity, convex hull and variation diminishing. The curve design not only provides interesting shape control properties like point and interval tension but also as special case it recovers classes of cubic curves like Bézier, Ball and Timmer splines.

To construct the local support basis form, we have adopted the methodology used in [7]. Here we will transform the curve scheme representation into piecewise defined Bézier form.

Let,

$$
c_{i}=\omega_{i} / h_{i}, b_{i}=3 c_{i} / h_{i} \text { and } a_{i}=1 / c_{i}
$$

Substitute the values in (Equation 3.25). Multiplying both sides by $\omega_{i}$ and after that replace $c_{i}$ and then multiply again by $a_{i-1} a_{i}$.

We will get,

$$
\begin{equation*}
a_{i} M_{i-1}+\left(2 a_{i}+\frac{a_{i} a_{i-1} v_{i}}{2}+2 a_{i-1}\right) M_{i}+a_{i-1} M_{i+1}=3 a_{i} \Delta_{i-1}+3 a_{i-1} \Delta_{i} \tag{3.28}
\end{equation*}
$$

Let additional knots be added outside the knot partition $t_{1}<t_{2}<\ldots<t_{n}$ of the interval $\left[t_{1}, t_{n}\right]$, defined by,

$$
\begin{equation*}
t_{-2}<t_{-1}<t_{0}<t_{1} \text { and } t_{n}<t_{n+1}<t_{n+2}<t_{n+3} \tag{3.29}
\end{equation*}
$$

Also defining the cubic spline $\varphi_{i}(t)$;

$$
\varphi_{i}(t)= \begin{cases}0 & t \leq t_{i-2}  \tag{3.30}\\ 1 & t \geq t_{i+1}\end{cases}
$$

After imposing the constraints defined in (Equation 3.13) on the cubic spline defined in (Equation 3.30) we get,

$$
\text { At } t=t_{i-2}
$$

$$
\begin{equation*}
\varphi_{i}\left(t_{i-2}\right)=0, \quad \varphi_{i}^{\prime}\left(t_{i-2}\right)=0, \quad \varphi_{i}^{\prime \prime}\left(t_{i-2}\right)=0 \tag{3.31}
\end{equation*}
$$

$$
\begin{equation*}
\varphi_{i}^{\prime \prime}\left(t_{i-2}\right)=P_{i}^{\prime \prime}\left(t_{i-2}\right)=\frac{2}{h_{i-2}}\left[\frac{3}{h_{i-2}}\left\{\varphi_{i}\left(t_{i-1}\right)-\varphi_{i}\left(t_{i-2}\right)\right\}-2 \varphi_{i}^{\prime}\left(t_{i-2}\right)-\varphi_{i}^{\prime}\left(t_{i-1}\right)\right]=0 \tag{3.32}
\end{equation*}
$$

Which is simplified to,

$$
\begin{equation*}
\varphi_{i}\left(t_{i-1}\right)=\frac{h_{i-2}}{3} \varphi_{i}^{\prime}\left(t_{i-1}\right) \tag{3.33}
\end{equation*}
$$

At $t=t_{i+1}$,

$$
\begin{equation*}
\varphi_{i}\left(t_{i+1}\right)=1, \quad \varphi_{i}^{\prime}\left(t_{i+1}\right)=0, \quad \varphi_{i}^{\prime \prime}\left(t_{i+1}\right)=0 \tag{3.34}
\end{equation*}
$$

Now from (Equation 3.22),

$$
\begin{equation*}
\varphi_{i}^{\prime \prime}\left(t_{i+1}\right)=P_{i+1}^{\prime \prime}\left(t_{i+1}\right)=\frac{2}{h_{i}}\left[-\frac{3}{h_{i}}\left\{\varphi_{i}\left(t_{i+1}\right)-\varphi_{i}\left(t_{i}\right)\right\}+2 \varphi_{i}^{\prime}\left(t_{i+1}\right)+\varphi_{i}^{\prime}\left(t_{i}\right)\right]=0 \tag{3.35}
\end{equation*}
$$

Which is simplified to,

$$
\begin{equation*}
\varphi_{i}\left(t_{i}\right)=1-\frac{h_{i}}{3} \varphi_{i}^{\prime}\left(t_{i}\right) \tag{3.36}
\end{equation*}
$$

At $t=t_{i-1}$,
From (Equation 3.28)

$$
\begin{align*}
& a_{i-1} \varphi_{i}^{\prime}\left(t_{i-2}\right)+2\left(a_{i-1}+a_{i-2}\right) \varphi_{i}^{\prime}\left(t_{i-1}\right)+a_{i-2} \varphi_{i}^{\prime}\left(t_{i}\right)= \\
& \quad 3 \frac{a_{i-1}}{h_{i-2}}\left(\varphi_{i}\left(t_{i-1}\right)-\varphi_{i}\left(t_{i-2}\right)\right)+3 \frac{a_{i-2}}{h_{i-1}}\left(\varphi_{i}\left(t_{i}\right)-\varphi_{i}\left(t_{i-1}\right)\right) \tag{3.37}
\end{align*}
$$

Which is simplified to,

$$
\begin{equation*}
2\left(a_{i-1}+a_{i-2}\right) \varphi_{i}^{\prime}\left(t_{i-1}\right)+a_{i-2} \varphi_{i}^{\prime}\left(t_{i}\right)=3 \frac{a_{i-2}}{h_{i-1}} \varphi_{i}\left(t_{i}\right)+\left(\frac{3 a_{i-1}}{h_{i-2}}-\frac{3 a_{i-2}}{h_{i-1}}\right) \varphi_{i}\left(t_{i-1}\right) \tag{3.38}
\end{equation*}
$$

Substituting the values of $\varphi_{i}\left(t_{i-1}\right)$ and $\varphi_{i}\left(t_{i}\right)$, we get

$$
\begin{equation*}
\left(a_{i-1}+2 a_{i-2}+\frac{a_{i-2} h_{i-2}}{h_{i-1}}\right) \varphi_{i}^{\prime}\left(t_{i-1}\right)+\left(a_{i-2}+\frac{a_{i-2} h_{i}}{h_{i-1}}\right) \varphi_{i}^{\prime}\left(t_{i}\right)=\frac{3 a_{i-2}}{h_{i-1}} \tag{3.39}
\end{equation*}
$$

At $t=t_{i}$,

From (Equation 3.28)

$$
\begin{align*}
a_{i} \varphi_{i}^{\prime}\left(t_{i-1}\right)+2\left(a_{i}+a_{i-1}\right) \varphi_{i}^{\prime}\left(t_{i}\right)+ & a_{i-1} \varphi_{i}^{\prime}\left(t_{i+1}\right)= \\
& 3 \frac{a_{i}}{h_{i-1}}\left(\varphi_{i}\left(t_{i}\right)-\varphi_{i}\left(t_{i-1}\right)\right)+3 \frac{a_{i-1}}{h_{i}}\left(\varphi_{i}\left(t_{i+1}\right)-\varphi_{i}\left(t_{i}\right)\right) \tag{3.40}
\end{align*}
$$

Which is simplified to,

$$
\begin{equation*}
2\left(a_{i}+a_{i-1}\right) \varphi_{i}^{\prime}\left(t_{i}\right)+a_{i} \varphi_{i}^{\prime}\left(t_{i-1}\right)=3 \frac{a_{i}}{h_{i-1}} \varphi_{i}\left(t_{i}\right)-\frac{3 a_{i}}{h_{i-1}} \varphi_{i}\left(t_{i-1}\right)+\frac{3 a_{i-1}}{h_{i}}-\frac{3 a_{i-1}}{h_{i}} \varphi_{i}\left(t_{i}\right) \tag{3.41}
\end{equation*}
$$

Substituting the values of $\varphi_{i}\left(t_{i-1}\right)$ and $\varphi_{i}\left(t_{i}\right)$, we get

$$
\begin{equation*}
\left(a_{i}+\frac{a_{i} h_{i-2}}{h_{i-1}}\right) \varphi_{i}^{\prime}\left(t_{i-1}\right)+\left(2 a_{i}+a_{i-1}+\frac{a_{i} h_{i}}{h_{i-1}}\right) \varphi_{i}^{\prime}\left(t_{i}\right)=\frac{3 a_{i}}{h_{i-1}} \tag{3.42}
\end{equation*}
$$

(Equations 3.39) and (Equation 3.42) are in terms of two unknowns $\varphi_{i}^{\prime}\left(t_{i-1}\right)$ and $\varphi_{i}^{\prime}\left(t_{i}\right)$, solving them simultaneously give us,

$$
\begin{equation*}
\varphi_{i}^{\prime}\left(t_{i}\right)=\frac{B_{3} A_{1}-B_{1} A_{3}}{B_{2} A_{1}-B_{1} A_{2}} \tag{3.43}
\end{equation*}
$$

$$
\begin{equation*}
\varphi_{i}^{\prime}\left(t_{i-1}\right)=\frac{A_{3}}{A_{1}}-\frac{A_{2}}{A_{1}}\left(\frac{B_{3} A_{1}-B_{1} A_{3}}{B_{2} A_{1}-B_{1} A_{2}}\right) \tag{3.44}
\end{equation*}
$$

Where,

$$
\begin{equation*}
A_{1}=a_{i-1}+2 a_{i-2}+\frac{a_{i-2} h_{i-2}}{h_{i-1}} \tag{3.45}
\end{equation*}
$$

$$
\begin{equation*}
A_{2}=a_{i-2}+\frac{a_{i-2}}{h_{i-1}} h_{i} \tag{3.46}
\end{equation*}
$$

$$
\begin{equation*}
A_{3}=\frac{3 a_{i-2}}{h_{i-1}} \tag{3.47}
\end{equation*}
$$

$$
\begin{equation*}
B_{1}=a_{i}+\frac{a_{i} h_{i-2}}{h_{i-1}} \tag{3.48}
\end{equation*}
$$

$$
B_{2}=2 a_{i}+a_{i-1}+\frac{a_{i} h_{i}}{h_{i-1}}
$$

$$
\begin{equation*}
B_{3}=\frac{3 a_{i}}{h_{i-1}} \tag{3.50}
\end{equation*}
$$

Substituting the values of $\varphi_{i}^{\prime}\left(t_{i-1}\right)$ and $\varphi_{i}^{\prime}\left(t_{i}\right)$ in (Equations 3.33) and (Equation 3.36), we get

$$
\begin{gather*}
\varphi_{i}\left(t_{i-1}\right)=\frac{h_{i-2}}{3}\left\{\frac{A_{3}}{A_{1}}-\frac{A_{2}}{A_{1}}\left(\frac{B_{3} A_{1}-B_{1} A_{3}}{B_{2} A_{1}-B_{1} A_{2}}\right)\right\}  \tag{3.51}\\
\varphi_{i}\left(t_{i}\right)=1-\frac{h_{i}}{3}\left(\frac{B_{3} A_{1}-B_{1} A_{3}}{B_{2} A_{1}-B_{1} A_{2}}\right) \tag{3.52}
\end{gather*}
$$

Substituting the values of variables $A_{1}-A_{3}$ and $B_{1}-B_{3}$, and simplifying we get,

$$
\begin{gather*}
\varphi_{i}\left(t_{i-1}\right)=\frac{a_{i-2} h_{i-2} d_{i}}{D_{i}}=\mu_{i-1}  \tag{3.53}\\
1-\varphi_{i}\left(t_{i}\right)=\frac{a_{i} h_{i} d_{i-1}}{D_{i}}=\lambda_{i} \tag{3.54}
\end{gather*}
$$

$$
\begin{equation*}
\varphi_{i}^{\prime}\left(t_{i-1}\right)=\frac{3 a_{i-2} d_{i}}{D_{i}}=\hat{\mu}_{i-1} \tag{3.55}
\end{equation*}
$$

$$
\begin{equation*}
\varphi_{i}^{\prime}\left(t_{i}\right)=\frac{3 a_{i} d_{i-1}}{D_{i}}=\hat{\lambda}_{i} \tag{3.56}
\end{equation*}
$$

Similarly defining,

$$
\varphi_{i+1}(t)= \begin{cases}0 & t \leq t_{i-1}  \tag{3.57}\\ 1 & t \geq t_{i+2}\end{cases}
$$

After imposing the constraints defined in (Equation 3.13), we get,

$$
\begin{equation*}
\varphi_{i+1}\left(t_{i}\right)=\frac{a_{i-1} h_{i-1} d_{i+1}}{D_{i+1}}=\mu_{i} \tag{3.58}
\end{equation*}
$$

$$
\begin{equation*}
1-\varphi_{i+1}\left(t_{i+1}\right)=\frac{a_{i+1} h_{i+1} d_{i}}{D_{i+1}}=\lambda_{i+1} \tag{3.59}
\end{equation*}
$$

$$
\begin{equation*}
\varphi_{i+1}^{\prime}\left(t_{i}\right)=\frac{3 a_{i-1} d_{i+1}}{D_{i+1}}=\hat{\mu}_{i} \tag{3.60}
\end{equation*}
$$

$$
\begin{equation*}
\varphi_{i+1}^{\prime}\left(t_{i+1}\right)=\frac{3 a_{i+1} d_{i}}{D_{i+1}}=\hat{\lambda}_{i+1} \tag{3.61}
\end{equation*}
$$

We can analyze a relation here,

$$
\begin{gather*}
\hat{\mu}_{i-1}=\frac{2}{h_{i-2}} \mu_{i-1}  \tag{3.62}\\
\hat{\lambda}_{i}=\frac{3}{h_{i}} \lambda_{i} \tag{3.63}
\end{gather*}
$$

Where,

$$
\begin{equation*}
d_{i}=\frac{1}{2} a_{i} a_{i-1} v_{i}+a_{i}+a_{i-1} \tag{3.64}
\end{equation*}
$$

And

$$
\begin{equation*}
D_{i}=h_{i-1} d_{i-1} d_{i}+a_{i}\left(h_{i-1}+h_{i}\right) d_{i-1}+a_{i-2}\left(h_{i-2}+h_{i-1}\right) d_{i} \tag{3.65}
\end{equation*}
$$

Now for local support basis, define

$$
\begin{equation*}
B_{i}(t)=\varphi_{i}(t)-\varphi_{i+1}(t) \tag{3.66}
\end{equation*}
$$

$B_{i}$ has the local support $\left(t_{i-2}, t_{i+2}\right)$ and an explicit representation of $B_{j}$ on any interval $\left(t_{i}, t_{i+1}\right), i=j-2, j-1, j, j+1$.

To calculate the local support basis formulation, we have,

$$
\begin{align*}
B_{j}(t)= & (1-\theta)^{2}\left\{1+\theta\left(2-\alpha_{i}\right)\right\} B_{j}\left(t_{i}\right)+\theta(1-\theta)^{2}\left\{\alpha_{i} B_{j}\left(t_{i}\right)+B_{j}^{\prime}\left(t_{i}\right) h_{i}\right\}+ \\
& \theta^{2}(1-\theta)\left\{\beta_{i} B_{j}\left(t_{i+1}\right)-B_{j}^{\prime}\left(t_{i+1}\right) h_{i}\right\}+\theta^{2}\left\{1+(1-\theta)\left(2-\beta_{i}\right)\right\} B_{j}\left(t_{i+1}\right) \tag{3.67}
\end{align*}
$$

Where from (Equation 3.66)

$$
\begin{gather*}
B_{j}\left(t_{i}\right)=B_{j}^{\prime}\left(t_{i}\right)=0, \text { for } i \neq j-1, j, j+1  \tag{3.68}\\
B_{j}\left(t_{j-1}\right)=\mu_{j-1} ; B_{j}^{\prime}\left(t_{j-1}\right)=\hat{\mu}_{j-1}  \tag{3.69}\\
B_{j}\left(t_{j}\right)=1-\lambda_{i}-\mu_{i} ; B_{j}^{\prime}\left(t_{j}\right)=\hat{\lambda}_{j}-\hat{\mu}_{j} \tag{3.70}
\end{gather*}
$$

$$
\begin{equation*}
B_{j}\left(t_{j+1}\right)=\lambda_{j+1} ; B_{j}^{\prime}\left(t_{j+1}\right)=-\hat{\lambda}_{j+1} \tag{3.71}
\end{equation*}
$$

### 3.2.1. Curve Design

Now that we have developed local support basis functions for freeform generic spline formulation, it is desired to devise a convenient methodology to compute the curve representation.

$$
\begin{equation*}
P(t)=\sum_{j=i-1}^{i+2} B_{j}(t) P_{j}, \quad t \in\left[t_{i}, t_{i+1}\right), \quad i=0, \ldots, n-1 \tag{3.72}
\end{equation*}
$$

Using (Equation 3.67) with $j=i-1, i, i+1, i+2$

For $j=i-1$

$$
\begin{equation*}
B_{i-1}(t)=(1-\theta)^{2}\left\{1+\theta\left(2-\alpha_{i}\right)\right\} \lambda_{i}+\theta(1-\theta)^{2}\left(\alpha_{i} \lambda_{i}-\hat{\lambda}_{i} h_{i}\right) \tag{3.73}
\end{equation*}
$$

For $j=i$

$$
\begin{align*}
B_{i}(t)= & (1-\theta)^{2}\left\{1+\theta\left(2-\alpha_{i}\right)\right\}\left(1-\lambda_{i}-\mu_{i}\right)+\theta(1-\theta)^{2}\left\{\alpha_{i}\left(1-\lambda_{i}-\mu_{i}\right)+\left(\hat{\lambda}_{i}-\hat{\mu}_{i}\right) h_{i}+\right. \\
& \theta^{2}(1-\theta)\left(\beta_{i} \lambda_{i+1}+\hat{\lambda}_{i+1} h_{i}\right)+\theta^{2}\left\{1+(1-\theta)\left(2-\beta_{i}\right)\right\} \lambda_{i+1} \tag{3.74}
\end{align*}
$$

For $j=i+1$

$$
\begin{align*}
B_{i+1}(t) & =(1-\theta)^{2}\left\{1+\theta\left(2-\alpha_{i}\right)\right\} \mu_{i}+\theta(1-\theta)^{2}\left(\alpha_{i} \mu_{i}+\hat{\mu}_{i} h_{i}\right)+  \tag{3.75}\\
& \theta^{2}(1-\theta)\left\{\beta_{i}\left(1-\lambda_{i+1}-\mu_{i+1}\right)-\left(\hat{\lambda}_{i+1}-\hat{\mu}_{i+1}\right) h_{i}\right\}+\theta^{2}\left\{1+(1-\theta)\left(2-\beta_{i}\right)\right\}\left(1-\lambda_{i+1}-\mu_{i+1}\right)
\end{align*}
$$

For $j=i+2$

$$
\begin{equation*}
B_{i+2}(t)=\theta^{2}(1-\theta)\left(\beta_{i} \mu_{i+1}-\hat{\mu}_{i+1} h_{i}\right)+\theta^{2}\left\{1+(1-\theta)\left(2-\beta_{i}\right)\right\} \mu_{i+1} \tag{3.76}
\end{equation*}
$$

To prove the partition of unity, add these four basis functions defined in (Equations 3.723.75), we get,

$$
\begin{equation*}
B_{i-1}(t)+B_{i}(t)+B_{i+1}(t)+B_{i+2}(t)=1 \tag{3.77}
\end{equation*}
$$

### 3.2.2. Curve Representation

By local support property,

$$
\begin{equation*}
P(t)=\sum_{j=i-1}^{1+2} B_{j}(t) P_{j}, t \in\left[t_{i}, t_{i+1}\right), i=0,1, \ldots, n-1 \tag{3.78}
\end{equation*}
$$

Where, $P_{j} \in R^{N}, \quad j=0,1, \ldots, n+1$ define the control points of the representation.

We can write (Equation 3.78) as under;

$$
\begin{equation*}
\Rightarrow P(t)=B_{i-1}(t) P_{i-1}+B_{i}(t) P_{i}+B_{i+1}(t) P_{i+1}+B_{i+2}(t) P_{i+2} \tag{3.79}
\end{equation*}
$$

Substituting the values of basis functions, we get the transformation to Bézier form. This form is very convenient for computational purposes.

$$
\begin{equation*}
P_{i}(t)=(1-\theta)^{2}\left\{1+\theta\left(2-\alpha_{i}\right)\right\} F_{i}+\alpha_{i}(1-\theta)^{2} \theta V_{i}+\beta_{i} \theta^{2}(1-\theta) W_{i}+\theta^{2}\left\{1+(1-\theta)\left(2-\beta_{i}\right)\right\} F_{i+1} \tag{3.80}
\end{equation*}
$$

where,

$$
\begin{equation*}
F_{i}=\lambda_{i} P_{i-1}+\left(1-\lambda_{i}-\mu_{i}\right) P_{i}+\mu_{i} P_{i+1} \tag{3.81}
\end{equation*}
$$

$$
\begin{equation*}
F_{i+1}=\lambda_{i+1} P_{i}+\left(1-\lambda_{i+1}-\mu_{i+1}\right) P_{i+1}+\mu_{i+1} P_{i+2} \tag{3.82}
\end{equation*}
$$

$$
\begin{equation*}
V_{i}=\left(\lambda_{i}-\frac{\hat{\lambda}_{i}}{\alpha_{i}} h_{i}\right) P_{i-1}+\left\{\left(1-\lambda_{i}-\mu_{i}\right)+\frac{\left(\hat{\lambda}_{i}-\hat{\mu}_{i}\right)}{\alpha_{i}} h_{i}\right\} P_{i}+\left(\mu_{i}+\frac{\hat{\mu}_{i}}{\alpha_{i}} h_{i}\right) P_{i+1} \tag{3.83}
\end{equation*}
$$

and

$$
\begin{equation*}
W_{i}=\left(\lambda_{i+1}+\frac{\hat{\lambda}_{i+1}}{\beta_{i}} h_{i}\right) P_{i}+\left\{\left(1-\lambda_{i+1}-\mu_{i+1}\right)-\frac{\left(\hat{\lambda}_{i+1}-\hat{\mu}_{i+1)}\right.}{\beta_{i}} h_{i}\right\} P_{i+1}+\left(\mu_{i+1}-\frac{\hat{\mu}_{i+1}}{\beta_{i}} h_{i}\right) P_{i+2} \tag{3.84}
\end{equation*}
$$

### 3.3. Extension to Special Class: Timmer Parametric Cubic Spline

Timmer Parametric cubic curve was proposed by Harry G Timmer of McDonnell Douglas [90]. This curve was modeled after the Bézier curve. The difference is that it follows the control polygon in more restrictive way. Timmer achieved this by forcing the Parametric cubic to pass though the two control points and also through the mid point of the line joining two intermediate points $P_{i, 1}$ and $P_{i, 2}$.

Even though this curve technique is a well accepted one in the field of computer graphics but the designers and practitioners did not opt for it. The rationale was its property of not satisfying the convex hull.

### 3.3.1. Introduction to Timmer Parametric Cubic

The blending functions of Timmer Parametric cubic are;

$$
\begin{equation*}
f_{0}(t)=(1-2 t)(1-t)^{2} \tag{3.85}
\end{equation*}
$$

$$
\begin{equation*}
f_{1}(t)=4 t(1-t)^{2} \tag{3.86}
\end{equation*}
$$

$$
\begin{equation*}
f_{2}(t)=4 t^{2}(1-t) \tag{3.87}
\end{equation*}
$$

$$
\begin{equation*}
f_{4}(t)=(2 t-1) t^{2} \tag{3.88}
\end{equation*}
$$



Figure 3.1 Blending function of Timmer curve

We can note that some part of $f_{0}$ and $f_{3}$ are negative, which shows that it does not follow the convex hull property.

So, the parametric form of Timmer curve is;

$$
\begin{align*}
& H_{i}(t)=(x(t), y(t)) \\
& H_{i}(t)=(1-2 t)(1-t)^{2} P_{i}+4 t(1-t)^{2} P_{i, 1}+4 t^{2}(1-t) P_{i, 2}+(2 t-1) t^{2} P_{i+1} \tag{3.89}
\end{align*}
$$

Where as,

$$
\begin{align*}
P_{i, 1}\left(x_{i, 1}, y_{i, 1}\right) & =P_{i}+\frac{1}{\alpha_{i}} T_{i} \\
& =\left(x_{i}+\frac{1}{\alpha_{i}} M_{i}, y_{i}+\frac{1}{\alpha_{i}} N_{i}\right) \tag{3.90}
\end{align*}
$$

$$
\begin{align*}
P_{i, 2}\left(x_{i, 2}, y_{i, 2}\right) & =P_{i+1}+\frac{1}{\beta_{i}} T_{i+1} \\
& =\left(x_{i+1}-\frac{1}{\beta_{i}} M_{i+1}, y_{i+1}-\frac{1}{\beta_{i}} N_{i+1}\right) \tag{3.91}
\end{align*}
$$

$P_{i}$ and $P_{i+1}$ are the two control points for $i^{\text {th }}$ piece. $P_{i, 1}$ and $P_{i, 2}$ are two intermediate points that are calculated in order to render a piece. $T_{i}\left(M_{i}, N_{i}\right)$ and $T_{i+1}\left(M_{i+1}, N_{i+1}\right)$ are unit tangent vectors at two control points respectively. $\alpha_{i}$ and $\beta_{i}$ are real numbers, which are used as shape parameters.

Now, from (Equation 3.90) and (Equation 3.91), we can write (Equation 3.89) in its coordinate form. So, Timmer parametric cubic is represented as follows,

$$
\begin{align*}
H_{i}(t)= & (1-2 t)(1-t)^{2} P_{i}+4 t(1-t)^{2} t\left(\frac{T_{i}}{\alpha_{i}}+P_{i}\right)+t^{2}(2 t-1) P_{i+1} \\
& +4(1-t) t^{2}\left(\frac{T_{i+1}}{\beta_{i}}+P_{i+1}\right) \tag{3.92}
\end{align*}
$$

### 3.3.2. Properties of Timmer Parametric Cubic

Following are the properties of Timmer curve.

## - Coordinate System Independent

A coordinate system independent curve remains same even if the coordinates are changed. In order to follow this property the polynomial bases must identically sum to one;

$$
\begin{equation*}
\sum_{i=0}^{3} f_{i}(t) \equiv 1 \tag{3.93}
\end{equation*}
$$

This property can be proved by using (Equations 3.85) to (Equation 3.88).

## - Convex Hull Property

The convex hull is a bounding polygon around all control points in such a way that the line joining any two of the control points remain inside the polygon. A curve is said to
fulfill this property if it is coordinate system independent and all the polynomial bases are non-negative. i.e.

$$
\begin{equation*}
\sum_{i=0}^{3} f_{i}(t) \equiv 1, \text { and } f_{i}(t) \geq 0,0 \leq t \leq 1 \tag{3.94}
\end{equation*}
$$

Timmer parametric cubic does not follow this property as already shown in (Figure 3.1). Also it can be seen from (Figure 3.2).


Figure 3.2 Timmer curve disobeying convex hull property

## - Variation Diminishing Property

If a given straight line, lying in the same plane space as that of the curve, intersects the curve in ' $c$ ' number of points and the control polygon in ' $p$ ' number of points then,

$$
\begin{equation*}
c=p-2 j, j \geq 0 \tag{3.95}
\end{equation*}
$$

Considering (Figure 3.3), it is proved that Timmer parametric cubic does not obey this property as well. Here we can see that $c=2$ and $p=0$ and thus $j=-2$, which is negating the property.


Figure 3.3 Timmer parametric cubic disobey VDP

- Symmetry

This property defines that the curve retains the shape even if the points are ordered in reverse order, thus

$$
\begin{equation*}
\sum_{i=0}^{3} f_{i}(t) P_{i} \equiv \sum_{i=0}^{3} f_{i}(1-t) P_{3-i} \tag{3.96}
\end{equation*}
$$

Therefore Timmer follows this property.

## - Invariant Form under Affine Transformation

The two ways for affine transformation are,

1. Transform sampled data points on the curve directly or,
2. Transform only the control points and use the transformed control points to generate new Timmer curve.

For an affine transformation to satisfy, we can write the form,
This can be proved for Timmer as follows,

$$
\begin{gather*}
M: X^{\prime}=A X+b  \tag{3.97}\\
M(H(t))=\sum_{i=0}^{3} f_{i}(t) M\left(P_{i}\right)  \tag{3.98}\\
M(H(t))=A H(t)+b  \tag{3.99}\\
=\sum_{i=0}^{3} f_{i}(t) A P_{i}+\sum_{i=0}^{3} f_{i}(t) b  \tag{3.100}\\
=\sum_{i=0}^{3} f_{i}(t)\left(A P_{i}+b\right) \tag{3.101}
\end{gather*}
$$

$$
\begin{equation*}
=\sum_{i=0}^{3} f_{i}(t) M\left(P_{i}\right) \tag{3.102}
\end{equation*}
$$

Thus, Timmer is affine transformation invariant.

## - Endpoint Interpolation

As in the case of Bézier, Timmer also interpolates the end points of a piece. It meets the following conditions;

$$
\begin{align*}
& f_{0}(0)=1, \quad f_{i}(0)=0, \quad i=1,2,3  \tag{3.103}\\
& f_{3}(1)=1, \quad f_{i}(1)=0, \quad i=1,2,3 \tag{3.104}
\end{align*}
$$

## - Extra Interpolation

Timmer interpolates the point at $t=0.5$, which is actually the mid point of the line segment joining $P_{i, 1}$ and $P_{i, 2}$.

$$
\begin{equation*}
f_{1}(0.5)=0.5, \quad f_{2}(0.5)=0.5, \quad f_{i}(0.5)=0, \quad i=1,3 \tag{3.105}
\end{equation*}
$$

### 3.3.3. Designing $G^{2}$ Continuous Piecewise Timmer Curve using Iterative Scheme

This scheme was proposed by [6], in which, a $G C^{2}$ piecewise Timmer curve is obtained. Data set needed is a set of points in Cartesian coordinate where the points are in the form of $P_{i}\left(x_{i}, y_{i}\right)$ for $i=0,1, \ldots, n$. When there are a small number of points given as interpolating points, one may easily form $G^{2}$ data for those points in order to render a Timmer Curve with $G^{2}$ continuity. However, when there are large numbers of points, then forming $G^{2}$ data for the given data points become troublesome. This scheme proposes a solution to this problem. In this case the curve passes through the points matching the unit tangent vectors and signed curvature at respective point.

The tangent vectors are calculated as follows [29],

$$
\begin{equation*}
T_{0}=2\left(P_{1}-P_{0}\right)-\frac{\left(P_{2}-P_{0}\right)}{2} \tag{3.106}
\end{equation*}
$$

$$
\begin{equation*}
T_{n}=2\left(P_{n}-P_{n-1}\right)-\frac{\left(P_{n}-P_{n-2}\right)}{2} \tag{3.107}
\end{equation*}
$$

$$
\begin{equation*}
T_{i}=a_{i}\left(P_{i}-P_{i-1}\right)+\left(1-a_{i}\right)\left(P_{i+1}-P_{i}\right) \tag{3.108}
\end{equation*}
$$

where,

$$
\begin{equation*}
a_{i}=\frac{\left\|P_{i+1}-P_{i}\right\|}{\left\|P_{i+1}-P_{i}\right\|+\left\|P_{i}-P_{i-1}\right\|} \tag{3.109}
\end{equation*}
$$

Here (Equation 3.106) represents tangent vector at the first point, (Equation 3.107) represents the tangent vector at the last point and the rest of intermediate tangent vectors are calculated using (Equation 3.108).

The unit tangent vectors are used to fix the direction of travel of a curve. Therefore the unit tangent vectors at each interpolating points are formulated as follows,

$$
\begin{equation*}
T_{i}=\left(M_{i}, N_{i}\right)=\frac{D_{i}}{\left\|D_{i}\right\|}, \quad i=1,2, \ldots n-1 \tag{3.110}
\end{equation*}
$$

The Timmer curve is defined as in (Equation 3.89), however the intermediate control points are calculated as follows;

$$
\begin{equation*}
P_{i, 1}\left(x_{i, 1}, y_{i, 1}\right)=\left(x_{i}+\frac{M_{i}}{\alpha_{i}}, y_{i}+\frac{N_{i}}{\alpha_{i}}\right) \tag{3.111}
\end{equation*}
$$

$$
\begin{equation*}
P_{i, 2}\left(x_{i, 2}, y_{i, 2}\right)=\left(x_{i+1}-\frac{M_{i+1}}{\alpha_{i}}, y_{i+1}-\frac{N_{i+1}}{\alpha_{i}}\right) \tag{3.112}
\end{equation*}
$$

Now, substituting (Equation 3.111) into (Equation 3.89). Each Timmer curve is dependent upon a single variable, $\alpha_{i}$.

$$
\begin{equation*}
H_{i}(t)=\frac{P_{i} \alpha_{i}+t\left\{4(t-1)\left[T_{i}(t-1)+T_{i+1} t\right]+t \alpha_{i}(2 t-3)\left(P_{i}-P_{i+1}\right)\right.}{\alpha_{i}} \tag{3.113}
\end{equation*}
$$

The first and second derivatives of $H_{i}(t)$ are;

$$
\begin{gather*}
H_{i}^{\prime}(t)=\frac{4\left[T_{i}-2\left(2 T_{i}+T_{i+1}\right) t+3\left(T_{i}+T_{i+1}\right) t^{2}\right]+6 t(t-1)\left(P_{i}-P_{i+1}\right) \alpha_{i}}{\alpha_{i}}  \tag{3.114}\\
H_{i}^{\prime \prime}(t)=\frac{-8\left(2 T_{i}+T_{i+1}\right)+24\left(T_{i}+T_{i+1}\right) t+6 \alpha_{i}(2 t-1)\left(P_{i}-P_{i+1}\right)}{\alpha_{i}} \tag{3.115}
\end{gather*}
$$

The formula for signed curvature is defined as follows,

$$
\begin{equation*}
K_{i}(t)=\frac{H x^{\prime}(t) H y^{\prime \prime}(t)-H x^{\prime \prime}(t) H y^{\prime}(t)}{\left(\sqrt{\left\{H x^{\prime}(t)\right\}^{2}+H\left\{y^{\prime}(t)\right\}^{2}}\right)^{3}} \tag{3.116}
\end{equation*}
$$

At $t=0$;

$$
\begin{equation*}
K_{i}(0)=\frac{\alpha_{i}}{8}\left\{4 M_{i+1} N_{i}-4 M_{i} N_{i+1}+3\left[N_{i}\left(x_{i}-x_{i+1}\right)+M_{i}\left(y_{i+1}-y_{i}\right)\right] \alpha_{i}\right\} \tag{3.117}
\end{equation*}
$$

And at $t=1$;

$$
\begin{equation*}
K_{i}(1)=\frac{\alpha_{i}}{8}\left\{N_{i+1}\left[3 \alpha_{i}\left(x_{i+1}-x_{i}\right)-4 M_{i}\right]+M_{i+1}\left[4 N_{i}+3\left(y_{i}-y_{i+1}\right) \alpha_{i}\right]\right\} \tag{3.118}
\end{equation*}
$$

An initial positive value of $\alpha_{0}$ is required for this scheme to work. This $\alpha_{0}$ is required to calculate the value of $K_{0}(1)$, by using the following constraint;

$$
\begin{equation*}
K_{i}(0)=K_{i-1}(1), \quad i=1, \ldots n \tag{3.119}
\end{equation*}
$$

By utilizing the (Equation 3.117) and (Equation 3.118), an equation is achieved in quadratic form.

$$
\begin{equation*}
a \alpha_{i}^{2}+b \alpha_{i}+c=0 \tag{3.120}
\end{equation*}
$$

where,

$$
\begin{align*}
& a=\frac{3}{8}\left[N_{i}\left(x_{i}-x_{i+1}\right)+M_{i}\left(y_{i+1}-y_{i}\right)\right] \\
& b=\frac{1}{2}\left(M_{i+1} N_{i}-M_{i} N_{i+1}\right) \quad \text { and }  \tag{3.121}\\
& c=-K_{i-1}(1)
\end{align*}
$$

The general solution for $\alpha_{i}$ is stated as follows;

$$
\begin{align*}
\alpha_{i}= & \frac{2\left[\left(M_{i} N_{i+1}-M_{i+1} N_{i}\right)\right.}{3\left\{N_{i}\left(x_{i}-x_{i+1}\right)+M_{i}\left(y_{i+1}-y_{i}\right)\right\}} \pm \\
& \frac{\sqrt{\left.\left(M_{i} N_{i+1}-M_{i+1} N_{i}\right)^{2}-6\left\{N_{i}\left(x_{i}-x_{i+1}\right)+M_{i}\left(y_{i+1}-y_{i}\right)\right\} K_{i-1}(1)\right]}}{3\left\{N_{i}\left(x_{i}-x_{i+1}\right)+M_{i}\left(y_{i+1}-y_{i}\right)\right\}} \tag{3.122}
\end{align*}
$$

If there exists a real positive solution for $\alpha_{i}$, then it is selected to render Timmer curve.

The general algorithm to generate a $G^{2}$ piecewise Timmer curve is shown in (Algorithm 3.1):

## Algorithm 3.1

Step1: For $i=0$, to $n$ do
Step1.1: Define $P_{i}\left(x_{i}, y_{i}\right)$
Step1.2: Calculate $T_{i}\left(M_{i}, N_{i}\right)$ using (Equation 3.110)

Step2: Define $\alpha_{0}$
Step2.1: Calculate $K_{0}(1)$ using (Equation 3.118)
Step2.2: Calculate $P_{0,1}$ and $P_{0,2}$ using (Equation 3.112)

Step2.3: Render the curve $H_{0}(t)$, with $0 \leq t \leq 1$ where $H_{0}(t)$ is given by (Equation 3.89)
Step3: For $i=0$, to $n-1$ do
Step3.1: $K_{i}(0)=K_{i-1}(1)$ as defined in (Equation 3.119)

Step3.2: Solve (Equation 3.122) to obtain $\alpha_{i}$

Step3.3: Select $\alpha_{i}$ with real positive number

Step3.4: Calculate $P_{i, 1}$ and $P_{i, 2}$ using (Equation 3.112)

Step3.5: Render the curve $H_{i}(t)$, with $0 \leq t \leq 1$ where $H_{i}(t)$ is given by (Equation 3.89)

### 3.3.4. Shape Control for Timmer Curves

A very useful and fascinating feature of cubic curve is the introduction of local control of a shape. This helps a user to define a specific shape and then allows him to play with the shape of the curve without changing the data set of control points. Related research and mathematical formulation of local control can be found in $[7,87,88]$. We have also developed the shape control for parametric cubic piecewise $G C^{1}$ and $G C^{2}$ continuous Timmer curves.

## - Piecewise Timmer Curve with Shape control and GC ${ }^{1}$ Continuity

The data set for $G C^{1}$ continuity is, set of points and shape parameters $\alpha$ and $\beta$ for each piece. In this kind of interpolation, the curve passes through each point matching the unit tangent vectors.

In order to render a $G C^{1}$ curve, we will use (Equation 3.92). The steps required to program this scheme are;

## Algorithm 3.2

Step1: Define all data points $P_{i}, i=1$, to $n$

Step1.1: Define all shape parameters for each piece. $\alpha_{i}$ and $\beta_{i}, i=1$, to $n-1$.
Step1.2: Calculate Tangent vectors for first and last point, using (Equation 3.106) and (Equation 3.107)

Step2: Calculate all intermediate Tangent vectors using (Equation 3.108)
Step2.1: Calculate the unit components of each vector.
Step3: Render the curve piece by piece using (Equation 3.92)

## - Piecewise Timmer Curve with Shape control and GC ${ }^{\mathbf{2}}$ Continuity

In this scheme we are given a set of data points and the shape parameters $\alpha$ and $\beta$. To develop $G C^{2}$ continuity, we not only force the curve to pass through the control points but also the second derivative matches at the points that are joining two different pieces.

Here the condition to be satisfied is;

$$
\begin{equation*}
H_{i-1}^{\prime \prime}(1)=H_{i}^{\prime \prime}(0) \tag{3.123}
\end{equation*}
$$

Taking $1^{\text {st }}$ and $2^{\text {nd }}$ derivative of (Equation 3.92), we will get (Equation 3.124) and (Equation 3.125) respectively.

$$
\begin{equation*}
H_{i}^{\prime}(t)=\frac{2\left[2 \alpha_{i} T_{i+1}(2-3 t) t+\beta_{i}(t-1)\left\{T_{i}(6 t-2)+3 \alpha_{i} t\left(P_{i}-P_{i+1)}\right)\right\}\right]}{\alpha_{i} \beta_{i}} \tag{3.124}
\end{equation*}
$$

$$
\begin{equation*}
H_{i}^{\prime \prime}(t)=\frac{2\left[4 \alpha_{i} T_{i+1}(1-3 t)+\beta_{i}\left\{4 T_{i}(3 t-2)+3 \alpha_{i}(2 t-1)\left(P_{i}-P_{i+1}\right)\right\}\right]}{\alpha_{i} \beta_{i}} \tag{3.125}
\end{equation*}
$$

Constrain given by (Equation 3.123) will give us the tri-diagonal system of $n-2$ linear equations for $n$ unknown Tangent vectors.

$$
\begin{equation*}
w_{i} T_{i-1}+x_{i} T_{i}+y_{i} T_{i+1}=z_{i}, \quad i=2, \ldots, n-1 \tag{3.126}
\end{equation*}
$$

where,

$$
\begin{equation*}
w_{i}=4 \alpha_{i} \beta_{i} \beta_{i-1} \tag{3.127}
\end{equation*}
$$

$$
\begin{equation*}
x_{i}=8 \alpha_{i-1} \beta_{i}\left(\alpha_{i}+\beta_{i-1}\right) \tag{3.128}
\end{equation*}
$$

$$
\begin{equation*}
y_{i}=4 \alpha_{i} \alpha_{i-1} \beta_{i-1} \tag{3.129}
\end{equation*}
$$

$$
\begin{equation*}
z_{i}=-3 \alpha_{i} \beta_{i} \alpha_{i-1} \beta_{i-1}\left(P_{i-1}-P_{i+1}\right) \tag{3.130}
\end{equation*}
$$

Now we need two more equations to solve for $n$ unknown Tangent vectors. These two equations are derived using the Type 1 first derivative end conditions.

$$
\begin{equation*}
m_{1}=f^{\prime}\left(t_{1}\right) \text { and } m_{n}=f^{\prime}\left(t_{n}\right) \tag{3.131}
\end{equation*}
$$

This manipulation will provide us with a system in following form,

$$
\begin{equation*}
A T=B \tag{3.132}
\end{equation*}
$$

Where, $A$ is the tri-diagonal matrix of co-efficient. $T$ is the unknown matrix of Tangent vectors and $B$ is the constants matrix. After applying the end conditions we can transfer the terms involving the end conditions $m_{1}$ and $m_{n}$ to the right hand side. Finally we can find the Tangent vectors by,

$$
\begin{equation*}
T=A^{-1} B \tag{3.133}
\end{equation*}
$$

Once we have got all the data points, their respective unit tangents and shape parameters, we can easily compute the Timmer curve in a piece by piece fashion using (Equation 3.92).

The steps required to program this scheme are;

## Algorithm 3.3

Step1: Define all data points $P_{i}, i=1$, to $n$

Step1: Define all shape parameters for each piece. $\alpha_{i}$ and $\beta_{i}, i=1, t o \quad n-1$.

Step2: Construct the tri-diagonal system of linear Equations using (Equation 3.126)
Step2: Calculate the Tangent vectors using (Equation 3.133)
Step3: Render the curve piece by piece using (Equation 3.130)

### 3.4. Results and Analysis

The tension behavior, including interval tension, point tension and global tension of the generic cubic spline model is tested for the interpolant and local support basis form. We have tested the effects for the range of values of data set in $R^{2}$. The default values of shape parameters $v_{i}$ will be assumed as zero $\forall i$ and parameters $\omega_{i}$ as $1 \forall i$. The default values of shape parameters give us $C^{2}$ continuous curve design. The $v_{i}$ are termed point tension factors because they tighten a parametric curve at the ith point. The $\omega_{i}$ are termed interval weights because they tighten the curve on the ith interval. Further more it is important to note that parameters $\alpha_{i}$ and $\beta_{i}$ define the class of spline as special case. For example, $\alpha_{i}=\beta_{i}=2 \forall i$, define cubic Ball curves, $\alpha_{i}=\beta_{i}=3 \forall i$, define cubic Bézier curves and $\alpha_{i}=\beta_{i}=4 \quad \forall i$, define cubic Timmer curves. By default we have demonstrated our results for cubic Bézier curves. As special case we have demonstrated the results and shown the effect of shape parameters for cubic Timmer curves.

In (Figures 3.4-3.10), we have demonstrated the shape control for the interpolant form of generic cubic spline model. We can observe that, the interpolant form follows the control polygon in a very restrictive manner. We see that positive increase in global values of point and interval tension parameters do not produce any affect at all as shown in (Figure 3.5 and 3.6). Where as, the progressive change in negative global values of shape parameters produce considerable effect on the shape of the curve. It is observed from (Figures $3.7-3.10$ ) that for lower values, the curve tends to bulge inside but as we further decrease these values, the curve tends towards the control polygon. The inside bulging is due to the violation of geometric properties.

The freeform curve design is much more effective and a user can play with the shape parameters in greater control as compared to the interpolant form. This is depicted in (Figures 3.11-3.37). In (Figures 3.13-3.16) we can observe the impact of progressive increase in global values of point tension parameters. As we keep on increasing the values, the curve tends to follow the control polygon. Moreover we also observe the effect of point tension at specified points in (Figures $3.21-3.24$ ). We observe that the increment in point tension parameters leads to cusp, which is in fact the condition of $C^{0}$ or $G^{0}$ parametric continuity. Moreover it is also observed that the change in point tension parameters exert influence of some degree on the adjacent curve pieces as well. (Figures $3.17-3.20$ ) show the influence of change in parameters for interval tension at the base. We have demonstrated that increase in values produces the effect of control polygon. Finally we show the effect of negative values for global values of point tension parameters in (Figures $3.21-3.37$ ). We get very interesting shapes as we keep on
decreasing the values and the further decrement result in remapping of the curve to the control polygon as in case of global values of point tension parameters

In case of cubic Timmer parametric spline's interpolant form, we can notice that when interval tension is applied at a certain piece the intermediate points tend to overlap the control points and due to which the curve is stretched and consequently it is then appeared as straight line for that specific piece. Looking at (Equations 3.111 and 3.112), one can notice that as we increase the values of $\alpha_{i}$ and $\beta_{i}$ the tangent vector approaches zero and therefore making the intermediate point equal to the control point. Since the effect of tangent is nullified that's why points are joined as straight line.

### 3.4.1 Interpolant Form



Figure 3.4 Default values of shape parameters. $\omega_{i}=1$ and $v_{i}=0, \forall i$


Figure 3.5 Global values of point tension shape parameter. $\omega_{i}=1$ and $v_{i}=10, \forall i$


Figure 3.6 Global values of point tension shape parameter. $\omega_{i}=1$ and $v_{i}=50, \forall i$


Figure 3.7 Interval values of shape parameter. $\omega_{i}=100$ and $v_{i}=0, \forall i$


Figure 3.8 Global values of point tension shape parameter. $\omega_{i}=1$ and $v_{i}=-3, \forall i$


Figure 3.9 Global values of point tension shape parameter. $\omega_{i}=1$ and $v_{i}=-15, \forall i$


Figure 3.10 Global values of point tension shape parameter. $\omega_{i}=1$ and $v_{i}=-25, \forall i$


Figure 3.11 Global values of point tension shape parameter. $\omega_{i}=1$ and $v_{i}=-50, \forall i$

### 3.4.2 Local Support Basis Form



Figure 3.12 Default values of parameters $\omega_{i}=1$ and $v_{i}=0$ for shape Pot


Figure 3.13 Default values of parameters $\omega_{i}=1$ and $v_{i}=0$ for shape Square


Figure 3.14 Global values of point tension parameters $\omega_{i}=1$ and $v_{i}=10$


Figure 3.15 Global values of point tension parameters $\omega_{i}=1$ and $v_{i}=100$


Figure 3.16 Global values of point tension parameters $\omega_{i}=1$ and $v_{i}=10$


Figure 3.17 Global values of point tension parameters $\omega_{i}=1$ and $v_{i}=100$


Figure 3.18 Interval tension values of parameters for bottom segment $\omega=10$ and

$$
v=0
$$



Figure 3.19 Interval tension values of parameters for bottom segment $\omega=100$ and

$$
v=0
$$



Figure 3.20 Interval tension values of parameters for bottom segment $\omega=10$ and

$$
v=0
$$



Figure 3.21 Interval tension values of parameters for bottom segment $\omega=100$ and

$$
v=0
$$



Figure 3.22 Point tension values at specified points $\omega=1$ and $v=10$


Figure 3.23 Point tension values at specified points $\omega=1$ and $v=100$


Figure 3.24 Point tension values at specified points $\omega=1$ and $v=10$


Figure 3.25 Point tension values at specified points $\omega=1$ and $v=100$


Figure 3.26 Global values of point tension parameters $\omega_{i}=1$ and $v_{i}=-3$


Figure 3.27 Global values of point tension parameters $\omega_{i}=1$ and $v_{i}=-5$


Figure 3.28 Global values of point tension parameters $\omega_{i}=1$ and $v_{i}=-8$


Figure 3.29 Global values of point tension parameters $\omega_{i}=1$ and $v_{i}=-10$


Figure 3.30 Global values of point tension parameters $\omega_{i}=1$ and $v_{i}=-20$


Figure 3.31 Global values of point tension parameters $\omega_{i}=1$ and $v_{i}=-25$


Figure 3.32 Global values of point tension parameters $\omega_{i}=1$ and $v_{i}=-50$


Figure 3.33 Global values of point tension parameters $\omega_{i}=1$ and $v_{i}=-3$

Figure 3.34 Global values of point tension parameters $\omega_{i}=1$ and $v_{i}=-5$


Figure 3.35 Global values of point tension parameters $\omega_{i}=1$ and $v_{i}=-8$


Figure 3.36 Global values of point tension parameters $\omega_{i}=1$ and $v_{i}=-10$


Figure 3.37 Global values of point tension parameters $\omega_{i}=1$ and $v_{i}=-20$


Figure 3.38 Global values of point tension parameters $\omega_{i}=1$ and $v_{i}=-50$

### 3.4.3 Timmer Parametric Cubic



Figure 3.39 Global values of shape parameters $\alpha_{i}=1$ and $\beta_{i}=1$


Figure 3.40 Global values of shape parameters $\alpha_{i}=2$ and $\beta_{i}=2$


Figure 3.41 Global values of shape parameters $\alpha_{i}=3$ and $\beta_{i}=3$


Figure 3.42 Global values of shape parameters $\alpha_{i}=4$ and $\beta_{i}=4$


Figure 3.43 Global values of shape parameters $\alpha_{i}=20$ and $\beta_{i}=20$


Figure 3.44 Interval tension at base $\alpha=15$ and $\beta=15$, for default $=1$


Figure 3.45 Global values of shape parameters $\alpha_{i}=-10$ and $\beta_{i}=-10$


Figure 3.46 Interval tension at base $\alpha=-5$ and $\beta=-5$, for default $=3$

### 3.5. Conclusion

Cubic spline method has been developed with the prospect of its applications in Computer Graphics and Geometric Modeling. The proposed methodology covered in this chapter includes the development of $G C^{2}$ interpolatory form of curve design and as well as freeform $G C^{2}$ curve design. The free form curve design is developed through the construction of local support B-Spline like basis functions. Our proposed approach incorporates all the good features of cubic splines and along with that it also includes two families of shape design, known as point and interval tension, which behave in well controlled and meaningful way. Further more the freeform curve design also enjoys the features of local control and as well as global control. However, we have not considered the use of shape parameters for control of convexity for the interpolatory case. Moreover, our approach also recovers $C^{2}$ continuity as special case. We have also studied a special class of our generic spline model, Timmer parametric cubic splines. We have designed its interpolant forms for $C^{1}$ and $C^{2}$ continuous shapes. Also we have studied the shape control parameters for this class.

## CHAPTER 4

## Curve Design

Data point approximation is a renowned problem of computer graphics, computer vision, image analysis, CAD/CAM etc. This kind of approximation is usually done by computing a curve close to the data point set $[1,10,16,40,58]$. The representation of planar object in terms of curve has many advantages, for example, scaling, shearing, translation, rotation and clipping operations can be performed. Further more we get the freedom to play with the shape of the object and we can tune it as desired and thus extending this research work for object designing.

Vectorization of raster graphics is one of the fundamental research areas of computer graphics, image processing and computer vision. A lot of research has been done in this area $[2-5,8,17,18,20,22,53,54]$. The application ranges from designing and reconstruction to recognition of objects. These objects vary from simple to complex geometrical shapes like space craft model, structural objects related to civil engineering, mechanical engineering objects, bio-medial equipment designing etc.

Most of the research has tackled this kind of problem by curve subdivision or curve segmentation $[68,89]$. Curve segmentation is advantageous in a way that it gives a rough geometry of the shape. Approaches used to achieve this task are polygonal approximations [5,8,22], circular arc approximations [2,18,25,26,31,35,38,39,47-49,52,63,65-67] and approximations using cubic or higher order splines [17,19,27,28,33,53,54,74].

Many approaches discussed use parametric piecewise-cubic functions, which are used throughout the computer graphics industry to represent curved shapes. For many applications, it is preferable to have such representation from a closely spaced set of points that approximate the desired curve.

A non-parametric dominant point detection algorithm was proposed in [22], it used these dominant points for polygonization of digital curves. The problem with polygonal approximation is that these approaches are rarely used for shape analysis [5,8].

Algorithm for conic approximation is proposed in [35,47,66,67]. The combination of line segments and circular arcs for object approximation can be seen in [25,26,63]. In [18] the authors have proposed a scheme to construct a curvature continuous conic spline. They presented the conic spline curve fitting and fairing algorithm using conic arc scaling. The smoothing is done by removing unwanted curvature extrema. Conic splines can also be used to fit a piecewise linear curve or another smooth curve [48]. Algorithms for data
fitting by arc spline curves is also presented in $[38,49]$. A method for segmentation of curves into line segments and circular arcs by using types of breakpoints is proposed in [2]. Advantage of this technique is that it is threshold free and transformation invariant. The authors have defined five categories of breakpoints. The line and conic segmentation and merging is based on these breakpoints. The computational complexity of the proposed algorithm is $\mathrm{O}(\mathrm{nlogn})$. Short coming of arc splines is that they cannot be used for high quality shape modeling as desired smoothness cannot be achieved.

Least square fitting is mostly adopted in approximations which use splines and higher order polynomials. Usually the objective is to minimize the sum squared error measures [31,39,52,65]. This kind of fitting is largely dependent upon proper parameterization [74]. Another approach is based on active contour models known as snakes. Application of this approach is $[19,27,28]$. This technique is also based on parameterization. Enhancement to the scheme by adjusting both number and position of control points of the active spline curve is shown in [17]. Here the authors used curve approximation using iterative optimization with B-spline curve based on squared distance minimization.

Another way, other than parametric form, is to use implicit form of the polynomial. Curve reconstruction problem is solved by approximating the point clouds using implicit B-spline curve. Trust region algorithm is used in optimization theory as minimization heuristics [4]. Techniques described for fitting implicitly defined algebraic spline curves
and surfaces to scattered data by simultaneously approximating points and associated normal vectors are proposed by $[37,50,51]$.

In our case the data point set represents planar object, the outline of which we want to capture. We present an iterative process to achieve our objective. The algorithms comprise of first finding the contour of the gray scaled bitmap image. Then the corners are detected using [1]. The first two steps are taken as preprocessing steps. We are using generic cubic spline curves, described in last chapter, for curve fitting. We have proposed two classes of algorithms. The first one involves random process and the second one is about the application of fuzzy inference rules. The first class includes further the description of four different variations.

In the first class of algorithms, for each iteration we are inserting random point(s) as knot in every piece if the distance of random point(s) and its corresponding contour point(s), $d$, is greater then $\varepsilon$. This is computationally much efficient as compared to computing least square distance or least mean square error for all data points. We stop the iteration when all $d$ ' $s$ are less than $\varepsilon$. In the other class of algorithm, we take three random points and then compute their fuzzy membership for being a knot. The one with the highest fuzzy value is then taken as a knot. Again this algorithm is also iterative in nature and it stops when for all pieces the distance between fuzzy knot and corresponding contour point is less than $\varepsilon$. The second algorithm is little bit costlier in terms of time complexity as compared to other algorithms but it gives better curve approximation.

Our proposed algorithm for capturing the outline of digital images in general consists of the following steps;

- Finding Boundary of Object
- Detecting Corner from the Boundary
- Curve Fitting with Cubic Spline
- Inserting Knots for Breaking the Segment

The flow of the program is shown in (Figure 4.1). The steps are discussed in details in later sections.


Figure 4.1 Outline capturing of the digital images

### 4.1 Preprocessing

This step consists of first finding the boundary of the planar object and then using the output to find the corner points or the significant points.

### 4.1.1 Finding Boundary of Planar Object

The image of the object can be acquired either by scanning or by making it in software like MS-Paint or Adobe Photoshop. In case of scanning the quality of scanned image is dependent upon factors such as paper quality and scanning resolution. The better the resolution and paper quality the better will be the image. On the other hand if software is used then the quality is dependent upon the format in which the image is stored. For example, .bmp files have more detail than .jpeg.

The aim of boundary detection is to produce an object's shape in graphical or non-scalar representation. Chain codes $[34,36]$ are the most widely used representations. Other well known representations are syntactic techniques, boundary approximations and scalespace techniques. The benefit of using chain code is that it gives the direction of edges. The boundary points are selected as contour points based on their corner strength and fluctuations.

Chain codes were initially proposed by Freeman. The methodology adopted to detect the boundary is by encoding the shape boundary as a sequence of connected line segments of specified length and direction. The direction of a segment is coded using either 4connected or 8 -connected schemes. In both schemes initially a point is selected using either horizontal or vertical scan. After this, the 4-connected or 8-connected component algorithm is applied. Both algorithms work in intensive stack formulation. Incase of 4connected, four neighboring points are analyzed. These points are pixel positions that are right, left, above and below the current pixel. The second method is a little more complex. In this method the set of neighboring positions to be tested include the four diagonal pixels as well.

The point set obtained after this step is known as contour of the object. The bitmap image and its contour are shown in (Figures 4.2) and (Figure 4.3) respectively.


Figure 4.2 Bitmap image


## Figure 4.3 Contour of the bitmap image

### 4.1.2 Corner Detection

Accurate detection of corners in digital images accounts in the geometrical feature representation and analysis $[1,22]$. The corner detector used in this phase is described in detail in Chapter 2. However, for the ease of readers, we present the summary of proposed scheme.

The algorithm is composed of three phases. Slope analysis is done in the first phase. In this phase candidate points are chosen if slope is changing. These candidate points are then passed to the second phase where closed coordinate points are removed. The second phase acts as a preprocessing step for the third phase, which is the last phase of our algorithm and gives the valid corner points as result. This phase is used to remove the points which are lying in near proximities to each other and are selected in clusters because of jaggy nature of contour. The removal process is based upon angular
measurement. If the angle calculated exceeds a threshold then the candidate point is dropped from the list of valid corners.

In each phase the algorithm involves tuning parameters, which are used as thresholds. First phase includes Zero Count Threshold (ZCT). ZCT is used to differentiate a jaggy from a straight line. This is needed because we are selecting the two end points of straight line. Incase of jaggy, we do not select the end points as candidate points for being corners. Distance Threshold (DT) is used in second phase of the algorithm. It is used to remove all those candidate points which are in the limits of DT. Finally Tolerance Angle (TA) is applied in the third and final phase. It is calculated with the help of consecutive three candidate points. If these three points make an angle greater than TA then the middle point is removed from the list of valid corner points. The default value of ZCT is 7, DT is 5 and TA is $152^{\circ}$.

The advantage of this technique is that, we can apply this algorithm for smooth functions as well as irregular objects with jaggies. A distinct property of our algorithm is that the default values of tuning parameters work equally well for almost all the shapes, regardless of the object contour. Further, the change in default parameters does not produce much impact on the outcome. The corner points of the image are shown in (Figure 4.4).


Figure 4.4 Corner Points of the Image

### 4.2 Curve Fitting with Cubic Spline Model

The motive of finding the corner points was to divide the contour into pieces. Each piece contains the data points in between two subsequent corners inclusive. This means that if there are $m$ corner points $c p_{1}, c p_{2}, \ldots, c p_{m}$ then there will be $m$ pieces $p_{1}, p_{2}, \ldots, p_{m}$. We treat each piece separately and fit the spline [55] to it. First piece includes all the contour points in between $c p_{1}$ and $c p_{2}$ including them as well. Second piece contains all contour points in between $c p_{2}$ and $c p_{3}$ inclusive. Consequently, the $m^{t h}$ piece contains all contour points between $c p_{m}$ and $c p_{1}$. This is represented in (Figure 4.5).


Figure 4.5 Contour Division into Pieces

After breaking the contour of the image into different pieces, we fit the spline curve to each piece. For this purpose we have used piecewise parametric rational cubic spline interpolant. Each parametric spline is $G C^{2}$ continuous.

### 4.2.1 Cubic Spline Interpolant Form

We have used the interpolant form of the cubic generic spline model that we have already explained in detail in (Section 3.1). However, for the ease of readers we will present the concepts again in brevity.

The cubic generic spline model is given as under,

$$
\begin{equation*}
P_{i}(t)=(1-\theta)^{2}\left\{1+\theta\left(2-\alpha_{i}\right)\right\} F_{i}+\alpha_{i}(1-\theta)^{2} \theta V_{i}+\beta_{i}(1-\theta) \theta^{2} W_{i}+\theta^{2}\left\{1+(1-\theta)\left(2-\beta_{i}\right)\right\} F_{i+1} \tag{4.1}
\end{equation*}
$$

where,

$$
\begin{equation*}
\left.\theta\right|_{\left[t_{i}, t_{i+1}\right)}(t)=\frac{\left(t-t_{i}\right)}{h_{i}} \tag{4.2}
\end{equation*}
$$

and

$$
\begin{equation*}
V_{i}=F_{i}+\frac{M_{i} h_{i}}{\alpha_{i}}, W_{i}=F_{i+1}-\frac{M_{i+1} h_{i}}{\beta_{i}} \tag{4.3}
\end{equation*}
$$

To get the control points $\left\{F_{i}, V_{i}, W_{i}, F_{i+1}\right\}$, we made use of a Bernstein-Bezier representation where we can impose the Hermite interpolation condition.

$$
\begin{array}{cr}
P\left(t_{i}\right)=F_{i}, & P\left(t_{i+1}\right)=F_{i+1} \\
P^{\prime}\left(t_{i}\right)=M_{i}, & P^{\prime}\left(t_{i+1}\right)=M_{i+1} \tag{4.4}
\end{array}
$$

$F_{i}$ and $F_{i+1}$ are corner points of $i^{\text {th }}$ piece. $M_{i}$ and $M_{i+1}$ are the corresponding tangents at corner points.

To construct the parametric $G C^{2}$ cubic generic spline interpolant on the interval $\left[t_{0}, t_{n}\right]$ we have $F_{i} \in R^{m}, \quad i=0, \ldots, n$ as interpolation data at knots $t_{i}, \quad i=0, \ldots, n$. The derivatives $M_{i} \in R^{m}$ can be found out by the imposition of $G C^{2}$ constraints on the piecewise defined Hermite form of the spline model. The $G C^{2}$ constraint can be written as,

$$
\begin{equation*}
P_{i}^{\prime \prime}\left(t_{i}\right)=\frac{v_{i}}{\omega_{i}} P_{i-1}^{\prime}\left(t_{i}\right)+\frac{\omega_{i-1}}{\omega_{i}} P_{i-1}^{\prime \prime}\left(t_{i}\right) \tag{4.5}
\end{equation*}
$$

This gives us the tri-diagonal system of consistency equations,

$$
\begin{equation*}
\frac{2 \omega_{i-1} M_{i-1}}{\omega_{i} h_{i-1}}+\left(\frac{4 \omega_{i-1}}{\omega_{i} h_{i-1}}+\frac{v_{i}}{\omega_{i}}+\frac{4}{h_{i}}\right) M_{i}+\frac{2 M_{i+1}}{h_{i}}=\frac{6 \Delta_{i}}{h_{i}}+\frac{6 \omega_{i-1} \Delta_{i-1}}{\omega_{i} h_{i-1}} \tag{4.6}
\end{equation*}
$$

where,

$$
\begin{equation*}
\Delta_{i}=\frac{F_{i+1}-F_{i}}{h_{i}} \tag{4.7}
\end{equation*}
$$

Multiply (Equation 4.6) by $\omega_{i} / 2$ and then put the $c_{i}=\omega_{i} / h_{i}$, we get.

$$
\begin{equation*}
c_{i-1} M_{i-1}+\left\{\frac{v_{i}}{2}+2 c_{i-1}+2 c_{i}\right\} M_{i}+2 c_{i} M_{i+1}=3 c_{i} \Delta_{i}+3 c_{i-1} \Delta_{i-1} \tag{4.8}
\end{equation*}
$$

Dividing (Equation 4.8) by the co-efficient of $M_{i}$ will give us unit diagonal form,

$$
\begin{equation*}
a_{i} M_{i-1}+M_{i}+c_{i} M_{i+1}=b_{i}, \quad i=1, \ldots, n-1 \tag{4.9}
\end{equation*}
$$

Then (Equation 4.9) will give us diagonally dominant tri-diagonal system of linear equations in the unknowns $M_{i}$ where, $i=1, \ldots, n-1$.

Spline fitting is shown in (Figure 4.6).


Figure 4.6 Spline fit over Object Contour

### 4.3 Knot Insertion

We have developed two classes of algorithms, namely Randomized Knot Insertion and Fuzzy Random Knot Insertion. Algorithms in both classes are iterative and random in nature and run piecewise on the contour of the object. Since the algorithms are random in nature therefore for each run, approximation takes different number of iterations for curve fitting.

### 4.3.1. Randomized Knot Insertion

The idea here is to fit a spline model to the object contour in such a way that the spline curve approximates the data points on the contour. The whole process is done in piecewise manner. The contour is divided into multiple segments. We consider all segments or pieces one by one, in each iteration. We have devised four algorithms based on this idea. All algorithms vary from each other in knot selection.

In our first algorithm, Single Unconstrained Random Point Algorithm, we pick a point on the spline curve at random considering it as candidate knot. Then we calculate the Euclidean distance of this candidate knot with the corresponding point on the contour. We insert the candidate knot into the appropriate position of corner points list if the distance is greater then a threshold $\varepsilon$, where $\varepsilon>0$. The value of $\varepsilon$ depends upon the user's choice of how close approximation he wants, the lesser the value the closer will be approximated curve fit. The formulation of the whole process is described as under.

Let's suppose that there are $n$ points, $P_{1}, P_{2}, \ldots, P_{n}$ in $j^{t h}$ segment as shown in (Figure 4.7). To get a candidate random point $r$ on the spline model in this segment, we used $\operatorname{rand}()$ function. This function generates random number whose value is uniformly distributed in the interval $(0,1)$ and therefore we multiply the resultant value by 100 to get a representative value. Now lets suppose that the value generated by this function is $x$. Then the location of the candidate random point is given in (Equation 4.10).

$$
\begin{equation*}
L O C=\left\lceil\left(\frac{x}{100}\right) \times n\right\rceil \tag{4.10}
\end{equation*}
$$

The ceiling function helps in avoiding selection of first corner point. This location exits in between the corner points of that particular segment. Once we have got the location of the candidate random point. We calculate the Euclidean distance between the corresponding points on the object contour represented by $P_{r}$ and the point on the spline fit represented by $C_{r}$ using (Equation 4.11).

$$
\begin{equation*}
|d|=\sqrt{\left(C_{r_{x}}-P_{r_{x}}\right)^{2}+\left(C_{r_{y}}-P_{r_{y}}\right)^{2}} \tag{4.11}
\end{equation*}
$$

The condition for valid knot selection is given as in (Equation 4.12);

$$
\begin{equation*}
|d| \geq \varepsilon, 0 \leq \varepsilon \leq c \text { where } c>0 \tag{4.12}
\end{equation*}
$$

The valid knot selection condition depicts that if this distance is greater than threshold $\varepsilon$ then we select this candidate point as valid knot and insert it into the proper location in the corner points list. Where $\varepsilon$ is defined by the user. Lower the value of $\varepsilon$ the better approximation will be achieved. And subsequently if we increase the value of $\varepsilon$ we get average approximation. Incase where we want to have optimal interpolation, that is, all spline computed points pass through the contour points then we put the value of $\varepsilon$ as 0 . This will increase the number of iterations for approximation and thus there will be
increase in total number of knots. In cases where interpolation is not required, a greater value of $\varepsilon$ can be used to achieve the approximation. This threshold gives the user a freedom to use curve fit as per his desires.

We apply this process of finding valid knots to the whole list of pieces and if we are able to get at least one knot then a new spline fit is obtained and the whole process is repeated. On the other hand if the distance calculated is less than $\varepsilon$ then we leave this candidate point and we check the next piece. We stop the process when we do not get any candidate point as valid knot.


Figure 4.7 Calculation of random knot in Algorithm 4.1
(Algorithm 4.1) shows the steps of curve fitting.

## Algorithm 4.1: Single Unconstrained Random Point

Step 1: For each piece do the following

Step 1.1: Pick a random point on the spline curve

Step 1.2: Calculate its Euclidean distance " $d$ " with the corresponding point on the contour

Step 1.3: If $d>\varepsilon$
Step 1.3.1: Set the flag for another iteration, flag $=T R U E$

Step 1.3.2: With respect to its position, insert it into the list of corner points.
Step 2: If $f l a g=T R U E$ repeat step 1 otherwise stop the iteration.

The second approach, Single Euclidean Distance Constraint Random Point Algorithm, also works in similar fashion as that of first approach. The only difference comes in that before selecting the candidate knot as corner, it is also checked whether it lies in the proximity of either corner points of particular segment or not. The distance between the candidate point and both corner points is calculated using the Euclidean distance formula.

In short, if the Euclidean distance between candidate point and its respective point on the contour is more than the threshold $\varepsilon$ and the candidate point is not near the corner points then this candidate point is taken as knot and it is then inserted in the appropriate position of corner points list. If the segment under consideration is $j^{\text {th }}$, then left corner point is denoted as $P_{j}$ and the right corner point is denoted as $P_{j+1}$. Also suppose that random
candidate point is denoted as $C_{r}$. The distance formula for both sides can be given as in (Equation 4.13) and (Equation 4.14),

$$
\begin{equation*}
\left|d_{l}\right|=\sqrt{\left(C_{r_{x}}-P_{j_{x}}\right)^{2}+\left(C_{r_{y}}-P_{j_{y}}\right)^{2}} \tag{4.13}
\end{equation*}
$$

And,

$$
\begin{equation*}
\left|d_{r}\right|=\sqrt{\left(C_{r_{x}}-P_{j+1_{x}}\right)^{2}+\left(C_{r_{y}}-P_{j+1 l_{y}}\right)^{2}} \tag{4.14}
\end{equation*}
$$

The proximity criterion is again user's choice. The nearness threshold criterion is given as in (Equation 4.15);

$$
\begin{align*}
& \left|d_{l}\right|<\tau \\
& \text { or }  \tag{4.15}\\
& \left|d_{r}\right|<\tau
\end{align*}
$$

Where $d_{l}$ is the Euclidean distance between the candidate point and left corner point of the segment. $d_{r}$ is the Euclidean distance between the candidate point and the right corner point of the segment and $\tau$ is the threshold value which holds the nearness range. The description is shown in (Figure 4.8). The bold area in the figure shows restricted vicinity for a candidate point to be taken as knot.


Figure 4.8 Calculation of random knot in Algorithm 4.2 and 4.3

The algorithm for this approach is outlined in (Algorithm 4.2).

## Algorithm 4.2: Single Euclidean Distance Constraint Random Point

Step 1: For each piece do the following
Step 1.1: Pick a random point on the spline curve

Step 1.2: Calculate its Euclidean distance " $d$ " with the corresponding point on the contour

Step 1.3: Calculate its Euclidean distance " $d_{l}$ " with the left corner point.

Step 1.4: Calculate its Euclidean distance " $d_{r}$ " with the right corner point.

Step 1.5: If $d>\varepsilon \&\left|d_{l}\right|>\tau \&\left|d_{r}\right|>\tau$

Step 1.5.1: Set the flag for another iteration, flag $=T R U E$

Step 1.5.2: With respect to its position, insert it into the list of corner points.

Step 2: If $f l a g=T R U E$ repeat step 1 otherwise stop the iteration.

The third, Single Positional Distance Constraint Random Point Algorithm, approach is a very slight variation of second one. Here we follow all the steps of second approach except for calculating the Euclidean distance for candidate knot proximity we calculate the positional distance. It is calculated based on index position information. That is if the candidate knot is near to either of the corners with respect to its position then we will not take such a point as knot. The closeness threshold $\tau$ in this case is taken as a percent value with respect to the total points on the piece.

Let's suppose that there are $m$ points in a piece then, the actual index $I D X$ to be considered as threshold vicinity can be expressed as in (Equation 4.16) and shown as bold shade in (Figure 4.8),

$$
\begin{equation*}
I D X=\left\lceil\frac{\tau}{100} \times m\right\rceil \tag{4.16}
\end{equation*}
$$

The algorithm for third approach is written in (Algorithm 4.3).

## Algorithm 4.3: Single Positional Distance Constraint Random Point

Step 1: For each piece do the following

Step 1.1: Pick a random point on the spline curve

Step 1.2: Calculate its Euclidean distance " $d$ " with the corresponding point on the contour

Step 1.3: Calculate its positional distance " $d_{l}$ " with the left corner point.

Step 1.4: Calculate its positional distance " $d_{r}$ " with the right corner point.

Step 1.5: If $d>\varepsilon \&\left|d_{l}\right|>\tau \&\left|d_{r}\right|>\tau$

Step 1.5.1: Set the flag for another iteration, flag $=T R U E$

Step 1.5.2: With respect to its position, insert it into the list of corner points.
Step 2: If $f l a g=T R U E$ repeat step 1 otherwise stop the iteration.

The fourth algorithm, Three Unconstraint Random Points Algorithm, takes three random points as candidate knots and inserts them in list of valid corners or break points if their distances with respective points on the contour are less then the threshold. Rest of the process is followed as in case 1. This is demonstrated in (Figure 4.9).


Figure 4.9 Calculation of random knot in Algorithm 4.4

The algorithm for fourth approach is written in (Algorithm 4.4).

## Algorithm 4.4: Three Unconstraint Random Points

Step 1: For each piece do the following

Step 1.1: Pick three random point on the spline curve

Step 1.2: Calculate their Euclidean distances " $d$ " with the corresponding points on the contour

Step 1.3: Check for each point separately if $d>\varepsilon$
Step 1.3.1: Set the flag for another iteration, flag $=T R U E$

Step 1.3.2: With respect to position of point under consideration, insert it into the list of corner points.

Step 2: If $f l a g=T R U E$ repeat step 1 otherwise stop the iteration.

The fifth algorithm, Three Equal Spaces Segmented Random Points Algorithm, is an enhancement of fourth approach. In this case instead of selecting three random points, first we are dividing the segment into three equally spaced sub-segments and then treating them as pieces, as shown in (Figure 4.10) with the help of vertical lines on the spline curves. We are then randomly selecting a candidate random knot for each of these sub-segments. These random candidate points are taken as valid control points incase their distances with corresponding points on the contour are greater than the threshold.


Figure 4.10 Calculation of random knot in Algorithm 4.5

The algorithm for fourth approach is written in (Algorithm 4.5).

## Algorithm 4.5: Three Equal Spaces Segmented Random Points

Step 1: For each piece do the following

Step 2: Divide the piece under consideration into three equally spaced sub-segments

Step 3: Pick a random point on the spline curve for that sub-segment

Step 3.1: Calculate its Euclidean distance " $d$ " with the corresponding point on the contour

Step 3.2: If $d>\varepsilon$

Step 3.2.1: Set the flag for another iteration, flag $=T R U E$

Step 3.2.2: With respect to its position, insert it into the list of corner points.
Step 4: If $f l a g=T R U E$ repeat step 1 otherwise stop the iteration.

### 4.3.2. Fuzzy Random Knot Insertion

The main idea behind this algorithm is to select a knot based upon its fuzzy membership value. This value defines the candidacy of a randomly selected point to be taken as a knot. Here we first take three points randomly on the spline curve as candidate knots. Next we delineate the criteria for assessing our problem in terms of fuzzy logic by defining our membership functions. After this, it is necessary to fuzzify all the input values. This is done to determine the degree to which the inputs belong to each of the appropriate fuzzy sets via membership functions. The resultant of this step is in fact the degree of membership in the qualifying linguistic set, which is between 0 and 1 . These values are passed to the fuzzy operators so that we obtain one value which represents the
antecedent of our rule. Since we have different criteria to assess the fuzzy membership of a random point therefore we assign weights to each of these norms. In the final step we aggregate our rules in order to make a decision.

The fuzzy membership criteria are defined as under;

- Euclidean distance between the random point on spline curve and its corresponding point on the object contour.
- Positional distance between the random point and the left corner point on that piece.
- Positional distance between the random point and the right corner point on that piece.

The variables for fuzzy membership criteria are demonstrated in (Figure 4.11).


Figure 4.11 Fuzzy membership criteria

The fuzzification of the inputs is done as depicted in (Equation 4.17) and (Equation 4.19);

$$
\begin{equation*}
\text { Fuzzy Positional Distance }=\frac{P D_{i}}{\frac{\left|c p_{i+1}-c p_{i}\right|}{2}} \tag{4.17}
\end{equation*}
$$

Where,

$$
\begin{equation*}
P D_{i}=\min \left(P D_{l}, P D_{r}\right) \tag{4.18}
\end{equation*}
$$

$P D_{l}$ and $P D_{r}$ are the distances between random point and left corner point and right corner point respectively.

$$
\begin{equation*}
\text { Fuzzy Euclidean Distance }=\frac{E_{j}}{\text { Sum }_{i}} \tag{4.19}
\end{equation*}
$$

Where, $E_{j}$ is the Euclidean distance $j=1,2,3$ and,

$$
\begin{equation*}
\operatorname{Sum}_{i}=E_{1}+E_{2}+E_{3} \tag{4.20}
\end{equation*}
$$

$\operatorname{Sum}_{i}$ is the sum of Euclidean distances of all three random points in $i^{\text {th }}$ piece.

Now we assume that the Euclidean distance factor produces more impact on the fuzzification process therefore we assign some weight $w$ to it. Also we assign weight $v$
to positional distance factor. This implication method will ensure that in most of the cases a point with greater Euclidean distance value will be taken as knot. The relationship between $w$ and $v$ is shown in (Equation 4.21).

$$
\begin{equation*}
w>v \tag{4.21}
\end{equation*}
$$

In the aggregation process we multiply these fuzzified values to get single representative result. This result helps us to choose just one point out of three points to take as knot. Although we get a point at this stage as a knot but we take it as candidate and before taking it as a knot we check if its Euclidean distance is with in the range of $\varepsilon$.

The algorithm is as follows;

## Algorithm 4.6: Fuzzy Random Knot Selection

Step 1: For each piece do the following
Step 1.1: Take three random points on the spline curve
Step 1.2: Calculate their respective Euclidean distances " $E$ " with the corresponding points on the contour

Step 1.3: Calculate their respective positional distances with left and right corner points
Step 1.4: Calculate their fuzzy membership values and select one of them as knot $k$
Step 1.5: If $E_{k}>\varepsilon, E_{k}$ is the Euclidean distance of selected point with corresponding point of the contour

Step 1.5.1: Set the flag for another iteration; flag $=T R U E$

Step 1.5.2: With respect to its position, insert it into the list of corner points.
Step 2: If $f l a g=T R U E$ repeat the process otherwise stop the iteration.

### 4.4 Results and Discussion

The evaluation results for all the algorithms as depicted in Table 4.1-Table 4.12 show that the number of knots inserted is independent of the total number of points on the contour and also they do not depend upon the complexity of the object shape. This is because of the true randomized nature of the algorithms. Also we can analyze that the total number of iterations are not greater in number thus showing the efficiency of the algorithm. The tradeoff is in terms of increased number of knots. A detailed analysis is presented after the compiled result set.
(Figure 4.12) to (Figure 4.14) shows the fitted curve over object contour, 'Ali', at different iterations for algorithm 4.1 at threshold values of 1,2 and 3 respectively.

(a) At iteration $=1$

(b) At iteration $=10$

(c) At last iteration $=20$

(d) At last iteration $=30$
(e) Approximated spline for Arabic word "Ali"

Figure 4.12 Algorithm 4.1: Demonstration of spline fitting at each iteration using threshold =1

(a) At iteration $=1$

(b) At iteration $=10$

(c) At last iteration $=20$

(d) At last iteration $=\mathbf{3 0}$
(e) Approximated spline for Arabic word "Ali"

Figure 4.13 Algorithm 4.1: Demonstration of spline fitting at each iteration using threshold $=2$

(a) At iteration = 1

(b) At iteration $=10$

(c) At last iteration $=20$

(d) At last iteration $=30$
(e) Approximated spline for Arabic word "Ali"

Figure 4.14 Algorithm 4.1: Demonstration of spline fitting at each iteration using threshold $=\mathbf{3}$

Table 4.1 Evaluation of algorithm 4.1 for Arabic word "Ali"

| Total <br> number <br> of points <br> on <br> contour | Number of <br> corner <br> points | Number of <br> knots <br> inserted | Total <br> number of <br> iterations | Execution <br> time | Threshold <br> values |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 1644 | 33 | 652 | 30 | 531 | 1 |
| 1644 | 33 | 343 | 30 | 64 | 2 |
| 1644 | 33 | 197 | 30 | 24 | 3 |

(Figure 4.15) to (Figure 4.17) shows the fitted curve over object contour at different iterations for algorithm 4.2 at threshold values of 1,2 and 3 respectively.

(a) At iteration = 1

(b) At iteration $=\mathbf{1 0}$

(c) At last iteration $=20$

(d) At last iteration $=30$
(e) Approximated spline for Arabic word "Ali"

Figure 4.15 Algorithm 4.2: Demonstration of spline fitting at each iteration using threshold $=1$

(a) At iteration $=1$

(b) At iteration $=10$

(c) At last iteration $=20$

(d) At last iteration $=\mathbf{3 0}$
(e) Approximated spline for Arabic word "Ali"

Figure 4.16 Algorithm 4.2: Demonstration of spline fitting at each iteration using threshold =2

(a) At iteration = 1

(b) At iteration $=10$

(c) At last iteration $=20$

(d) At last iteration $=\mathbf{3 0}$
(e) Approximated spline for Arabic word "Ali"

Figure 4.17 Algorithm 4.2: Demonstration of spline fitting at each iteration using

$$
\text { threshold }=3
$$

Table 4.2 Evaluation of algorithm 4.2 for Arabic word "Ali"

| Total <br> number <br> of points <br> on <br> contour | Number of <br> corner <br> points | Number of <br> knots <br> inserted | Total <br> number of <br> iterations | Execution <br> time | Threshold <br> values |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 1644 | 33 | 308 | 30 | 112 | 1 |
| 1644 | 33 | 160 | 30 | 29 | 2 |
| 1644 | 33 | 96 | 30 | 22 | 3 |

(Figure 4.18) to (Figure 4.20) shows the fitted curve over object contour at different iterations for algorithm 4.3 at threshold values of 1,2 and 3 respectively.

(a) At iteration = 1

(b) At iteration $=10$

(c) At last iteration $=20$

(d) At last iteration $=\mathbf{3 0}$
(e) Approximated spline for Arabic word "Ali"

Figure 4.18 Algorithm 4.3: Demonstration of spline fitting at each iteration using threshold $=1$

(a) At iteration $=1$

(b) At iteration $=10$

(c) At last iteration $=20$

(d) At last iteration $=\mathbf{3 0}$
(e) Approximated spline for Arabic word "Ali"

Figure 4.19 Algorithm 4.3: Demonstration of spline fitting at each iteration using threshold $=2$

(a) At iteration $=1$

(b) At iteration $=10$

(c) At last iteration $=20$

(d) At last iteration $=30$
(e) Approximated spline for Arabic word "Ali"

Figure 4.20 Algorithm 4.3: Demonstration of spline fitting at each iteration using threshold $=\mathbf{3}$

Table 4.3 Evaluation of algorithm 4.3 for Arabic word "Ali"

| Total <br> number <br> of points <br> on <br> contour | Number of <br> corner <br> points | Number of <br> knots <br> inserted | Total <br> number of <br> iterations | Execution <br> time | Threshold <br> values |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 1644 | 33 | 183 | 30 | 28 | 1 |
| 1644 | 33 | 144 | 30 | 26 | 2 |
| 1644 | 33 | 98 | 30 | 19 | 3 |

(Figure 4.21) to (Figure 4.23) shows the fitted curve over object contour at different iterations for algorithm 4.4 at threshold values of 1,2 and 3 respectively.

(a) At iteration = 1

(b) At iteration $=\mathbf{1 0}$

(c) At last iteration $=20$

(d) At last iteration $=\mathbf{3 0}$
(e) Approximated spline for Arabic word "Ali"

Figure 4.21 Algorithm 4.4: Demonstration of spline fitting at each iteration using threshold $=1$

(a) At iteration $=1$

(b) At iteration $=10$

(c) At last iteration $=20$

(d) At last iteration $=30$
(e) Approximated spline for Arabic word "Ali"

Figure 4.22 Algorithm 4.4: Demonstration of spline fitting at each iteration using threshold =2

(a) At iteration $=1$

(b) At iteration $=10$

(c) At last iteration $=20$

(d) At last iteration $=30$
(e) Approximated spline for Arabic word "Ali"

Figure 4.23 Algorithm 4.4: Demonstration of spline fitting at each iteration using threshold $=\mathbf{3}$

Table 4.4 Evaluation of algorithm 4.4 for Arabic word "Ali"

| Total <br> number <br> of points <br> on <br> contour | Number of <br> corner <br> points | Number of <br> knots <br> inserted | Total <br> number of <br> iterations | Execution <br> time | Threshold <br> values |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 1644 | 33 | 1334 | 30 | 5219 | 1 |
| 1644 | 33 | 664 | 30 | 229 | 2 |
| 1644 | 33 | 422 | 30 | 65 | 3 |

(Figure 4.24) to (Figure 4.26) shows the fitted curve over object contour at different iterations for algorithm 4.5 at threshold values of 1,2 and 3 respectively.

(a) At iteration = 1

(b) At iteration $=\mathbf{1 0}$

(c) At last iteration $=20$

(d) At last iteration $=\mathbf{3 0}$
(e) Approximated spline for Arabic word "Ali"

Figure 4.24 Algorithm 4.5: Demonstration of spline fitting at each iteration using threshold $=1$

(a) At iteration $=1$

(b) At iteration $=10$

(c) At last iteration $=20$

(d) At last iteration $=\mathbf{3 0}$
(e) Approximated spline for Arabic word "Ali"

Figure 4.25 Algorithm 4.5: Demonstration of spline fitting at each iteration using threshold =2

(a) At iteration $=1$

(b) At iteration $=10$

(c) At last iteration $=20$

(d) At last iteration $=30$
(e) Approximated spline for Arabic word "Ali"

Figure 4.26 Algorithm 4.5: Demonstration of spline fitting at each iteration using threshold $=\mathbf{3}$

Table 4.5 Evaluation of algorithm 4.5 for Arabic word "Ali"

| Total <br> number <br> of points <br> on <br> contour | Number of <br> corner <br> points | Number of <br> knots <br> inserted | Total <br> number of <br> iterations | Execution <br> time | Threshold <br> values |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 1644 | 33 | 1002 | 30 | 1653 | 1 |
| 1644 | 33 | 431 | 30 | 325 | 2 |
| 1644 | 33 | 260 | 30 | 88 | 3 |

(Figure 4.27) to (Figure 4.29) shows the fitted curve over object contour at different iterations for algorithm 4.6 at threshold values of 1,2 and 3 respectively.

(a) At iteration = 1

(b) At iteration $=\mathbf{1 0}$

(c) At last iteration $=\mathbf{1 5}$

(d) At last iteration $=18$
(e) Approximated spline for Arabic word "Ali"

Figure 4.27 Algorithm 4.6: Demonstration of spline fitting at each iteration using threshold $=1$

(a) At iteration $=1$

(b) At iteration $=5$

(c) At last iteration $=\mathbf{1 0}$

(d) At last iteration $=14$
(e) Approximated spline for Arabic word "Ali"

Figure 4.28 Algorithm 4.6: Demonstration of spline fitting at each iteration using threshold $=\mathbf{2}$

(a) At iteration $=1$

(b) At iteration $=5$

(c) At last iteration $=\mathbf{1 0}$

(d) At last iteration $=12$
(e) Approximated spline for Arabic word "Ali"

Figure 4.29 Algorithm 4.6: Demonstration of spline fitting at each iteration using threshold $=\mathbf{3}$

Table 4.6 Evaluation of algorithm 4.6 for Arabic word "Ali"

| Total <br> number <br> of points <br> on <br> contour | Number of <br> corner <br> points | Number of <br> knots <br> inserted | Total <br> number of <br> iterations | Execution <br> time | Threshold <br> values |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 1644 | 33 | 344 | 14 | 81 | 1 |
| 1644 | 33 | 173 | 15 | 21 | 2 |
| 1644 | 33 | 91 | 10 | 9 | 3 |

(Figure 4.30) to (Figure 4.32) shows the fitted curve over object contour at different iterations for algorithm 4.1 at threshold values of 1,2 and 3 respectively.

(a) At iteration $=1$

(b) At iteration $=10$

(c) At iteration $=20$

(d) At iteration $=\mathbf{3 0}$
(e) Approximated spline for object "Apple"

Figure 4.30 Algorithm 4.1: Demonstration of spline fitting at each iteration using threshold =1

(a) At iteration = 1

(b) At iteration $=10$

(c) At iteration $=20$

(d) At iteration $=30$
(e) Approximated spline for object "Apple"

Figure 4.31 Algorithm 4.1: Demonstration of spline fitting at each iteration using threshold $=2$

(a) At iteration = 1

(b) At iteration $=10$

(c) At iteration $=20$

(d) At iteration $=30$
(e) Approximated spline for object "Apple"

Figure 4.32 Algorithm 4.1: Demonstration of spline fitting at each iteration using
threshold =3

Table 4.7 Evaluation of algorithm 4.1 for object "Apple"

| Total <br> number <br> of points <br> on <br> contour | Number of <br> corner <br> points | Number of <br> knots <br> inserted | Total <br> number of <br> iterations | Execution <br> time | Threshold <br> values |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 1242 | 13 | 544 | 30 | 202 | 1 |
| 1242 | 13 | 219 | 30 | 50 | 2 |
| 1242 | 13 | 151 | 30 | 21 | 3 |

(Figure 4.33) to (Figure 4.35) shows the fitted curve over object contour at different iterations for algorithm 4.2 at threshold values of 1,2 and 3 respectively.

(a) At iteration = 1

(b) At iteration $=10$

(c) At iteration $=20$

(d) At iteration $=30$
(e) Approximated spline for object "Apple"

Figure 4.33 Algorithm 4.2: Demonstration of spline fitting at each iteration using threshold $=1$

(a) At iteration = 1

(b) At iteration $=10$

(c) At iteration $=20$

(d) At iteration $=30$
(e) Approximated spline for object "Apple"

Figure 4.34 Algorithm 4.2: Demonstration of spline fitting at each iteration using threshold $=\mathbf{2}$

(a) At iteration = 1

(b) At iteration $=10$

(c) At iteration $=20$

(d) At iteration $=30$
(e) Approximated spline for object "Apple"

Figure 4.35 Algorithm 4.2: Demonstration of spline fitting at each iteration using
threshold =3

Table 4.8 Evaluation of algorithm 4.2 for object "Apple"

| Total <br> number <br> of points <br> on <br> contour | Number of <br> corner <br> points | Number of <br> knots <br> inserted | Total <br> number of <br> iterations | Execution <br> time | Threshold <br> values |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 1242 | 13 | 271 | 30 | 57 | 1 |
| 1242 | 13 | 151 | 30 | 21 | 2 |
| 1242 | 13 | 105 | 30 | 16 | 3 |

(Figure 4.36) to (Figure 4.38) shows the fitted curve over object contour at different iterations for algorithm 4.1 at threshold values of 1,2 and 3 respectively.

(a) At iteration $=1$

(b) At iteration $=10$

(c) At iteration $=20$

(d) At iteration $=30$
(e) Approximated spline for object "Apple"

Figure 4.36 Algorithm 4.3: Demonstration of spline fitting at each iteration using threshold $=1$

(a) At iteration = 1

(b) At iteration $=10$

(c) At iteration $=20$

(d) At iteration $=\mathbf{3 0}$
(e) Approximated spline for object "Apple"

Figure 4.37 Algorithm 4.3: Demonstration of spline fitting at each iteration using threshold $=2$

(a) At iteration $=1$

(b) At iteration $=10$

(c) At iteration $=20$

(d) At iteration $=\mathbf{3 0}$
(e) Approximated spline for object "Apple"

Figure 4.38 Algorithm 4.3: Demonstration of spline fitting at each iteration using
threshold =3

Table 4.9 Evaluation of algorithm 4.3 for object "Apple"

| Total <br> number <br> of points <br> on <br> contour | Number of <br> corner <br> points | Number of <br> knots <br> inserted | Total <br> number of <br> iterations | Execution <br> time | Threshold <br> values |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 1242 | 13 | 189 | 30 | 26 | 1 |
| 1242 | 13 | 107 | 30 | 17 | 2 |
| 1242 | 13 | 89 | 30 | 15 | 3 |

(Figure 4.39) to (Figure 4.41) shows the fitted curve over object contour at different iterations for algorithm 4.1 at threshold values of 1,2 and 3 respectively.

(a) At iteration $=1$

(b) At iteration $=10$

(c) At iteration $=20$

(d) At iteration $=30$
(e) Approximated spline for object "Apple"

Figure 4.39 Algorithm 4.4: Demonstration of spline fitting at each iteration using
threshold =1

(b) At iteration = 10

(c) At iteration $=20$

(d) At iteration $=\mathbf{3 0}$
(e) Approximated spline for object "Apple"

Figure 4.40 Algorithm 4.4: Demonstration of spline fitting at each iteration using threshold $=\mathbf{2}$

(a) At iteration = 1

(b) At iteration $=10$

(c) At iteration $=20$

(d) At iteration $=\mathbf{3 0}$
(e) Approximated spline for object "Apple"

Figure 4.41 Algorithm 4.4: Demonstration of spline fitting at each iteration using
threshold =3

Table 4.10 Evaluation of algorithm 4.4 for object "Apple"

| Total <br> number <br> of points <br> on <br> contour | Number of <br> corner <br> points | Number of <br> knots <br> inserted | Total <br> number of <br> iterations | Execution <br> time | Threshold <br> values |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 1242 | 13 | 1196 | 30 | 1299 | 1 |
| 1242 | 13 | 398 | 30 | 112 | 2 |
| 1242 | 13 | 305 | 30 | 53 | 3 |

(Figure 4.42) to (Figure 4.44) shows the fitted curve over object contour at different iterations for algorithm 4.1 at threshold values of 1,2 and 3 respectively.

(a) At iteration = 1

(b) At iteration $=10$

(c) At iteration $=20$

(d) At iteration $=30$
(e) Approximated spline for object "Apple"

Figure 4.42 Algorithm 4.5: Demonstration of spline fitting at each iteration using threshold $=1$

(a) At iteration = 1

(b) At iteration $=10$

(c) At iteration $=20$

(d) At iteration $=\mathbf{3 0}$
(e) Approximated spline for object "Apple"

Figure 4.43 Algorithm 4.5: Demonstration of spline fitting at each iteration using threshold =2

(a) At iteration = 1

(b) At iteration = 10

(c) At iteration $=20$

(d) At iteration $=30$
(e) Approximated spline for object "Apple"

Figure 4.44 Algorithm 4.5: Demonstration of spline fitting at each iteration using

$$
\text { threshold }=3
$$

Table 4.11 Evaluation of algorithm 4.5 for object "Apple"

| Total <br> number <br> of points <br> on <br> contour | Number of <br> corner <br> points | Number of <br> knots <br> inserted | Total <br> number of <br> iterations | Execution <br> time | Threshold <br> values |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 1242 | 13 | 821 | 30 | 955 | 1 |
| 1242 | 13 | 443 | 30 | 142 | 2 |
| 1242 | 13 | 268 | 30 | 42 | 3 |

(Figure 4.45) to (Figure 4.47) shows the fitted curve over object contour at different iterations for algorithm 4.1 at threshold values of 1,2 and 3 respectively.

(a) At iteration = 1

(b) At iteration = 5

(c) At iteration $=10$

(d) At iteration $=15$
(e) Approximated spline for object "Apple"

Figure 4.45 Algorithm 4.6: Demonstration of spline fitting at each iteration using threshold =1

(b) At iteration $=5$

(c) At iteration $=\mathbf{1 0}$

(d) At iteration $=15$
(e) Approximated spline for object "Apple"

Figure 4.46 Algorithm 4.6: Demonstration of spline fitting at each iteration using threshold =2

(a) At iteration = 1

(b) At iteration $=5$

(c) At iteration $=\mathbf{1 0}$

(d) At iteration = $\mathbf{1 5}$
(e) Approximated spline for object "Apple"

Figure 4.47 Algorithm 4.6: Demonstration of spline fitting at each iteration using
threshold =3

Table 4.12 Evaluation of algorithm 4.6 for object "Apple"

| Total <br> number <br> of points <br> on <br> contour | Number of <br> corner <br> points | Number of <br> knots <br> inserted | Total <br> number of <br> iterations | Execution <br> time | Threshold <br> values |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 1242 | 13 | 289 | 16 | 35 | 1 |
| 1242 | 13 | 159 | 15 | 8 | 2 |
| 1242 | 13 | 101 | 16 | 9 | 3 |

(Figure 4.48) to (Figure 4.50) shows the fitted curve over object contour at different iterations for algorithm 4.1 at threshold values of 1,2 and 3 respectively.

(a) At iteration = 1

(b) At iteration = $\mathbf{1 0}$

(c) At iteration $=20$

(d) At iteration $=\mathbf{3 0}$
(e) Approximated spline for object "Plane"

Figure 4.48 Algorithm 4.1: Demonstration of spline fitting at each iteration using threshold $=1$

(a) At iteration = 1

(b) At iteration $=10$

(c) At iteration $=20$

(d) At iteration $=30$
(e) Approximated spline for object "Plane"

Figure 4.49 Algorithm 4.1: Demonstration of spline fitting at each iteration using threshold $=2$

(a) At iteration $=1$

(b) At iteration $=10$

(c) At iteration $=20$

(d) At iteration $=25$

## (e) Approximated spline for object "Plane"

Figure 4.50 Algorithm 4.1: Demonstration of spline fitting at each iteration using threshold $=\mathbf{3}$

Table 4.13 Evaluation of algorithm 4.1 for object "Plane"

| Total <br> number <br> of points <br> on <br> contour | Number of <br> corner <br> points | Number of <br> knots <br> inserted | Total <br> number of <br> iterations | Execution <br> time | Threshold <br> values |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 1293 | 27 | 531 | 30 | 257 | 1 |
| 1293 | 27 | 254 | 30 | 39 | 2 |
| 1293 | 27 | 174 | 30 | 23 | 3 |

(Figure 4.51) to (Figure 4.53) shows the fitted curve over object contour at different iterations for algorithm 4.2 at threshold values of 1,2 and 3 respectively.

(a) At iteration $=1$

(b) At iteration $=10$

(c) At iteration $=20$

(d) At iteration $=\mathbf{3 0}$
(e) Approximated spline for object "Plane"

Figure 4.51 Algorithm 4.2: Demonstration of spline fitting at each iteration using threshold $=1$

(a) At iteration = 1

(b) At iteration $=10$

(c) At iteration $=20$

(d) At iteration $=\mathbf{3 0}$
(e) Approximated spline for object "Plane"

Figure 4.52 Algorithm 4.2: Demonstration of spline fitting at each iteration using threshold $=2$

(a) At iteration $=1$

(b) At iteration $=10$

(c) At iteration $=20$

(d) At iteration $=30$

(e) Approximated spline for object "Plane"

Figure 4.53 Algorithm 4.2: Demonstration of spline fitting at each iteration using threshold $=\mathbf{3}$

Table 4.14 Evaluation of algorithm 4.2 for object "Plane"

| Total <br> number <br> of points <br> on <br> contour | Number of <br> corner <br> points | Number of <br> knots <br> inserted | Total <br> number of <br> iterations | Execution <br> time | Threshold <br> values |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 1293 | 27 | 285 | 30 | 78 | 1 |
| 1293 | 27 | 150 | 30 | 27 | 2 |
| 1293 | 27 | 86 | 30 | 18 | 3 |

(Figure 4.54) to (Figure 4.56) shows the fitted curve over object contour at different iterations for algorithm 4.3 at threshold values of 1,2 and 3 respectively.

(a) At iteration $=1$

(b) At iteration $=10$

(c) At iteration $=20$

(d) At iteration $=\mathbf{3 0}$
(e) Approximated spline for object "Plane"

Figure 4.54 Algorithm 4.3: Demonstration of spline fitting at each iteration using threshold $=1$

(a) At iteration $=1$

(b) At iteration $=10$

(c) At iteration $=20$

(d) At iteration $=30$
(e) Approximated spline for object "Plane"

Figure 4.55 Algorithm 4.3: Demonstration of spline fitting at each iteration using threshold $=\mathbf{2}$

(a) At iteration = 1

(b) At iteration $=10$

(c) At iteration $=20$

(d) At iteration $=\mathbf{3 0}$

## (e) Approximated spline for object "Plane"

Figure 4.56 Algorithm 4.3: Demonstration of spline fitting at each iteration using threshold =3

Table 4.15 Evaluation of algorithm 4.3 for object "Plane"

| Total <br> number <br> of points <br> on <br> contour | Number of <br> corner <br> points | Number of <br> knots <br> inserted | Total <br> number of <br> iterations | Execution <br> time | Threshold <br> values |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 1293 | 27 | 190 | 30 | 24 | 1 |
| 1293 | 27 | 110 | 30 | 17 | 2 |
| 1293 | 27 | 80 | 30 | 16 | 3 |

(Figure 4.57) to (Figure 4.59) shows the fitted curve over object contour at different iterations for algorithm 4.4 at threshold values of 1,2 and 3 respectively.

(a) At iteration $=1$

(b) At iteration $=10$

(c) At iteration $=20$

(d) At iteration $=\mathbf{3 0}$
(e) Approximated spline for object "Plane"

Figure 4.57 Algorithm 4.4: Demonstration of spline fitting at each iteration using threshold $=1$

(a) At iteration $=1$

(b) At iteration $=10$

(c) At iteration $=20$

(d) At iteration $=\mathbf{3 0}$
(e) Approximated spline for object "Plane"

Figure 4.58 Algorithm 4.4: Demonstration of spline fitting at each iteration using threshold =2

(a) At iteration = 1

(b) At iteration $=10$

(c) At iteration $=20$

(d) At iteration $=30$

## (e) Approximated spline for object "Plane"

Figure 4.59 Algorithm 4.4: Demonstration of spline fitting at each iteration using threshold $=3$

Table 4.16 Evaluation of algorithm 4.4 for object "Plane"

| Total <br> number <br> of points <br> on <br> contour | Number of <br> corner <br> points | Number of <br> knots <br> inserted | Total <br> number of <br> iterations | Execution <br> time | Threshold <br> values |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 1293 | 27 | 971 | 30 | 1441 | 1 |
| 1293 | 27 | 572 | 30 | 293 | 2 |
| 1293 | 27 | 507 | 30 | 192 | 3 |

(Figure 4.60) to (Figure 4.62) shows the fitted curve over object contour at different iterations for algorithm 4.5 at threshold values of 1,2 and 3 respectively.

(a) At iteration $=1$

(b) At iteration $=10$

(c) At iteration $=20$

(d) At iteration $=\mathbf{3 0}$
(e) Approximated spline for object "Plane"

Figure 4.60 Algorithm 4.5: Demonstration of spline fitting at each iteration using threshold $=1$

(a) At iteration = 1

(b) At iteration $=10$

(c) At iteration $=20$

(d) At iteration $=30$
(e) Approximated spline for object "Plane"

Figure 4.61 Algorithm 4.5: Demonstration of spline fitting at each iteration using threshold $=2$

(a) At iteration $=1$

(b) At iteration $=10$

(c) At iteration $=20$

(d) At iteration $=30$

(e) Approximated spline for object "Plane"

Figure 4.62 Algorithm 4.5: Demonstration of spline fitting at each iteration using threshold $=3$

Table 4.17 Evaluation of algorithm 4.5 for object "Plane"

| Total <br> number <br> of points <br> on <br> contour | Number of <br> corner <br> points | Number of <br> knots <br> inserted | Total <br> number of <br> iterations | Execution <br> time | Threshold <br> values |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 1293 | 27 | 863 | 30 | 1257 | 1 |
| 1293 | 27 | 390 | 30 | 130 | 2 |
| 1293 | 27 | 395 | 30 | 98 | 3 |

(Figure 4.63) to (Figure 4.65) shows the fitted curve over object contour at different iterations for algorithm 4.6 at threshold values of 1,2 and 3 respectively.

(a) At iteration = 1

(b) At iteration $=5$

(c) At iteration $=10$

(d) At iteration $=15$
(e) Approximated spline for object "Plane"

Figure 4.63 Algorithm 4.6: Demonstration of spline fitting at each iteration using threshold $=1$

(a) At iteration $=1$

(b) At iteration $=5$

(c) At iteration $=10$

(d) At iteration $=15$
(e) Approximated spline for object "Plane"

Figure 4.64 Algorithm 4.6: Demonstration of spline fitting at each iteration using threshold $=2$

(a) At iteration = 1

(b) At iteration = 5

(c) At iteration $=10$


## (d) Approximated spline for object "Plane"

Figure 4.65 Algorithm 4.6: Demonstration of spline fitting at each iteration using threshold $=3$

Table 4.18 Evaluation of algorithm 4.6 for object "Plane"

| Total <br> number <br> of points <br> on <br> contour | Number of <br> corner <br> points | Number of <br> knots <br> inserted | Total <br> number of <br> iterations | Execution <br> time | Threshold <br> values |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 1293 | 27 | 332 | 30 | 64 | 1 |
| 1293 | 27 | 142 | 30 | 12 | 2 |
| 1293 | 27 | 92 | 30 | 5 | 3 |

(Figure 4.66) to (Figure 4.68) shows the fitted curve over object contour at different iterations for algorithm 4.1 at threshold values of 1,2 and 3 respectively.

(a) At iteration = 1

(b) At iteration $=10$

(c) At iteration $=20$

(d) At iteration $=30$

(e) At iteration $=40$

(f) At iteration = $\mathbf{5 0}$
(g) Approximated spline for English alphabet "D"

Figure 4.66 Algorithm 4.1: Demonstration of spline fitting at each iteration using threshold $=1$

(b) At iteration $=\mathbf{1 0}$

(c) At iteration $=20$

(d) At iteration $=\mathbf{3 0}$

(e) At iteration $=35$
(f) Approximated spline for English alphabet "D"

Figure 4.67 Algorithm 4.1: Demonstration of spline fitting at each iteration using threshold $=2$

(b) At iteration = 10

(c) At iteration $=15$
(d) Approximated spline for English alphabet "D"

Figure 4.68 Algorithm 4.1: Demonstration of spline fitting at each iteration using threshold $=3$

Table 4.19 Evaluation of algorithm 4.1 for English alphabet "D"

| Total <br> number <br> of points <br> on <br> contour | Number of <br> corner <br> points | Number of <br> knots <br> inserted | Total <br> number of <br> iterations | Execution <br> time | Threshold <br> values |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 849 | 15 | 314 | 55 | 1.85 | 1 |
| 849 | 15 | 155 | 39 | 1.09 | 2 |
| 849 | 15 | 47 | 19 | 0.59 | 3 |

(Figure 4.69) to (Figure 4.71) shows the fitted curve over object contour at different iterations for algorithm 4.2 at threshold values of 1,2 and 3 respectively.

(a) At iteration $=1$

(b) At iteration $=10$

(c) At iteration $=20$

(d) At iteration $=\mathbf{3 0}$

(e) At iteration $=40$

(f) At iteration $=\mathbf{5 0}$

(g) At iteration $=\mathbf{6 0}$
(h) Approximated spline for English alphabet "D"

Figure 4.69 Algorithm 4.2: Demonstration of spline fitting at each iteration using threshold =1

(b) At iteration $=\mathbf{1 0}$

(c) At iteration $=20$

(d) At iteration $=\mathbf{3 0}$
(e) Approximated spline for English alphabet "D"

Figure 4.70 Algorithm 4.2: Demonstration of spline fitting at each iteration using threshold =2

(a) At iteration = 1

(b) At iteration $=\mathbf{1 0}$

(c) At iteration $=20$

(d) At iteration $=\mathbf{3 0}$

(e) At iteration $=40$
(e) Approximated spline for English alphabet "D"

Figure 4.71 Algorithm 4.2: Demonstration of spline fitting at each iteration using threshold $=3$

Table 4.20 Evaluation of algorithm 4.2 for English alphabet "D"

| Total <br> number <br> of points <br> on <br> contour | Number of <br> corner <br> points | Number of <br> knots <br> inserted | Total <br> number of <br> iterations | Execution <br> time | Threshold <br> values |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 849 | 15 | 137 | 60 | 0.92 | 1 |
| 849 | 15 | 68 | 35 | 0.67 | 2 |
| 849 | 15 | 50 | 57 | 0.73 | 3 |

(Figure 4.72) to (Figure 4.74) shows the fitted curve over object contour at different iterations for algorithm 4.3 at threshold values of 1,2 and 3 respectively.

(a) At iteration = 1

(b) At iteration $=10$

(c) At iteration $=\mathbf{2 0}$

(d) At iteration $=\mathbf{3 0}$

(e) At iteration $=40$

(f) At iteration $=\mathbf{5 0}$

(g) At iteration $=\mathbf{6 0}$
(h) Approximated spline for English alphabet "D"

Figure 4.72 Algorithm 4.3: Demonstration of spline fitting at each iteration using threshold =1

(b) At iteration $=10$

(c) At iteration $=20$

(d) At iteration $=\mathbf{3 0}$

(e) At iteration $=40$

(f) At iteration $=\mathbf{5 0}$

(g) At iteration $=60$
(h) Approximated spline for English alphabet "D"

Figure 4.73 Algorithm 4.3: Demonstration of spline fitting at each iteration using threshold =2

(b) At iteration = 10

(c) At iteration $=20$

(d) At iteration $=\mathbf{3 0}$

(e) At iteration $=40$

## (f) Approximated spline for English alphabet "D"

Figure 4.74 Algorithm 4.3: Demonstration of spline fitting at each iteration using threshold $=3$

Table 4.21 Evaluation of algorithm 4.3 for English alphabet " $D$ "

| Total <br> number <br> of points <br> on <br> contour | Number of <br> corner <br> points | Number of <br> knots <br> inserted | Total <br> number of <br> iterations | Execution <br> time | Threshold <br> values |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 849 | 15 | 141 | 60 | 0.93 | 1 |
| 849 | 15 | 94 | 60 | 0.87 | 2 |
| 849 | 15 | 60 | 43 | 0.78 | 3 |

(Figure 4.75) to (Figure 4.77) shows the fitted curve over object contour at different iterations for algorithm 4.4 at threshold values of 1,2 and 3 respectively.

(a) At iteration $=1$

(b) At iteration $=10$

(c) At iteration $=\mathbf{2 0}$

(d) At iteration $=\mathbf{3 0}$

(e) At iteration $=40$

(f) At iteration $=\mathbf{5 0}$

(g) At iteration $=60$
(e) Approximated spline for English alphabet "D"

Figure 4.75 Algorithm 4.4: Demonstration of spline fitting at each iteration using threshold $=1$

(a) At iteration = 1

(b) At iteration $=\mathbf{1 0}$

(c) At iteration $=20$

(d) At iteration $=\mathbf{3 0}$

(e) At iteration $=40$
(f) Approximated spline for English alphabet "D"

Figure 4.76 Algorithm 4.4: Demonstration of spline fitting at each iteration using threshold =2

(a) At iteration = 1

(b) At iteration $=\mathbf{1 0}$

(c) At iteration $=20$

(d) At iteration $=25$
(e) Approximated spline for English alphabet "D"

Figure 4.77 Algorithm 4.4: Demonstration of spline fitting at each iteration using
threshold =3

Table 4.22 Evaluation of algorithm 4.4 for English alphabet " $D$ "

| Total <br> number <br> of points <br> on <br> contour | Number of <br> corner <br> points | Number of <br> knots <br> inserted | Total <br> number of <br> iterations | Execution <br> time | Threshold <br> values |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 849 | 15 | 612 | 60 | 14.17 | 1 |
| 849 | 15 | 216 | 43 | 1.2 | 2 |
| 849 | 15 | 125 | 26 | 1.53 | 3 |

(Figure 4.78) to (Figure 4.80) shows the fitted curve over object contour at different iterations for algorithm 4.5 at threshold values of 1,2 and 3 respectively.

(a) At iteration = 1

(b) At iteration $=10$

(c) At iteration $=20$

(d) At iteration $=30$

(e) At iteration $=40$

(f) At iteration $=\mathbf{5 0}$

(g) At iteration $=\mathbf{6 0}$
(h) Approximated spline for English alphabet "D"

Figure 4.78 Algorithm 4.5: Demonstration of spline fitting at each iteration using threshold $=1$

(a) At iteration = 1

(b) At iteration $=\mathbf{1 0}$

(c) At iteration $=20$

(d) At iteration $=\mathbf{3 0}$

(e) At iteration $=40$

(f) At iteration $=\mathbf{5 0}$

(g) At iteration $=\mathbf{6 0}$
(h) Approximated spline for English alphabet "D"

Figure 4.79 Algorithm 4.5: Demonstration of spline fitting at each iteration using threshold =2

(b) At iteration $=10$

(c) At iteration $=20$

(d) At iteration $=\mathbf{3 0}$

(e) At iteration $=35$

## (f) Approximated spline for English alphabet "D"

Figure 4.80 Algorithm 4.5: Demonstration of spline fitting at each iteration using threshold $=3$

Table 4.23 Evaluation of algorithm 4.5 for English alphabet "D"

| Total <br> number <br> of points <br> on <br> contour | Number of <br> corner <br> points | Number of <br> knots <br> inserted | Total <br> number of <br> iterations | Execution <br> time | Threshold <br> values |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 849 | 15 | 618 | 60 | 9.43 | 1 |
| 849 | 15 | 324 | 60 | 2.18 | 2 |
| 849 | 15 | 220 | 36 | 1.422 | 3 |

(Figure 4.81) to (Figure 4.83) shows the fitted curve over object contour at different iterations for algorithm 4.6 at threshold values of 1,2 and 3 respectively.

(a) At iteration = 1

(b) At iteration $=5$

(c) At iteration $=10$

(d) At iteration = $\mathbf{1 5}$
(e) Approximated spline for English alphabet "D"

Figure 4.81 Algorithm 4.6: Demonstration of spline fitting at each iteration using threshold $=1$

(b) At iteration $=5$

(c) At iteration $=10$

(d) At iteration $=15$
(e) Approximated spline for English alphabet "D"

Figure 4.82 Algorithm 4.6: Demonstration of spline fitting at each iteration using threshold $=2$

(b) At iteration $=5$

(c) At iteration $=10$

(d) At iteration $=15$
(e) Approximated spline for English alphabet "D"

Figure 4.83 Algorithm 4.6: Demonstration of spline fitting at each iteration using threshold $=3$

Table 4.24 Evaluation of algorithm 4.6 for English alphabet " $D$ "

| Total <br> number <br> of points <br> on <br> contour | Number of <br> corner <br> points | Number of <br> knots <br> inserted | Total <br> number of <br> iterations | Execution <br> time | Threshold <br> values |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 849 | 15 | 160 | 18 | 0.92 | 1 |
| 849 | 15 | 77 | 19 | 0.67 | 2 |
| 849 | 15 | 61 | 17 | 0.67 | 3 |

(Figure 4.84) to (Figure 4.86) shows the fitted curve over object contour at different iterations for algorithm 4.1 at threshold values of 1,2 and 3 respectively.

(a) At iteration $=1$

(b) At iteration $=\mathbf{1 0}$

(c) At iteration $=20$

(d) At iteration $=\mathbf{3 0}$

(e) At iteration $=31$
(f) At iteration $=\mathbf{3 3}$

## (g) Approximated spline for Object "Mult_Seg_Plane"

Figure 4.84 Algorithm 4.1: Demonstration of spline fitting at each iteration using threshold $=1$

(a) At iteration = 1

(b) At iteration $=10$

(c) At iteration $=20$

(d) At iteration $=\mathbf{3 0}$
(e) Approximated spline for Object "Mult_Seg_Plane"

Figure 4.85 Algorithm 4.1: Demonstration of spline fitting at each iteration using threshold =2

(a) At iteration $=1$

(b) At iteration $=10$

(c) At iteration $=20$

(d) At iteration $=\mathbf{3 0}$

## $\therefore$

(e) At iteration = 31
(f) At iteration $=\mathbf{3 2}$
(g) Approximated spline for Object "Mult_Seg_Plane"

Figure 4.86 Algorithm 4.1: Demonstration of spline fitting at each iteration using threshold $=3$

Table 4.25 Evaluation of algorithm 4.1 for Object "Mult_Seg_Plane"

| Total <br> number <br> of points <br> on <br> contour | Number of <br> corner <br> points | Number of <br> knots <br> inserted | Total <br> number of <br> iterations | Execution <br> time | Threshold <br> values |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 1005 | 41 | 415 | 33 | 10.96 | 1 |
| 1005 | 41 | 224 | 34 | 2.45 | 2 |
| 1005 | 41 | 182 | 32 | 2.18 | 3 |

(Figure 4.87) to (Figure 4.89) shows the fitted curve over object contour at different iterations for algorithm 4.2 at threshold values of 1,2 and 3 respectively.

(a) At iteration $=1$

(b) At iteration $=10$

(c) At iteration $=20$

(d) At iteration $=\mathbf{3 0}$
(e) At iteration $=35$
(f) At iteration $=\mathbf{4 0}$

## (g) Approximated spline for Object "Mult_Seg_Plane"

Figure 4.87 Algorithm 4.2: Demonstration of spline fitting at each iteration using threshold $=1$

(a) At iteration = 1

(b) At iteration $=10$

(c) At iteration $=20$

(d) At iteration $=\mathbf{3 0}$
(e) At iteration $=32$
(f) At iteration $=\mathbf{3 4}$
(g) Approximated spline for Object "Mult_Seg_Plane"

Figure 4.88 Algorithm 4.2: Demonstration of spline fitting at each iteration using threshold $=\mathbf{2}$

(a) At iteration $=1$

(b) At iteration $=10$

(c) At iteration $=20$

(d) At iteration $=\mathbf{3 0}$

## $\because$

(e) At iteration $=31$
(f) At iteration $=\mathbf{3 2}$
(g) Approximated spline for Object "Mult_Seg_Plane"

Figure 4.89 Algorithm 4.2: Demonstration of spline fitting at each iteration using threshold $=3$

Table 4.26 Evaluation of algorithm 4.2 for Object "Mult_Seg_Plane"

| Total <br> number <br> of points <br> on <br> contour | Number of <br> corner <br> points | Number of <br> knots <br> inserted | Total <br> number of <br> iterations | Execution <br> time | Threshold <br> values |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 1005 | 41 | 195 | 44 | 2.1 | 1 |
| 1005 | 41 | 90 | 34 | 1.21 | 2 |
| 1005 | 41 | 60 | 32 | 1.59 | 3 |

(Figure 4.90) to (Figure 4.93) shows the fitted curve over object contour at different iterations for algorithm 4.3 at threshold values of 1,2 and 3 respectively.

(a) At iteration $=1$

(b) At iteration $=10$

(c) At iteration $=20$

(d) At iteration $=30$

## 08

(e) At iteration $=35$
(f) At iteration $=40$

## (g) Approximated spline for Object "Mult_Seg_Plane"

Figure 4.90 Algorithm 4.3: Demonstration of spline fitting at each iteration using threshold $=1$

(a) At iteration = 1

(b) At iteration $=10$

(c) At iteration $=20$

(d) At iteration $=30$

(e) At iteration = 31
(f) At iteration $=32$

## (g) Approximated spline for Object "Mult_Seg_Plane"

Figure 4.91 Algorithm 4.3: Demonstration of spline fitting at each iteration using threshold $=\mathbf{2}$

(a) At iteration = 1

(b) At iteration $=10$

(c) At iteration $=20$

(d) At iteration $=\mathbf{3 0}$

## $\because$

(e) At iteration = 31

(f) At iteration $=32$
(g) Approximated spline for Object "Mult_Seg_Plane"

Figure 4.92 Algorithm 4.3: Demonstration of spline fitting at each iteration using threshold =3

Table 4.27 Evaluation of algorithm 4.3 for Object "Mult_Seg_Plane"

| Total <br> number <br> of points <br> on <br> contour | Number of <br> corner <br> points | Number of <br> knots <br> inserted | Total <br> number of <br> iterations | Execution <br> time | Threshold <br> values |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 1005 | 41 | 165 | 44 | 1.68 | 1 |
| 1005 | 41 | 97 | 33 | 1.79 | 2 |
| 1005 | 41 | 70 | 33 | 1.74 | 3 |

(Figure 4.93) to (Figure 4.95) shows the fitted curve over object contour at different iterations for algorithm 4.4 at threshold values of 1,2 and 3 respectively.

(a) At iteration $=1$

(b) At iteration $=10$

(c) At iteration $=20$

(d) At iteration $=\mathbf{3 0}$
(e) At iteration $=\mathbf{3 5}$
(f) At iteration $=\mathbf{4 0}$
(g) Approximated spline for Object "Mult_Seg_Plane"

Figure 4.93 Algorithm 4.4: Demonstration of spline fitting at each iteration using threshold $=1$

(a) At iteration = 1

(b) At iteration $=10$

(c) At iteration $=20$

(d) At iteration $=\mathbf{3 0}$
(e) Approximated spline for Object "Mult_Seg_Plane"

Figure 4.94 Algorithm 4.4: Demonstration of spline fitting at each iteration using threshold $=2$

(a) At iteration $=1$

(b) At iteration $=10$

(c) At iteration $=20$

(d) At iteration $=\mathbf{3 0}$
(e) Approximated spline for Object "Mult_Seg_Plane"

Figure 4.95 Algorithm 4.4: Demonstration of spline fitting at each iteration using threshold =3

Table 4.28 Evaluation of algorithm 4.4 for Object "Mult_Seg_Plane"

| Total <br> number <br> of points <br> on <br> contour | Number of <br> corner <br> points | Number of <br> knots <br> inserted | Total <br> number of <br> iterations | Execution <br> time | Threshold <br> values |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 1005 | 41 | 774 | 49 | 49.87 | 1 |
| 1005 | 41 | 403 | 34 | 9.85 | 2 |
| 1005 | 41 | 316 | 33 | 6.21 | 3 |

(Figure 4.96) to (Figure 4.98) shows the fitted curve over object contour at different iterations for algorithm 4.5 at threshold values of 1,2 and 3 respectively.

(a) At iteration $=1$

(b) At iteration $=10$

(c) At iteration $=20$

(d) At iteration $=\mathbf{3 0}$
(e) At iteration $=35$
(f) At iteration $=45$

## (g) Approximated spline for Object "Mult_Seg_Plane"

Figure 4.96 Algorithm 4.5: Demonstration of spline fitting at each iteration using threshold =1

(a) At iteration $=1$

(b) At iteration $=10$

(c) At iteration $=20$

(d) At iteration $=\mathbf{3 0}$
(e) Approximated spline for Object "Mult_Seg_Plane"

Figure 4.97 Algorithm 4.5: Demonstration of spline fitting at each iteration using threshold $=\mathbf{2}$

(a) At iteration $=1$

(b) At iteration $=10$

(c) At iteration $=20$

(d) At iteration $=\mathbf{3 0}$

(e) At iteration = 31
(f) At iteration $=32$
(g) Approximated spline for Object "Mult_Seg_Plane"

Figure 4.98 Algorithm 4.5: Demonstration of spline fitting at each iteration using threshold $=\mathbf{3}$

Table 4.29 Evaluation of algorithm 4.5 for Object "Mult_Seg_Plane"

| Total <br> number <br> of points <br> on <br> contour | Number of <br> corner <br> points | Number of <br> knots <br> inserted | Total <br> number of <br> iterations | Execution <br> time | Threshold <br> values |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 1005 | 41 | 591 | 45 | 26.84 | 1 |
| 1005 | 41 | 282 | 33 | 4.84 | 2 |
| 1005 | 41 | 218 | 32 | 3.51 | 3 |

(Figure 4.99) to (Figure 4.101) shows the fitted curve over object contour at different iterations for algorithm 4.6 at threshold values of 1,2 and 3 respectively.

(a) At iteration $=1$

(b) At iteration $=5$

(c) At iteration $=10$
(d) At iteration $=15$
(e) Approximated spline for Object "Mult_Seg_Plane"

Figure 4.99 Algorithm 4.6: Demonstration of spline fitting at each iteration using threshold $=1$

(a) At iteration $=1$

(b) At iteration $=5$

(c) At iteration $=10$

(d) At iteration $=15$
(e) At iteration $=20$
(f) Approximated spline for Object "Mult_Seg_Plane"

Figure 4.100 Algorithm 4.6: Demonstration of spline fitting at each iteration using threshold =2

(a) At iteration $=1$

(b) At iteration $=5$

(c) At iteration $=10$
(d) Approximated spline for Object "Mult_Seg_Plane"

Figure 4.101 Algorithm 4.6: Demonstration of spline fitting at each iteration using threshold $=\mathbf{3}$

Table 4.30 Evaluation of algorithm 4.6 for Object "Mult_Seg_Plane"

| Total <br> number <br> of points <br> on <br> contour | Number of <br> corner <br> points | Number of <br> knots <br> inserted | Total <br> number of <br> iterations | Execution <br> time | Threshold <br> values |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 1005 | 41 | 197 | 18 | 2.01 | 1 |
| 1005 | 41 | 113 | 20 | 1.29 | 2 |
| 1005 | 41 | 58 | 13 | 1.43 | 3 |

(Table 4.31) to (Table 4.60) show the cumulative results for all algorithms at threshold values of 1,2 and 3 .

Table 4.31 Evaluation of algorithm 4.1 for object 'Ali’

| Total <br> number <br> of points <br> on <br> contour | Number of <br> corner <br> points | Number of <br> knots <br> inserted | Total <br> number of <br> iterations | Execution <br> time | Threshold <br> values |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 1644 | 33 | 652 | 30 | 531 | 1 |
| 1644 | 33 | 343 | 30 | 64 | 2 |
| 1644 | 33 | 197 | 30 | 24 | 3 |

Table 4.32 Evaluation of algorithm 4.2 for object 'Ali'

| Total <br> number <br> of points <br> on <br> contour | Number of <br> corner <br> points | Number of <br> knots <br> inserted | Total <br> number of <br> iterations | Execution <br> time | Threshold <br> values |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 1644 | 33 | 308 | 30 | 112 | 1 |
| 1644 | 33 | 160 | 30 | 29 | 2 |
| 1644 | 33 | 96 | 30 | 22 | 3 |

Table 4.33 Evaluation of algorithm 4.3 for object 'Ali'

| Total <br> number <br> of points <br> on <br> contour | Number of <br> corner <br> points | Number of <br> knots <br> inserted | Total <br> number of <br> iterations | Execution <br> time | Threshold <br> values |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 1644 | 33 | 183 | 30 | 28 | 1 |
| 1644 | 33 | 144 | 30 | 26 | 2 |
| 1644 | 33 | 98 | 30 | 19 | 3 |

Table 4.34 Evaluation of algorithm 4.4 for object 'Ali’

| Total <br> number <br> of points <br> on <br> contour | Number of <br> corner <br> points | Number of <br> knots <br> inserted | Total <br> number of <br> iterations | Execution <br> time | Threshold <br> values |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 1644 | 33 | 1334 | 30 | 5219 | 1 |
| 1644 | 33 | 664 | 30 | 229 | 2 |
| 1644 | 33 | 422 | 30 | 65 | 3 |

Table 4.35 Evaluation of algorithm 4.5 for object 'Ali'

| Total <br> number <br> of points <br> on <br> contour | Number of <br> corner <br> points | Number of <br> knots <br> inserted | Total <br> number of <br> iterations | Execution <br> time | Threshold <br> values |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 1644 | 33 | 1002 | 30 | 1653 | 1 |
| 1644 | 33 | 431 | 30 | 325 | 2 |
| 1644 | 33 | 260 | 30 | 88 | 3 |

Table 4.36 Evaluation of algorithm 4.6 for object 'Ali’

| Total <br> number <br> of points <br> on <br> contour | Number of <br> corner <br> points | Number of <br> knots <br> inserted | Total <br> number of <br> iterations | Execution <br> time | Threshold <br> values |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 1644 | 33 | 344 | 14 | 81 | 1 |
| 1644 | 33 | 173 | 15 | 21 | 2 |
| 1644 | 33 | 91 | 10 | 9 | 3 |

Table 4.37 Evaluation of algorithm 4.1 for object 'Apple'

| Total <br> number <br> of points <br> on <br> contour | Number of <br> corner <br> points | Number of <br> knots <br> inserted | Total <br> number of <br> iterations | Execution <br> time | Threshold <br> values |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 1242 | 13 | 544 | 30 | 202 | 1 |
| 1242 | 13 | 219 | 30 | 50 | 2 |
| 1242 | 13 | 151 | 30 | 21 | 3 |

Table 4.38 Evaluation of algorithm 4.2 for object 'Apple'

| Total <br> number <br> of points <br> on <br> contour | Number of <br> corner <br> points | Number of <br> knots <br> inserted | Total <br> number of <br> iterations | Execution <br> time | Threshold <br> values |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 1242 | 13 | 271 | 30 | 57 | 1 |
| 1242 | 13 | 151 | 30 | 21 | 2 |
| 1242 | 13 | 105 | 30 | 16 | 3 |

Table 4.39 Evaluation of algorithm 4.3 for object 'Apple'

| Total <br> number <br> of points <br> on <br> contour | Number of <br> corner <br> points | Number of <br> knots <br> inserted | Total <br> number of <br> iterations | Execution <br> time | Threshold <br> values |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 1242 | 13 | 189 | 30 | 26 | 1 |
| 1242 | 13 | 107 | 30 | 17 | 2 |
| 1242 | 13 | 89 | 30 | 15 | 3 |

Table 4.40 Evaluation of algorithm 4.4 for object 'Apple'

| Total <br> number <br> of points <br> on <br> contour | Number of <br> corner <br> points | Number of <br> knots <br> inserted | Total <br> number of <br> iterations | Execution <br> time | Threshold <br> values |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 1242 | 13 | 1196 | 30 | 1299 | 1 |
| 1242 | 13 | 398 | 30 | 112 | 2 |
| 1242 | 13 | 305 | 30 | 53 | 3 |

Table 4.41 Evaluation of algorithm 4.5 for object 'Apple'

| Total <br> number <br> of points <br> on <br> contour | Number of <br> corner <br> points | Number of <br> knots <br> inserted | Total <br> number of <br> iterations | Execution <br> time | Threshold <br> values |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 1242 | 13 | 821 | 30 | 955 | 1 |
| 1242 | 13 | 443 | 30 | 142 | 2 |
| 1242 | 13 | 268 | 30 | 42 | 3 |

Table 4.42 Evaluation of algorithm 4.6 for object 'Apple'

| Total <br> number <br> of points <br> on <br> contour | Number of <br> corner <br> points | Number of <br> knots <br> inserted | Total <br> number of <br> iterations | Execution <br> time | Threshold <br> values |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 1242 | 13 | 289 | 16 | 35 | 1 |
| 1242 | 13 | 159 | 15 | 8 | 2 |
| 1242 | 13 | 101 | 16 | 9 | 3 |

Table 4.43 Evaluation of algorithm 4.1 for object 'Plane'

| Total <br> number <br> of points <br> on <br> contour | Number of <br> corner <br> points | Number of <br> knots <br> inserted | Total <br> number of <br> iterations | Execution <br> time | Threshold <br> values |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 1293 | 27 | 531 | 30 | 257 | 1 |
| 1293 | 27 | 254 | 30 | 39 | 2 |
| 1293 | 27 | 174 | 30 | 23 | 3 |

Table 4.44 Evaluation of algorithm 4.2 for object 'Plane'

| Total <br> number <br> of points <br> on <br> contour | Number of <br> corner <br> points | Number of <br> knots <br> inserted | Total <br> number of <br> iterations | Execution <br> time | Threshold <br> values |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 1293 | 27 | 285 | 30 | 78 | 1 |
| 1293 | 27 | 150 | 30 | 27 | 2 |
| 1293 | 27 | 86 | 30 | 18 | 3 |

Table 4.45 Evaluation of algorithm 4.3 for object 'Plane'

| Total <br> number <br> of points <br> on <br> contour | Number of <br> corner <br> points | Number of <br> knots <br> inserted | Total <br> number of <br> iterations | Execution <br> time | Threshold <br> values |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 1293 | 27 | 190 | 30 | 24 | 1 |
| 1293 | 27 | 110 | 30 | 17 | 2 |
| 1293 | 27 | 80 | 30 | 16 | 3 |

Table 4.46 Evaluation of algorithm 4.4 for object 'Plane'

| Total <br> number <br> of points <br> on <br> contour | Number of <br> corner <br> points | Number of <br> knots <br> inserted | Total <br> number of <br> iterations | Execution <br> time | Threshold <br> values |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 1293 | 27 | 971 | 30 | 1441 | 1 |
| 1293 | 27 | 572 | 30 | 293 | 2 |
| 1293 | 27 | 507 | 30 | 192 | 3 |

Table 4.47 Evaluation of algorithm 4.5 for object 'Plane'

| Total <br> number <br> of points <br> on <br> contour | Number of <br> corner <br> points | Number of <br> knots <br> inserted | Total <br> number of <br> iterations | Execution <br> time | Threshold <br> values |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 1293 | 27 | 863 | 30 | 1257 | 1 |
| 1293 | 27 | 390 | 30 | 130 | 2 |
| 1293 | 27 | 395 | 30 | 98 | 3 |

Table 4.48 Evaluation of algorithm 4.6 for object 'Plane'

| Total <br> number <br> of points <br> on <br> contour | Number of <br> corner <br> points | Number of <br> knots <br> inserted | Total <br> number of <br> iterations | Execution <br> time | Threshold <br> values |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 1293 | 27 | 332 | 30 | 64 | 1 |
| 1293 | 27 | 142 | 30 | 12 | 2 |
| 1293 | 27 | 92 | 30 | 5 | 3 |

Table 4.49 Evaluation of algorithm 4.1 for English character 'D'

| Total <br> number <br> of points <br> on <br> contour | Number of corner points | Number of knots inserted | Total number of iterations | Execution time | Threshold values |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 849 | 15 | 314 | 55 | 1.85 | 1 |
| 849 | 15 | 155 | 39 | 1.09 | 2 |
| 849 | 15 | 47 | 19 | 0.59 | 3 |

Table 4.50 Evaluation of algorithm 4.2 for English character ' $\mathbf{D}$ '

| Total <br> number <br> of points <br> on <br> contour | Number of <br> corner <br> points | Number of <br> knots <br> inserted | Total <br> number of <br> iterations | Execution <br> time | Threshold <br> values |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 849 | 15 | 137 | 60 | 0.92 | 1 |
| 849 | 15 | 68 | 35 | 0.67 | 2 |
| 849 | 15 | 50 | 57 | 0.73 | 3 |

Table 4.51 Evaluation of algorithm 4.3 for English character 'D'

| Total <br> number <br> of points <br> on <br> contour | Number of <br> corner <br> points | Number of <br> knots <br> inserted | Total <br> number of <br> iterations | Execution <br> time | Threshold <br> values |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 849 15 141 60 0.93 |  |  |  |  |  |
| 849 15 94 60 0.87 <br> 849 15 60 43 0.78 |  |  |  |  |  |

Table 4.52 Evaluation of algorithm 4.4 for English character ' $D$ '

| Total <br> number <br> of points <br> on <br> contour | Number of <br> corner <br> points | Number of <br> knots <br> inserted | Total <br> number of <br> iterations | Execution <br> time | Threshold <br> values |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 849 | 15 | 612 | 60 | 14.17 | 1 |
| 849 | 15 | 216 | 43 | 1.2 | 2 |
| 849 | 15 | 125 | 26 | 1.53 | 3 |

Table 4.53 Evaluation of algorithm 4.5 for English character 'D'

| Total <br> number <br> of points <br> on <br> contour | Number of <br> corner <br> points | Number of <br> knots <br> inserted | Total <br> number of <br> iterations | Execution <br> time | Threshold <br> values |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 849 15 618 60 9.43 |  |  |  |  |  |
| 849 15 324 60 2.18 |  |  |  |  |  |
| 849 <br> 15 | 220 | 36 | 1.42 | 3 |  |

Table 4.54 Evaluation of algorithm 4.6 for English character ' $D$ '

| Total <br> number <br> of points <br> on <br> contour | Number of <br> corner <br> points | Number of <br> knots <br> inserted | Total <br> number of <br> iterations | Execution <br> time | Threshold <br> values |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 849 | 15 | 160 | 18 | 0.92 | 1 |
| 849 | 15 | 77 | 19 | 0.67 | 2 |
| 849 | 15 | 61 | 17 | 0.67 | 3 |

Table 4.55 Evaluation of algorithm 4.1 for object Mult_Seg_Plane

| Total <br> number <br> of points <br> on <br> contour | Number of <br> corner <br> points | Number of <br> knots <br> inserted | Total <br> number of <br> iterations | Execution <br> time | Threshold <br> values |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 1005 | 41 | 415 | 33 | 10.96 | 1 |
| 1005 | 41 | 224 | 34 | 2.45 | 2 |
| 1005 | 41 | 182 | 32 | 2.18 | 3 |

Table 4.56 Evaluation of algorithm 4.2 for object Mult_Seg_Plane

| Total <br> number <br> of points <br> on <br> contour | Number of <br> corner <br> points | Number of <br> knots <br> inserted | Total <br> number of <br> iterations | Execution <br> time | Threshold <br> values |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 1005 | 41 | 195 | 44 | 2.1 | 1 |
| 1005 | 41 | 90 | 34 | 1.21 | 2 |
| 1005 | 41 | 60 | 32 | 1.59 | 3 |

Table 4.57 Evaluation of algorithm 4.3 for object Mult_Seg_Plane

| Total <br> number <br> of points <br> on <br> contour | Number of <br> corner <br> points | Number of <br> knots <br> inserted | Total <br> number of <br> iterations | Execution <br> time | Threshold <br> values |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 1005 | 41 | 165 | 44 | 1.68 | 1 |
| 1005 | 41 | 97 | 33 | 1.79 | 2 |
| 1005 | 41 | 70 | 33 | 1.7 | 3 |

Table 4.58 Evaluation of algorithm 4.4 for object Mult_Seg_Plane

| Total <br> number <br> of points <br> on <br> contour | Number of <br> corner <br> points | Number of <br> knots <br> inserted | Total <br> number of <br> iterations | Execution <br> time | Threshold <br> values |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 1005 | 41 | 774 | 49 | 49 | 1 |
| 1005 | 41 | 403 | 34 | 9.85 | 2 |
| 1005 | 41 | 316 | 33 | 6.21 | 3 |

Table 4.59 Evaluation of algorithm 4.5 for object Mult_Seg_Plane

| Total <br> number <br> of points <br> on <br> contour | Number of <br> corner <br> points | Number of <br> knots <br> inserted | Total <br> number of <br> iterations | Execution <br> time | Threshold <br> values |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 1005 | 41 | 591 | 45 | 26 | 1 |
| 1005 | 41 | 282 | 33 | 4.84 | 2 |
| 1005 | 41 | 218 | 32 | 3.51 | 3 |

Table 4.60 Evaluation of algorithm 4.6 for object Mult_Seg_Plane

| Total <br> number <br> of points <br> on <br> contour | Number of <br> corner <br> points | Number of <br> knots <br> inserted | Total <br> number of <br> iterations | Execution <br> time | Threshold <br> values |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 1005 | 41 | 197 | 18 | 2.01 | 1 |
| 1005 | 41 | 113 | 20 | 1.29 | 2 |
| 1005 | 41 | 58 | 13 | 1.43 | 3 |

Table 4.61 Evaluation of space efficiency in terms of reduction of dataset

| Algorithm | Threshold | Object <br> 'Ali' \% <br> Reduction <br> in Dataset | Object <br> 'Apple' <br> $\%$ <br> Reduction <br> in Dataset | Object <br> 'Mult_Seg_Plane' \% Reduction in Dataset | Object ‘D' \% <br> Reduction <br> in Dataset | Object <br> 'Plane' \% <br> Reduction <br> in Dataset | Average $\%$ <br> Reduction | Algorithmic <br> Average \% <br> Reduction |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 1 | 60.34 | 56.19 | 58.70 | 63.01 | 58.93 | 59.43 | 76.36 |
|  | 2 | 79.13 | 82.36 | 81.79 | 81.74 | 80.35 | 81.07 |  |
|  | 3 | 88.01 | 87.84 | 85.97 | 94.46 | 86.54 | 88.56 |  |
| 2 | 1 | 81.26 | 78.18 | 80.59 | 83.86 | 77.95 | 80.37 | 87.90 |
|  | 2 | 90.26 | 87.84 | 91.04 | 91.99 | 88.39 | 89.90 |  |
|  | 3 | 94.16 | 91.54 | 94.02 | 94.11 | 93.34 | 93.43 |  |


| Algorithm | Threshold | Object <br> ‘Ali' \% <br> Reduction <br> in Dataset | $\begin{array}{\|c} \hline \text { Object } \\ \text { 'Apple’ } \\ \% \\ \text { Reduction } \\ \text { in Dataset } \end{array}$ | Object <br> 'Mult_Seg_Plane' \% Reduction in Dataset | Object ‘D' \% <br> Reduction <br> in Dataset | Object <br> 'Plane' \% <br> Reduction <br> in Dataset | Average \% <br> Reduction | Algorithmic <br> Average \% <br> Reduction |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 3 | 1 | 88.86 | 84.78 | 83.58 | 83.39 | 85.30 | 85.18 | 89.73 |
|  | 2 | 91.24 | 91.38 | 90.34 | 88.92 | 91.49 | 90.67 |  |
|  | 3 | 94.03 | 92.83 | 93.03 | 92.93 | 93.81 | 93.33 |  |
| 4 | 1 | 18.85 | 3.70 | 22.98 | 27.91 | 24.90 | 19.67 | 52.27 |
|  | 2 | 59.61 | 67.95 | 59.90 | 76.32 | 55.76 | 63.91 |  |
|  | 3 | 74.33 | 75.44 | 68.55 | 87.04 | 60.78 | 73.23 |  |


| Algorithm | Threshold | Object $‘ A l i ’ \%$ <br> Reduction <br> in Dataset | Object <br> 'Apple' <br> \% <br> Reduction <br> in Dataset | Object <br> 'Mult_Seg_Plane' \% Reduction in Dataset | Object $‘ \text { 'D' \% }$ <br> Reduction <br> in Dataset | Object <br> 'Plane' \% <br> Reduction <br> in Dataset | Average \% Reduction | Algorithmic <br> Average \% <br> Reduction |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 5 | 1 | 39.05 | 33.89 | 41.19 | 27.20 | 33.25 | 34.92 | 60.17 |
|  | 2 | 73.78 | 64.33 | 71.94 | 61.83 | 69.83 | 68.34 |  |
|  | 3 | 84.18 | 78.42 | 78.30 | 75.85 | 69.45 | 77.24 |  |
| 6 | 1 | 79.07 | 76.73 | 80.39 | 82.92 | 74.32 | 78.68 | 87.31 |
|  | 2 | 89.47 | 88.24 | 88.75 | 92.69 | 89.01 | 89.63 |  |
|  | 3 | 94.46 | 91.86 | 94.22 | 94.58 | 92.88 | 93.60 |  |

The ideal objective in reengineering of objects is to get an accurate representation in least possible time with least possible data set. This defines the time and space complexity of an algorithm. However in practical situations, either of the two conditions is usually targeted.

Our algorithms are more time efficient as compared to space efficiency. We have observed that except for Algorithm 4.3, 'Single Positional Distance Constraint Random Point', all of the algorithms converge to the object contour in 15 iterations on the average. We can say that the rest of the iterations are taken as tuning iterations for achieving better reengineered result. In these tuning iterations we observe a very slight improvement on curve fitting outcome. Also from the result set we can observe that Algorithm 4.6, 'Fuzzy Random Knot Selection', performs the best in terms of convergence in total number of iterations. The specialty of this algorithm is that it does not need extra tuning iterations, thus improving overall time efficiency. Most importantly it is to be noted that our algorithms are linear in time.

It is analyzed from Table 4.61 that Algorithm 4.3, ‘Single Positional Distance Constraint Random Point', performs best by reducing the dataset representation by $89 \%$. Also Algorithm 4.2, 'Single Euclidean Distance Constraint Random Point' and Algorithm 4.6, 'Fuzzy Random Knot Selection', reduce the dataset representation by $87 \%$ and $87 \%$. On the other hand Algorithm 4.4, ‘Three Unconstraint Random Points’ and Algorithm 4.5,
'Three Equal Spaces Segmented Random Points', perform the worst. The dataset reduction is very low.

A very important factor involved in our algorithms is that one can tune up the accuracy and space efficiency by adjusting the threshold value. In case accuracy is desired, then the threshold value can be decreased while on the other hand threshold value is increased to get the object representation in the least possible dataset. We have observed, Table 4.31 - Table 4.60, that Algorithm 4.3, ‘Single Positional Distance Constraint Random Point', performs most uniformly. Such that the threshold value does not produce much effect on the space complexity however the accuracy is increased when the threshold value is decreased. The rest of the algorithms show a great deal of improvement in terms of space efficiency incase the threshold value is increased. Moreover we observed that overall there is no effect on the number of iterations for convergence.

Furthermore, it is also analyzed that the number of knots inserted is independent of the total number of points on the contour and also they do not depend upon the complexity of the object shape. This is because of the true randomize nature of the algorithms.

The close inspection and analysis of results depicted in Table 4.31 - Table 4.60, show that Algorithm 4.3, 'Single Positional Distance Constraint Random Point' and Algorithm 4.6, 'Fuzzy Random Knot Selection', give us better results in terms of both time and space complexity. Algorithm 4.3 is better in terms of space complexity and Algorithm 4.6
is better in terms of time complexity. Moreover Algorithm 4.6 is far beyond Algorithm 4.3 in case of space complexity. So, overall we can say that Algorithm 4.6 works best among all spline approximation algorithms in all the cases regardless of the threshold values. It not only converges in least iterations but also it selects near to the least number of knots and produces a very close fitted curve on the object contour.

### 4.5 Conclusion

A lot of applications in computer graphics, image processing, computer vision and CAD/CAM require the data points to be approximated by computing curves. These applications include outline capturing of bitmap images or fonts, designing of objects, data compression, regression analysis etc. The proposed work presented in this chapter, is concerned with efficient techniques of curve fitting to a large amount of digital planar data using cubic splines. We have developed enhanced techniques for knot insertion to obtain an approximation in lesser operations. Moreover, these algorithms are quite economical in terms of computation cost as they use a cubic function in their description and the randomized nature of algorithms is also simple. Our approaches can be used to visualize large set of data in much smaller data set. Further they can be used in object designing area. On the storage side, they require very few points to store and recover a planar image, especially the fuzzy approach is far better than any other approach in terms of time and space complexity.

## CHAPTER 5

## Conclusion and Future Work

### 5.1. Conclusion

The research work was substantially aimed to come up with an efficient strategy for object designing using smooth cubic splines. During the course of this thesis we also developed some efficient schemes of spline approximation which can also be used in object designing. To achieve the objective, several areas were analyzed and studied in depth, which are as under;

- Corner detection.
- Introduction of smoothness in parametric cubic spline model.
- Designing of interpolant form of smooth parametric cubic spline model.
- Designing of local support basis form of smooth parametric cubic spline model.
- Introduction of shape control parameters in the spline model.
- Designing of objects using smooth parametric cubic spline model.
- Approximating the object contour using the smooth parametric cubic spline model.


### 5.1.1. Corner Detection

A rough shape of digital object can be represented with the help of corner points. Thus, corners of a digital image store vital information for shape analysis. We have developed an efficient scheme for detecting corners in digital images. Our scheme's time complexity is linear. Moreover we have demonstrated that our algorithm neither detects wrong corners nor it leaves true corners undetected. Although our algorithm is not transformation invariant but we have shown that rotation does not produce much effect on shape descriptors. Further, the most important aspect of our algorithms is that our default tuning parameters work in the same way for all the objects. We have also shown that the tuning parameters do not have much effect when changed. That is, it is not required to change the tuning parameters as the input object is changed.

### 5.1.2. Spline Modeling

Splines are used to produce smooth curves. They can be applied to set up paths for object motions or to provide a representation for an existing object or drawing also they can be used to design object shapes. The important aspects to address for spline modeling and usage are to decide if it will be an interpolating or approximating spline. Interpolating splines mean that the curve is passing through the designated set of data points also
known as control points. Where as, approximating splines do not necessarily pass through the given set of control points. Further, degree of spline plays a very important role in object designing and approximation. The most often used class of splines is cubic, which offer a reasonable compromise between flexibility and speed of computation. Compared to higher-order polynomials, cubic splines require less calculations and memory and they are more stable. Compared to lower-order polynomials, cubic splines are more flexible for modeling arbitrary curve shapes.

We have formulated the mathematical notion of the interpolant and as well as local support basis form of cubic generic spline model. The interpolant form, as the name suggests is used for interpolation of given data set where as the local support basis form is used for approximation purposes. We have induced the $G C^{2}$ continuity in its description. This spline formulation recovers general cubic Bézier, Ball and Timmer curves as special cases. Also we have introduced the shape parameters for control over design. These shape parameters can be used to produce local or global tension. Moreover we have studied Timmer parametric cubic splines in detail and we have further proposed two interpolating schemes for curve rendering using $C^{1}$ and $C^{2}$ continuity.

### 5.1.3. Introduction of Smoothness in Curve Design

To attain a better shape it is required that the spline should permit the mixing of sharp and smooth sections within the same description. Continuity condition provides the
solution for this requirement. To achieve shapes with cusps, a zero order continuity condition can be used. For smooth shapes higher order continuity conditions are satisfied.

We have introduced $G C^{2}$ continuity in the generic cubic spline description. The benefit is that it can be used as $C^{2}$ continuous constraint with some change in parameter values.

### 5.1.4. Introduction of Shape Parameters

Shape parameters allow the designer to play with the shape of the object without ever changing the set of data points. These parameters in fact add a layer of shape control. Generally there are two kinds of shape parameters associated with curves. The first one is known as point tension. As the name suggests, it is associated with producing affect only on the neighborhood of a specific point. Where as the second type of shape parameter is concerned with producing the affect on an interval and thus known as interval tension parameter. We have successfully introduced the concept of shape parameters in the generic cubic curve design theory. We have also demonstrated the affect of changing the point and tension parameters. Further it is up to the designer to use these parameters globally or locally. Global change will impact the whole shape of the object where as local change will render the change in a specified interval or point.

### 5.1.5. Development of Interpolant Form of Spline Model

As we have already explained that interpolation is used when spline curve is suppose to pass through the given set of data points. Further it is used when the control points which
are describing the contour of the object are smooth with no sharp edges. We have devised an interpolant form of generic cubic spline model. For interpolation curve scheme, the data point set is transformed into Hermite form and the implementation of the tridiagonal system is proposed for computation of tangents. We have used Type 1 natural end conditions for the formulation of tri-diagonal system of linear equations. The tangents are calculated at joining points of the segments in such a way that they follow $G C^{2}$ continuity.

### 5.1.6. Development of Local Support Basis Form

Local support basis formulation is used for spline approximation. This is less restrictive as compared to the interpolant form of spline model. In this case, as we have discussed earlier, the spline curve does not necessarily pass through the data points describing the contour of object. This approach is useful when the object to be approximated is not smooth. We have introduced the local support basis in the spline by transforming it in to piece wise Bernstein-Bézier representation. The freeform curve method is computed by the generation of Bezier points through B-Spline representation. The rationale of this conversion is to get all the desired properties of B-Spline like basis function.

### 5.1.7. Planar Object Approximation and Designing

One way to tackle object designing is by using spline approximation. Here it is required to find a close spline fit to the object contour. Once we get the approximated spline fit of the object we can apply all transformations on it. Thus allowing a designer to play with
the shape of the object or use it for designing purposes. Several steps are required to get approximated spline fit. Among them are, boundary extraction, corner detection and knot insertion or breaking the segment. We have used chain codes for boundary extraction. Most importantly we have proposed two classes of knot insertion algorithms. Both classes involve random process. Further we have also described our fuzzy criteria for selecting a random point amongst three using our proposed fuzzy membership function. We have shown that our proposed approaches are much efficient as far as the time complexity is concerned. We have also demonstrated that our approaches converge to the solution in very less iterations. However, these approaches are not good in terms of space complexity. Thus we claim that these approaches are very useful in on-line applications where space complexity is not much of concern.

### 5.2. Future Work

### 5.2.1. Designing of tuning parameter independent corner detector

In ideal situation it is required to have a corner detector which is independent of all kinds of tuning parameters and also which is transformation invariant. Even though our proposed corner detector's tuning parameters do not produce much difference when changed but still there presence invalidate an ideal condition.

# 5.2.2. Enhancement of curve fitting technique in terms of time and space complexity 

A universal approach is required for curve fitting which could be applied both at online and offline applications. Thus it is required to find a solution which is efficient in terms of both time and space complexity.

### 5.2.3. Extension of concepts to 3D geometry

In this thesis we have explored the planar objects in detail. All our algorithms and techniques revolve around 2D objects. It will be interesting to find if these approaches are also applicable to 3D geometry.
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