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THESIS ABSTRACT

FULL NAME OF STUDENT: MAZEN ABDULLAH SALAH
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INTELLIGENT ALARM PROCESSOR (IAP)

MATJOR FIELD POWER SYSTEM

DATE OF DEGREE JULY, 1991

The major objective of this thes%s is to develop an Intelligent Alarm Processor
(IAP) for processing excessive alarms at the Power Control Center (PCC) especially
during a major power disturbance. The received alarms will be analyzed by the IAP
and the outcome will be presented to the dispatcher in a ;horter, more concise and

meaningful manner.

The processing of multiple alarms into fewer concise state;nents is best
achieved i)y applying artificial intelligence techniques into the received alarms. In this
thesis, a rule-based Expert System consisting of 61 rules is developed. It utilizes
CLIPS as a tool with a forward chaining reasoning. This system emulates an

experienced dispatcher at the PCC in analyzing the power system alarms to reach a
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definite conclusion. The desired conclusion describes what has happened on the
network. Such a conclusion is needed to lead to the course of actions required to

return the power system to the normal state as soon as possible.

The developed IAP manipulates the received alarms on the i)asis defined by
the derived empirical rules to produce the descriptive messages. Furthermore, it
controls the suppression and display of information to the dispatcher on the basis of
what he needs and does not need to see. In deriving the required conclusion, the IAP
relies heavily on the connectivity data of the network to relate the various equipment

1o each other.



1.V

CHAPTER 1
INTRODUCTION
1.1 GENERAL

Interconnected Power System networks have grown rapidly over the last few
years. Today these networks are monitored and controlled by modern Power Control
Centers (PCC). The PCC operators will be alerted of any abnormality on the power
system network by means of some alarm messages. Alarm processing has been a
traditional feature that has not changed over several generations of the power control

center design.

During some power system disturbances, tremendous number of alarms are
received at the PCC. The operators are required to act very fast to return the power
system network to its normal state. A lot of alarm analysis is neéded to understand
what has happened on the network before any action is taken. Operations personnel
have often voiced the desire for a better way to monitor a power system than

provided by existing alarm processing software and hardware [1]. A very promising
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method to improve alarm message presentation during a disturbance is to reduce the
number of alarms by processing multiple alarms in a more intelligent manner. This
is realized through the application of an Expert System (ES) to alarm processing,
which is the subject of this thesis. Such an expert system will be called the Intelligent

Alarm Processor (IAP).

In recent years expert systems technology has captured a lot of interest in
many fields of electric power operation, engineering and control. This trend is likely
to continue [2]. The expert systems application to alarm processing is a new field that
is still under research by different electric utilities and universities. The work in this
field has not yet defined a complete operational system that can be implemented in
the power control centers. However, the work done so far was merely investigation

and studies of the feasibility of ES application to alarms processing [3,4,5]-

The power system alarms should not be simply rearranged for display.
However, they should be analyzed together with the available software at the PCC
to reach a conclusion on what has happened on the network in the shortest possible
time. Expert systems has the ability, when programmed properly, to emulate the
reasoning process of a human expert in a particular problem domain when it is
encountered. Therefore, the expert system techniques were sought by many

researchers as a promising solution to the alarm processing problems [1,5].
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In this thesis a Intelligent Alarm Processor (1AP) prototype is developed. The

IAP processes the alarms received at the PCC during power system disturbances to
produce fewer intelligent and more concise messages. The messages describe what
have happened on the network. The knowledge used to develop the IAP is based on
the empirical rules that were derived from experienced dispatchers at the PCC. The
IAP utilizes heavily the connectivity information, which is available at the PCC data

base software, 10 relate the various power system component to each other.

This thesis is divided into five chapters. Chapter 1 is ar introductory part
where the applications of ES 10 electrical power engineering, in general, and to
alarms processing in particular will be cited. This is followed by definition of the

problem of alarms processing in modern power control centers. The chapter

concludes by highlighting the scope of work for the thesis. Chapter 2 reviews the

expert systems components, languages and tools. Special emphasis will be given on
the language of choice 'CLIPS’. The second part of Chapter 2 discusses Energy

Management Systems (EMS) operations and the applications of expert systems into

EMS. More elaboration will be made on alarms processing in EMS and alarms types,

classifications, conditions and generation. The solution techniques and building
process of the Intelligent Alarm Processor (IAP) will be explained in Chapter 3.

In chapter 4, the IAP operation and capabilities will be demonstrated using two
different power system models. Finally, Chapter 5 will conclude the thesis with a

summery and recommendations for future work.



12  LITERATURE REVIEW

Expert Systems design is currently a very active area in computer science. In
the 1960’s, this research was limited to few research laboratories in a small number
of universities. Currently, there are numerous companies, universities and research
laboratories who are active in expert systems research [1]. As a result, significant
progress has been made in the-development of the expert systems, and many expert

systems have been successfully built for various applications.

One of the widely known applications of Expert Systems (ES) is "MYCIN" which was
developed for medical diagnosis and therapy by Stanford University in 1977 [6,7].
The MYCIN system interviews physicians and receives, an input, answers to questions
posed by the system, then outputs ordered set of diagnosis and therapy recommenda-
tions. The architecture of the system is rule-based, exhaustive backward chaining with

uncertainty and uses LISP as a tool.

In 1981-1982 another successful application of expert systems was developed
by Carnegie-Mellon and Digital Equipment Corporation. A rule-based expert system
"R1" was designed for configuring VAX computer subsystem. It utilizes OPS5 as a
tool and forward chaining techniques [7,8]. R1 configures the VAX computer systems

by projecting the need for subassemblies given a high level description of the system.
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For the analysis and synthesis of electric circuits, "EL" and "SYN" expert

systems were proposed. More information about these expert systems can be found
in references [7] and [9]. Further, reference [10] presents an expert system scenario

for computer-aided control system design.

The application of Expert Systems to power systems is a new area of research.
From the power system point of view, many areas of electric power systems analysis,
planning, operation, and training appear to be promising fields for ES application
{7,11}. This is due to the fact that the behavior of modern interconnected power
systems has become more and more complicated, causing the decision-making
process to be increasingly difficult. In addition, it takes a relatively long time to gain

the knowledge needed for system planners, operators and analysis.

Expert Systems can be developed to incorporate the existing knowledge in
power systems planning and operation into more advanced and intelligent programs.
They can also offer assistance to system operators during a time-critical situation and
provide a valuable training tool [7]. The most promising fields of application in the

area of power systems were identified as follows [4]:

0 Contingency analysis - a more robust selection of cases to be studied, an

evaluation of the solution accuracy of using a steady state algorithm instead
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of a dynamic stability algorithm, and a more concise presentation of the

solution results.

Alarms processing - a more concise statement of the problem and to provide
a priority to the importance of each alarm. An elaborate discussion of this
field of application will be presented in the next Chapter.

State estimation - a2 more complete method of bad data and of biased data
identification, an alternative method of tap estimation, and to adapt the bus

section load models of conforming and of non- conforming loads.

External model estimation - the buses which should be reduced, the pseudo
measurements which are the best indication of the state of other power

systems, and an analysis of the present state of the total power system.

Remedial action - the controls which should be considered, the control order
(generation or tap position changes) and the controls which should be used

after the next contingency.

Automatic generation control-selection of regulation participation factors for
units under control, unit not responding logic, and automatic tuning of unit

and system parameters.
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Economic dispatch-generation of energy conversion curves, selection of curves,

more regions and valve points.

Unit commitment decision - when to re-execute the algorithm, selection of
algorithm (e.g., full, sequential or truncated dynamic programming) selection
of constraints to be enforced, and models to be used (e.g, linear, quadratic,

or piece-wise linear energy conversion cuives).

Short-term load forecast - selection of base curve, selection of weather
variables, selection of model parameters (e.g., degree of differencing, mumber
of components in a multiple autoregressive moving average process), and
estimation of the impact of exogenous variables (e.g, Nielsen ratings).

Interchange evaluation - selection of possible schedules to be evaluated,
pricing of potential schedules, and execution of an evaluation algorithm (e.g.,

economy A or B).

Dispatcher’s optimal power flow - selection of control variables to use,

selection of control variable ordering, and selection of constraints to enforce.

System restoration - selection of cranking path(s), selection of load restora-

tion, selection of generation restarting schedule.
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Contingency relay arming - selecting of relays to be armed or disarmed,
selection of key system parameters (equipment status) to be used as triggers,

selection of equipment(s) to be removed for each contingency.

Energy cost reconstruction - selection of costing algorithm, selection of unit(s)
to be used for costing, selection of transaction schedules to be used for

costing, and selection of transmission loss model for costing.

Load shedding - selection of distribution feeders to open which will most

likely remedy system overload or voltage violation.

Load management - selection of load curtailment strategy based upon

expected load and weather trends.

Trouble call analysis - faster identification of outaged equipment based upon
equipment reliability, weather conditions and load demand in addition to

customer complaints.

A summery of the recent advances in this field is cited below.

In the area of power systems operations planning, R. Fujiwara, et al, [3] in

1986, described the details of an intelligent load flow engine. The objective of the
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engine was to provide both an expert and elementary user with a friendly working
environment, aiming at enhancing a user’s creativity in making operationai plans. The
knowledge for the expert system was acquired from the experienced power system
planners and implemented in PROLOG. Besides the expert system, the intelligent
load flow engine realized a graphic user interface, which was composed of a power
system map and control panel, and one-touch data retrieved for fast interaction. A
sample system having 54 generators, 261 buses and 289 lines was tested by the
intelligent load flow engine. It showed satisfactory results with some limitations. The
limitations concerned editing rules, rules explanation, communication, rules

consistency and computer response time.

C. Liu and K. Tomsovic [7] used a production rule language called OPS5 to
develop an expert system to assist in the decision-making of the reactive pow-
er/voltage control problem (in 1986). The developed system was capable of
performing the detection of voltage problems and the application of empirical
knowledge to come up with appropriate control actions. Empirical rules for reactive
power voltage control were identified first, then they were justified theoretically.
Based on the identified knowledge, a set of production rules were built. Numerical
examples based on a modified IEEE-30 bus system were presented. Different
scenarios of the system condition were selected to test the capability of the developed

expert system. The results were very encouraging.
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DJ. Sobajic ahd Y. Pao [12] demonstrated, in 1988, the feasibility of using a

knowledge-based expert system for power system contingency screening. Both single
and multiple line outages were addressed in the scheme. The expert system was
designed to effectively (1) detect and screen out harmless contingencies, and (2)
recognize potentially harmful contingencies and determine corresponding endangered
areas. The rules incorporated into the knowledge base system were based parily on
human operator experience, and partly on power system simulation methods. Results
clearly showed such systems can be very effective in focusing attention on a much-
reduced number of the more critical contingencies. The expert system was

demonstrated using a power system model of moderate size (25 buses, 35 lines).

R.D. Christie and S.N. Talukdar [13] presented, in 1988, a preliminary design
of an expert system for on-line security assessment. The paper argues that automatic
security assessment scheme, cannot generate information of high quality until their
architectures, which are wholly algorithmic now, are changed to hybrids combining
algorithms with expert systems. In particular, numerical algorithms should continue
to be used for simulating the effects of contingencies, but expert systems should be
developed for selecting contingencies and interpreting the simulation results. The
authors discussed some of the problems associated with integrating hybrid software
into existing Energy Management Systems (EMS) and suggested a solution; namely,

the use of a network of work stations tied to existing EMS computers.
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In 1988 C. Liu, SJ. Lee, and S.S. Venkata [14] presented an expert system to

be used for the restoration of distribution systems. The developed ES will assist
dispatchers in locating faults and restoring customers when power lines are equipped
with automatic protective switches. It can be utilized as an on-line aid to system
operators in a distribution SCADA environment. A knowledge base was constructed
of approximately 180 rules and implemented in PROLOG. The incorporated
knowledge was acquired from the literature and discussions with distribution
engineers. The developed rules were general or portable in the sense that they do
not depend onr any particular system. The used method was a generalization of the
procedures and priority schemes which allows restoration of feeder zones in groups.
The results obtained using a prototype system indicated that for a typical scenario,

the expert system could formulate a feasible restoration plan within a few seconds.

Alarm message processing seems to lend itself beautifully to ES application.
The use of Artificial Intelligence to process alarm messages is currently under active

development in several organizations [15].

In 1986, B.F. Wollenberg [1] demonstrated the feasibility of using a real-time
expert system to build an Intelligent Alarm Processor (IAP). Few experiments were
made to assess the feasibility study, where a prototype of the real time expert system
was constructed. The prototype consisted of the knowledge base and already built

inference engine program. The language of choice was LISP. A use was made of a
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dispatcher training simulator (DTS) to generate alarm messages from a sample

power system. The knowledge base was obtained by studying the alarm messages
from the DTS and then asking, for each message: What would make sense to display
and what should be suppressed? " The knowledge base for the IAP treats the alarms
as being in one of the following categories; breaker alarms, generation alarms, and

line /transformer status alarms. The rules themselves were categorized as follows:

- Alarm level rules — determine the type of system element for which some
parameter is in alarm.

- Generation loss rules — establish whether generation has been lost through
looking at specific elements values and/or statistics.

- Suppress alarm rules — determine when to suppress an alarm.

- Print alarm rules - determine when to print (or display) alarms.

- Special message rules — output special messages derived from combination

of different conditions.

In spite of the fact that the rules were not written to represent a final design of a
possible IAP, the work so far had demonstrated the feasibility of using Al techniques

to solve a very difficult problem facing the operators of power control centers,

namely alarm processing.
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S.L. Larsen [4] presented a review of a research project that was initiated in
1985 and sponsored by Northern States Power Company’s (NSP). The research
investigated the feasibility of developing an expert system that would closely emulate
the process that an operator uses when evaluating a disturbance. The problems of
alarm processing were reviewed first. The author then, highlighted the initial design
objectives, which were: keeping the operator aware of the most urgent matters,
keeping the operator aware of the problems as they occur, reducing alarm loading
and presenting the strategic situation, deeper analysis of situation, predicting near
future conditions and finally reminding the operator of actions to be taken. The
design would give operators three types of alarm summaries. These include standard

alarm, chronological, and priority summaries.

In 1988, H. Admink, et. al. [S] reviewed some of the alarm processing
problems in modern power control centers. Two techniques, statically adaptive and
dynamically adaptive message processing, were introduced. The concept of statically
adaptive message processing included message routing, prioritizing, acknowledging
and segmenting. It applied regardless of the state of the power system. While the
concept of dynamically adaptive message processing was intended to alleviate the
added message burdens encountered during power system disturbance. This was ac-
complished through automatically adjusting to sudden and unexpected requirements

by altering the priority levels. Yet, the problem of reducing a number of discrete
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messages to a single succinct statement of a condition is one that has not been solved

through adaptive message processing.

Application of Al techniques to alarm processing seems to be promising
approach. As a drawback, Al has the potential of requiring larger data bases, faster
data acquisition systems and extensive computer resources albeit for short duration

only.

The following observations can be drawn from the above literature survey:

1. The expert systems application to power system operations, in general, and to
alarm processing in particular is a very promising method to assist the power
system operators especially during power system disturbances. Yet, this field

is still under research by different electric utilities and universities.

[

The construction of any expert sy'stem should, in general, go through the

following development phases:

a. Defining the problem, clearly and thoroughly.
b. Acquiring Knowledge -- from experienced personnel and literature.

C. Specifying interfaces -- if any is required.
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d. Selecting the 100l or language — Should be practical and satisfies the desired

application requirements.
d. Building the knowledge base.
e. Developing a prototype system.

f Expanding the prototype to a practical application level.

13 PROBLEM DESCRIPTION

Current power control centers can scan several times as fast as it could 10
years ago. Today it is not uncommon for power control centers to monitor 20,000 to
50,000 points. In a typical power control center an alarm processor program is
employed to handle the alarms which are detected by the data acquisition subsystem.
Alarms are processed and given to the operator on CRT displays very rapidly. The
improvement in the control center’s hardware and software today, makes it possible
for alarm processors to produce five hundred (500) or more alarms per minute, and

this has led to concern about the way alarms are processed [1,5].

When a major disruption occurs on the power system, operators can be
overloaded with alarm messages (several hundreds per minute). Because many of the
alarm messages are redundant or present information related to the same event, the

operators may have difficulty in understanding precisely what has happened. A very
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essential and important question is whether the operator can analyze and decipher
the alarm data into usable information in the time frame which will allow him to
react and limit the consequences of a disturbance. It is almost impossible that the
operator can take best actions or sometimes the appropriate action when massive

numbers of alarms are displayed at such rates.

Standard methods of ranking and classifying alarms were not considered
adequate solution to the problem because the importance of alarms depends on the
disturbance and changes with condition as disturbance proceeds. Further, they do not

provide concise and clear diagnosis as what has happened on the network.

A further complication to the problem is envisioned when false alarms are
displayed or when alarms are not issued where they shauld. This behavior can result
from malfunction in the field instrumentation i.e., a case can be a line is out of

service and the Mega Watt meter still shows a flow of MW on the line.

The diagnosis of what is happening on the system needs to be made using all
of the alarm messages available to insure reliability. Further, the diagnosis should be
made quickly so that the operator is informed as soon as possible of the condition.
To carry out such a diagnosis of system events requires techniques which involve
processing of logical and symbolic information in addition to some of the usual

numeric data available at the EMS. The status of a system can be stored in the
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computer by a description consisting of a list of symbols (words or word phrases)

which are known to be true, false or unknown. The process of diagnosis then involves
reasoning by manipulating these symbols. The techniques to do this are called
EXPERT SYSTEMS and have emerged from research groups in recent years and are

now being applied to a variety of problems.

The main objective of this thesis is to develop an expert system that will
utilize the alarm messages together with the real time data base of the Energy
Management System (EMS) to provide the operators with an analysis of the state of
the power system. If, for example, the power system experiences the loss of a
transmission line, the EMS may display up to ten or more breaker status chénges
together with line disconnection and de-energization messages and perhaps some low
voltage , Mega watts and Mega Vars messages. This may take more than a full CRT
screen to display and certainly cannot be analyzed in detail very quickly by an
operator. What is needed is an analysis of the alarm messages to determine that the
line has been switched out and display of that information only. All other messages

are redundant (in this instant) and can be suppressed.
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14 SCOPE OF WORK

The primary objective of this thesis is to develop an expert system that
reduces the number of power system alarms received at the power control center
(PCC) when the network experiences a disturbance or an abnormality. The received
alarms will be reduced into fewer, more concise and intelligent messages describing
what has happened on the network. All other related and redundant alarms which
the dispatcher does not need to see, will be suppressed. The received alarms will be
the main input data to the ES and the produced intelligent messages will be the
output of the ES to the PCC terminals. The developed ES should emulate an
experienced dispatcher’s way in analyzing received alarms to reach a conclusion

about the state of the network after the occurrence of new events.

The following tasks describe the different steps of the scope of work, in order:

1. Establishment of an overall understanding of the domain. This is accom-

plished via two major sources:

a. Literature review of the alarms processing, generation and classification in
modern power control centers. Different point types, classes, and categories
monitored by PCC, which represent the values or the states of power system

components, will be studied.
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Questioning Experts in power conirol centers. A questionnaire will be
constructed and distributed to several power system dispatchers in a Power
Control Center . The questionnaire requests dispatchers to specify the power
system disturbances that cause burst of alarms when occurred. It also inquires
information on how they handle the numerous alarms in case of emergency
on the network and what the main indications of the occurrence of a
particular emergency are. Such a knowledge can only be acquired from

experts in the field and is not usually available in standard texts.

Selection of the proper tool. Undergo an investigation of the different

available Al languages and tools that will have the following characteristics:

Applicable and Efficient for on-line applications.

Rules can be added and deleted without the need to restructure the whole
program.

Can be loaded to a PC.

Friendly and easy to use.

Tools that possess the above characteristics will be more suitable for an on-
line application, particularly, where rules may be altered or expanded

occasionally.
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Identification of Empirical Rules: Utilizing the information gathered in steps
1 and 2 above, the power system alarms will be grouped into sets of related
alarms. The observation of each set is a declaration for the PCC of the
occurrence of a particular disturbance on the power system. Other files and
information that PCC operator views or checks to confirm the occurrence of

the event will also be identified and taken into account.

Identify Needed Interfaces and Inputs: Identify all information and inputs that

are available within the PCC software and which the IAP will need to
interface with or access during the on-line operation, ie the data base
connectivity tables. The requirements of these information will be to check or

confirm the occurrence of a particular disturbance on the system.

Definition of Logical Charts and/or Formulas : After formulating the

empirical rules and defining the needed inputs and interfaces, logical charts
and equations can be established. These define the decision-making process
for each power system disturbance under consideration in order to decide
what have happened. Limitations, constraints and assumptions on received

alarms and needed data will be defined also.

Building the Knowledge Base (KB): The KB will be constructed from the

logical relations, derived previously. A prototype knowledge representation of
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a small power system network ( 8-Bus network) will be constructed first.

Scenarios for disturbances on this network will be modeled and the developed
IAP will be tested for all possible disturbances and malfunction cases. After
debugging and successful operation, a bigger system will be selected and the
IAP will be tested again. All scenarios representing different power system
disturbances will be demonstrated again to verify the capabilities and

generalities of the developed expert system.

Optimization: The developed IAP will be tuned up to have the following

characteristics:

The developed rules should be .general or portable in the sense that they do

not depend on any particular system.

The IAP should be still able to recognize a power system disturbance
occurrence from the received input alarms even if some of the alarms that
should have been produced for a ﬁarticular disturbance were missing, due to
bad telemetry operation in the substation. Further, the IAP should display a

special message indicating probable bad telemetry point in that substation.

Since the IAP will be implemented in an on-line environment, basically, IAP

execution time must be minimized as much as possible.
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Testing: The IAP capabilities will finally be demonstrated on a large system.

Several scenarios will be assumed, each will represent one or more disturban-
ces. The IAP should be able to recognize the disturbances, given only the

generated alarms as an input.



CHAPTER 2

EXPERT SYSTEMS IN

POWER SYSTEM OPERATIONS

This chapter is divided into three parts. The first part provides the reader with
some back ground about expert systems in general. More emphasis is given on
knowledge engineering and programming languages and tools since they constitute

the main work done in expert system part of this thesis.

The second part highlights topics related to the Energy Management Systems
(EMS) in Power Control Centers (PCC) and the associated operational problems.
Finally, an overview of the alarm types, classifications, processing and problems in

PCC is given.

2.1  EXPERT SYSTEMS COMPONENTS

Expert systems (ESs) are one branch of the field of artificial intelligence (AI)

that have the ability, if programmed properly, to emulate the reasoning processes of
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human experts, in a particular domain, when a problem is encountered. They are
used to perform a variety of extremely complicated tasks that in the past could be

performed by only a limited number of highly trained human experts [11,16).

2.1.1 The Architecture of Expert Systems

In spite that there is no one common structure for all expert systems, most of
the architectures have several general components in common. Figure 1 depicts a
general architecture of an expert system. Following is a brief discussion on each

component.

Knowledge Base (KB) : The knowledge base represéms a storehouse of the
knowledge primitives (i.e, basic facts, procedural rules, and heuristics) available at
.the system [16]. Such a knowledge is obtained from experts whose judgement and
knowledge are to be emulated by the expert system and used to make decisions and
to determine how the expert system is to treat the input data. Variety of schemes are
used for storing information in the knowledge base. The design of the knowledge
representation schemes impacts the design of the inference engine and the overall
efficiency of the system. A summary of the most known knowledge representation

schemes will be presented in section 2.1.2.

Inference Engine (IE) : It is that part of the expert system which
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manipulates the rules and draws conclusions from the inputs [1,17]. The expert

system manipulates the rules in one of two ways:

1 Backward chaining - A type of reasoning that begins at a specified goal and
works backward in an attempt to prove that the goal is true. Similarly, it starts

with a given problem and works backward to find all possible causes.

2 Forward chaining - Another type of reasoning that begins with the known

facts and works forward, trying to find a successful goal from known facts.

Working Memory: It is often called " short-term " memory. It is that
component of an expert system where all the input data of the problem currently

being examined are stored.

Input / Output Facility: Often viewed as the user interface facility. It must
accept information from the user and translate it into a form acceptable to the
remainder of the system. Alternatively, it can accept information from the system and
convert it to a form that can be understood by the user. The user can be external

software files on the system, typically in an on-line environment.



Tt

2.1.2 Knowledge Engineering

Knowledge engineering is the process of acquiring specific-domain knowledge
and building it into the knowledge base. Although knowledge can be secured from
a variety of sources, including documentation and existing computer information
systems, most of it must be elicited from human experts. The knowledge provided by
the expert will be generally in the form that is oriented toward the subject domain.
E. D. Feigenbaum [18] stated, knowledge enginecring deals with topics of knowledge
acquisition, knowledge representation, and reasoming ability employed during

inference.

A Knowledge Engineer (KE) is the person who acquires the knowledge from
the domain expert and transports it to the knowledge base. He acts as an interpreter
between the expert, extracting knowledge from him, and transforming that knowledge

into a program the computer can understand.

In the remaining part of this section knowledge acquisition and knowledge

representation will be viewed.

Knowledge Acquisition: Knowledge acquisition is frequently the most difficult

and time consuming aspect of ES development. This process
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requires locating, collecting, relating, and refining knowledge. This is specially
difficult during the development of a system, because experts tend to forget some of
their knowledge. Further, it requires extended human communications between the
domain expert and the knowledge engineer [16]. Due to the difficulties encountered
in the knowledge acquisition, emphasis was made on the design of representational

schemes that allow for incremental construction of the knowledge base.

Knowledge Representation: Knowledge representation is viewed as the most
active topic in the knowledge engineering. Knowledge, generally, takes different
shapes. There is a2 knowledge about objects, a knowledge about events, a knowledge
about procedures, and a knowledge about what we know (knowledge itself), or often
called Meta-Knowledge. These different types demand different methods of
representation. Many knowledge representational schemes have been devised in the

last two decades. Following is a brief introduction of the most known schemes [19].

A.  Logic is one of the first representation schemes used in Al. The inference
rule in logic allows the deduction of new facts from previously given facts. A
typical rule in a logic form is as follows [22]:

(x (x->y))->y

The rule states that if the two statements (x) and (x -> (implies) y) are true,

then, we conclude that the statement (y) is also true. Representation in logic
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was employed in Al for many reasons. One reason is that logic is a natural
way of thinking and a lot of knowledge can be expressed in this way. In
addition, representation in logic is precise, flexible, and most of all modular;

that is the rule can be added or deleted without affecting other rules.

Procedural Representation: is another method of knowledge representation
and was used in the development of several expert systems like SIR and
PLANNER. One advantage of using this technique is that it could easily

represent heuristic knowledge.

Semantic Network (or SEMANTICS): It consists of:

(1) a data structure of NODES, representing objectives, concepts,

situations, and LINKS which explain relations among nodes.

(2)  aspecialized inference procedure that operates on the data structure.

As the case with the procedural representation, SEMANTICS method is not

modular; yet, it is easy to construct [16].

Production System: a production system, or often called rule-based system. It

is considered the most successful and commonly used scheme in ESs. It uses
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rules for knowledge representation [16]. Each rule consists of two parts in the

following form:

IF (set of conditions)

THEN (actions to be taken)

The “set of conditions” portion of the rule, called the antecedents or
preconditions, describes the conditions that must be met for the rule to be
applied or executed (most often referred to the term  “applied” as “fired” in
AT). The "actions to be taken" portion, called consequents or results, describes

the actions that occur as a result of the rule’s application.

A production system consists of:

o A working memory that is used to track the current state of the
universe under consideration.

o A set of production rules (condition- action pairs).

o An interpreter that examines the current state and executes applicable

production rules.

One common production system programming language, OPSS refers to the

first two items as working memory and production memory, respectively.
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The main advantages of this method is that it employs the same line of

reasoning human follows, highly modular and, moreover, it could be very efficient in
narrowing down the search space needed to obtain a solution. This is achieved using
what is known as METE-RULES. Additional examples of production systems include
YAPS, OPS83 and CLIPS.

22  EXPERT SYSTEMS PROCRAMMING LANGUAGES AND TOOLS

An Expert System can be constructed with a variety of software tools such as
LISP, PROLOG, and special expert system development environments, called
"shells”. Since the detailed discussion of Al languages and tools is beyond the scope
of this thesis, a brief discussion of the most two common languages, LISP and
PROLOG, and a highlight on some tools employed in the design of expert systems

are given in this section.

To illustrate the principle ideas of expert systems, a comparison between them
and conventional programs is made. There are several major differences between the

two types of programming techniques.

First, Expert Systems are designed to manipulate symbolically expressed

problems while many conventional programs primarily handle problems that are
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numerically expressed. Second, reasoning and deductions in expert programs rely
"heavily” on heuristics. Conventional programs, on the other hand, depend mostly on
algorithms. Third, programmers are in charge of maintaining and modifying
conventional programs while experts and knowledge engineers, individuals who
design expert programs, maintain and monitor the program’s performance. Finally,
one very unique and important characteristic of expert systems is the separation
between the domain knowledge, "Knowledge Base", information about problem being
solved, "Input Data", and the method used to solve the problem, namely the
"Inference Engine". This feature of expert systems simplifies the modification process
of such systems. Such programs can be evaluated and then updated by modifying its
"knowledge base™. In contrast, to update a conventional program, the whole structure
may have to be altered [17,19]). Some of the difference emphasis between the two

methods are illustrated in Table A.1 in Appendix - A..

LISP which stands for LISt Processor, has been considered one of the most
commonly used AY languages for expert systems design. LISP is a language designed
for general symbolic manipulation. It works with symbols and gives meaning to a
symbol by using it to represent a fact or .an action whose result is a piece of data.
The manipulation of lists enables a programmer to simulate human cognitive ability,
which often involves going through ordered lists of actions, crossing them one by one

until the end of the list is reached [11,19].
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PROLOG is another popular language, which stands for PROgramming in
LOGic. It is a higher level language for dealing directly with objects and relation-
ships. A PROLOG user can submit facts and rules and then consult the resultant
data base for solutions to various problems. A program written in PROLOG is
mainly a descriptive database of facts and rules that can be executed to solve a
problem. Facts are represented in a predicate-logic style and can be added and
deleted very easily. PROLOG gained a lot
of momentum when it was chosen by the Japanese as the language of their Fifth -

Generation computer project [11).

With the increasing applications of Al, many efficient expert system shells
were developed that can se;rve the same purpose of developing an Expert System

from scratch but saves a lot of time and effort. Typically these shells consist of [19]:

1 The reasoning mechanism (inference engine) that uses knowledge to
form conclusions and answers.
2. Knowledge - base structure.

3. The linguistic module (usually PROLOG or LISP) needed to operate

the program.

The expert system developer only needs to add the knowledge about the

problem in the form of rules, facts and data, to have a working system. This means
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that an expert system can be developed much faster with a shell compared to the
several months or years necessary to develop a working system from scratch using
either LISP or PROLOG [11]. Examples of such tools are EXPERT, KES, OPSS,
KEE, CLIPS, and few others. Table A2, in Appendix - A, gives some of the
properties of these tools. CLIPS is chosen for building the expert system in this

thesis. The major features of it are highlighted in the next section.

23 CLIPS

A lot of effort was spent on selecting an Expert System shell which will satisfy
the requirements needed for this application. The major criteria used for selecting
the tool are: easy to interface with other languages, madularity (can add more rules
without the need for reconstructing the whole program), can be installed on IBM PC
and most important is affordable.

The basic requirements needed in the Expert System to satisfy the thesis

application are:-

1. A run-time module (or an executable version) can be created out of the
developed expert system. This requirement is very essential for an on-line
batch processing, typically, this is the case in EMS environment.

2. Allows for batch processing.
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3. The consultation paradigm (pattern) of the language should be diagnostic and

prescriptive in nature.

Studying the characteristics of several languages indicated that CLIPS is an

appropriate tool.

CLIPS (which stands for the ’C Language Production System) provides
reasonable performance on a wide variety of computers. CLIPS was developed by the
artificial intelligence section (AIS) at NASA/Johnson Space Center. It is a rule
language based on the Rete algorithm. The Rete algorithm was specifically designed
to provide very efficient pattern matching CLIPS has attempted to import this
algorithm in 2 manner that combines efficient performance with powerful features.
When used properly, CLIPS can provide very reasonable performance even on
microc;qmputers. However, to use CLIPS properly requires some understanding of

how the pattern matcher works.

The CLIPS expert system development tool consists basically of facts and
rules. Facts are data items that drive CLIPS as a FORWARD CHAINING expert

system.

FACTS: consist of fields which may be in the form of:

1. numbers (decimal or integer)



2. words (must start with an alphabetic character)

3. strings (in quotation marks)

Facts are introduced to the system by two ways:
1. Defining a single fact: The syntax is (assert fact)
Le. (assert (Friday is a holiday))
Where the fact is " Friday is a holiday’, assert is the defining word for facts in CLIPS.
2. Defining multiple facts: The syntax is:
(deffacts  fact 1 “comment(s)
fact 2

fact n))

Where deffacts is the key word declaring new facts tq be added and it stands for
define facts, and "comments” is an optional feature for adding facts, if needed. All
comments will not be executed as far as they are within double quotes.
Facts may be:

1. Asserted (added) before execution.

2. Asserted (added) as the action of a rule.

3. Retracted (removed) as the action of a rule.

Facts are placed in a fact-list and stored in the working memory (agenda).
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RULES: As it is the case with all production rules in ES, rules consist of two

parts: the IF part, called the antecedent or premise, and the THEN part called the
consequent or conclusion. Rules are driven by facts and can only fire when the IF
part of the rule is matched by the facts in the agenda. Rules are introduced to the

system in CLIPS in the following manner:-

Syntax: (defrule.. rule name _“comment(s)”
(pattern)

or (several patterns)

(action)
or (several actions))
i.e.  (defrule warning " this is a sample rule in CLIPS"
(student get F)
(student GPA below 2.0)
(student has less that 12 units)

=>

( fprintout t "student deserves a warning” crlf))

where a warning will be printed in this example if student meet the first three

conditions.
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The premise (LHS, Left Hand Side) of a rule comprises one or more patterns.
The conclusion (RHS, right hand side) of a rule comprises one or more actions. It
is worth noting that it is not required to type IF and THEN in CLIPS, rather the
system will assume that statements before the arrow ( => ) are the IF part and the
ones after it are the THEN part.

In addition, all defining statements, for both rules and facts, should be placed
between brackets.

Prior to initiating execution, each rule is loaded into the system and a network
of all patterns that appear on the LHS of any rule is constructed. As facts are
asserted into the fact-list, the facts are filtered through the pattern network. If the
form of the pattern (number of fields and literal fields) matches any of the patterns
in the network, the rule(s) with that pattern is partially instantiated. When facts exist
that match all the patterns on the LHS of the rule, variable bindings (if any) are
considered. They are considered from the top to the bottom; i.e., the first pattern on
the LHS of the rule is considered, then the second, and so on. If the field values for
all patterns are consistent with the constraints applied to the variables, the rule(s)is
activated and placed on the agenda.

CLIPS provides reasonable performance on a wide variety of computers. It
was specifically designed for portability and has been installed on several kinds of
computers without modifications to the source code (these kinds include IBM PC,

Honeywell, Hewlett Packard (HP), VAX/VMS, etc.). Further, it should run in any
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system which support a full Kernighan and Ritchie *C’ compiler. It will also run an

any 'C compiler compatible with the proposed ANSI standard.

Even though CLIPS was developed in ’C language, it can be embedded within
a program written in another language. In addition, a run time module can be
created that compile all the KB rules into a single executable. Such a transformation

reduces the size of the executable image.

Dynamic memory is required for the rules, facts, and internal structure during
execution. To optimize both storage and processing speed, CLIPS does much of its

OWN memory management.

As a drawback, a problem that is often encauntered involves linking to
inappropriate system libraries. For example, when using a compiler which supports
different memory models, the user must link with the system the libraries that match
the memory model that the CLIPS model was compiled under. The same can be said
for the floating point models. Some computers provide multiple ways of storing
floating point numbers (typically differing in accuracy or speed of processing). The
system libraries which use the same storage formats that CLIPS code was compiled
under must be linked with the system. More details about the language and its

performance can be found in Reference [20].
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24  EMS OPERATION: THE DESIRE FOR IMPROVED SOFTWARE

Modemn power systems are operated by highly skilled operators through
computerized control systems. The Energy Management System (EMS) is the center
of a control system organized in a hierarchical structure utilizing remote terminal
units (RTU), communication links, and various levels of computer processing
systems. The function of EMS is to ensure the secure and economic operation of the
power system as well as to facilitate the minute-by-minute tasks carried out by the
operations personnel. The EMS is mainly designed to be used in the "normal” state
where such functions as state estimation, security analysis, and optimal power flow
are used to ensure secure operation. On the other hand, functions such as automatic
generation control, economic dispatch, unit commitment, and load forecasting are
used to ensure that the most economic operation is obtained. Much of what happens
in normal operation is now computerized and human operators only intervene to
carry out the few manual tasks required. The picture is quite different, however,
when we look at the use of an EMS during an unforeseen event or a failure of major
components on the power system. In such instances, the EMS serves mainly as an
information gathering and reporting system and the sophisticated application software
that function in normal operation may be of little use. For example, in a regulatory
shutdown of all nuclear units, human operators will take over the economic dispatch
and unit commitment to reschedule economic operation. Similarly, when a sudden

loss of transmission equipment occurs it is human operators who must understand
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what has happened and decide on what actions to take. It is especially during such
emergencies that conventional software is less effective. The requirement for smarter

software thus becomes more important in such instances [11].

Coping with emergency events is referred to as a diagnosis and decision

process. The solution of such process rest heavily on the experience and skill of the

human operators to react correctly. Moreover, power systems organized in an
hierarchical form have become very complex because of structure, status and relevant
technical issues. This growing complexity is causing problems. In addition to the
present power system operation problems discussed above, some more are

summarized:

(1) A rapid increase in the number of real-time messages has made
operator response more difficult. This difficulty, called "human
cognitive barrier” must be overcome.

(2) Current numerical processing software cannot meet the operational
requirements of power system in some situations. Examples are
processing during emergency conditions and using software in
situations beyond their design limitation.

(3)  Most design, planning, and control problems encountered are complex

and time consuming because of multiple objective functions, multiple
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constraints, complex system interactions, the need for trade off, and

so on [2].

2.5  ALARMS IN POWER CONTROL CENTERS

All modern Power Control Centers have some form of alarm processing to
alert the power system dispatchers to power system parameters that are out of
normal range or to undesired changes that may affect the operation of the power

system.

Current Power Control Centers (PCC’s) can scan several times as fast as it
could 10 years ago. The sophistication in the today’s hardware and software had
made it possible for the PCC’s to monitor 20,000 to 50,0400 points. Ironically, in cases
of really serious and complex situations the operator would be flooded with many
alarms and a lot of information which tend to hamper or confuse rather than assist

his decision-making process [5].

In a typical control center alarm processor program is employed to handle the
alarms which are detected by the data acquisition subsystemsAlarms are processed
and given to the operator on CRT displays very rapidly. The improvement in the

control center’s hardware and software today, make it possible for alarm processors
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to produce five hundred (500) or more alarms per minute, and this has led to

concern about the way alarms are processed.

In this section the data acquisition subsystem in the power control center will
be discussed briefly, then a brief discussion of the alarms generation, conditions, and
processing will follow. Finally, the need for Al application in alarms processing will
be highlighted.

2.5.1 Data Acquisition Subsystem (DACS)

The Data Acquisition together with the Communications form a subsystem
that is referred to as DACS in the modern control centers. The DACS has as its
prime function the transfer of current state of the electric system from the field to
a digitized data base in a control center computer [21]. Through use of that data base
by Man-Machine and Applications Software, the control center operators are able
to monitor and control the electric system according to company established
operating procedures. The control center may be designed for energy control (or
often called Energy Management System EMS), Supervisory Control And Data
Acquisition’SCADA’ functions, or a combination of the two. SCADA center provides
very typical functions of monitoring, logging, and supervisory control. The EMS
Center typically provides for the functions of generation control, security analysis,

study and logging applications and may also provide the SCADA functions.
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The relationship of the DACS to the EMS center and to the electric system
can be visualized as in Figure 2. The DACS is the interface, the data and control
path to the generating plants and substations equipment, to regional control centers,
to neighboring utility control centers, and to a power pool centers. In short, it is the

interface to the external world [21].

While there are many possible designs and configurations for a Data
Acquisition Subsystem, they all have certain basic equipments in common. Namely;
Communication Interfaces, Modems, Remote Terminal Units (RTU’s), and the DAC
Software in the PCC. The DAC software scans the different RTU’s periodically
requesting data to support the operational needs of the other software in the control
center. It will process all received data and create a database which presents a
digitized image of the electric power system that is accessible by the other software.
The DAC software will also process requests from all other software for transmission

of supervisory and generation control commands to remote terminals.

2.5.2 Control Centers Data Point Types

The PCC scans the different elements of the power system network, that is
interfaced with the RTU, periodically to update the digitized image of the power

system network in the computer system. The scanning is typically performed every



ta<Jd

GENERATING
PLANT RTUS

Figure 2: The relationship of the DACS to the EMS center
and to the electric system
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2-10 seconds. The acquired data can be either one of the following major point types

(22

1. Digital (status) input - A point that has one or more discrete states and may
be used for alarm, indication, sequence of events, or device status. An
example of this type is breaker status, trip or close.

2. Analog input - A point that is represented by an available analog signal. May

be used for voltage, current, MW, and other analog measurements.

o

Accumulator input - A point that is an accumulating or coumter type

measuring device. Kilowatt-hour reading is a typical accumnulator point.

4. Control output - Interposer relays that are actuated from the control center
to operate field devices such as circuit breakers.

5. Analog output - A set-point or desired value to be used by a local device

controller. Some generation control approaches send desired generation to the

generator control unit as an analog set-point.

2.5.3 Alarms Types and Classifications

Alarms are generated for a variety of system conditions among which are:

circuit breaker changes, current or MW limits exceeded, frequency deviation, voltage
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deviation, operation of protective equipment, non-intervention of remote control

communication errors, etc. [1}.

Alarms received by the operator in the power control center can be classified

in different ways. One way is:

I

o D

Power system alarms: Alarms that reflect changes and/or abnormality in the
power system network. For instant, breaker alarms, line/transformer status
alarms (line disconmected or open at one end), return to normal alarms,
generation alarms (generator off line), line/transformer loading alarms, bus
voltage alarms, frequency alarms, etc.

Field device failure alarms: These alarms reflect failure of devices, in the
station, which are part of the remote control circuitry, i.e. A/D converter,
transducer failure, loss of DC power in the remote terminal unit, etc....
Communication alarms: These alarms are generated for either loss of
communication, detecting some communication equipment breakdown, or bad
communication circuit (high loss or a lot of noise).

EMS alarms: When EMS programs detect a problem or bad value reading,
i.e. whenever the bus voltage value calculated by the state estimator program
does not agree with the telemetered value, an alarm message is sent to the

operator.
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3. Control system alarms: Alarms that are generated when one of the control

center components fail or undergo a software or a hardware problem [22,23].

254 Alarm Generation

Implementation of alarm generation consists of two distinct tasks: First, the
detection and identification of each alarm condition. Second, the display of sufficient
information in the form of a short CRT message to enable the operator to

understand the alarm condition and take the corrective action [22].

The detection and identification task (item 1) is implemented by software
routine distributed throughout the DAC subsystem and application programs (EMS),
where the data for the alarm condition initially exists. It is the responsibility of these
programs to detect and identify alarm conditions and also to determine when the

alarm condition has been properly corrected and no longer exists.

The alarm message generation program assembles a short and concise alarm
message and initiates its display (item 2) to the operator on his alarm CRT. An
alarm message may contain the following type of information: time, date, text
message, equipment name and location from the data base directory, and dynamic
data values and status from data base and limit values. Figure 3 displays examples

of some alarm cases. The first alarm was generated for an over-voltage on a line ’



Tioe Loc. Eq. 1.D. Text tim. val. Unit Cur.Val
06:00:00 SS 1 Line L4D Exceed limit 230 v 245
06:10:05 SS 2 BRKR 34A Trip Rormally close

06:11:12 SS 5 Line LD3 Loss of relay set 1

07:12:13 SS 3 Trans TR1 M4 drop to value 100 w 2

Figure 3. Typical Alarm display format
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LD4 . The second for a breaker changing status. The third for loss of relay set on

line ’LD3’. Finally, the last alarm for drop of MW on transformer "TRY to zero

value.

The Alarm List is the current list of existing alarm messages, which is stored
in fast memory. A CRT display program needs to be called to display the Alarm list
with the new messages added. New messages are added at the bottom line of the

Alarm CRT and the existing messages are pushed upward.

2.5.5 Alarm Conditions

Conditions on the power system and equipment monitored by the EMS can
cause the activation of large number of alarms. These alarms may bevalid or invalid
depending upon circumstances. Some examples of conditions which create burst type

alarms are as follows [24]:-

System Start-up - When an EMS is initialized or when it is restarted from
a failure condition, all temporary data that does not match a "default” (start up)
condition will appear to the EMS as abnormal situations. As a result, alarms are
issued. This will occur during the initial system scans thus causing hundreds or

thousands of alarms to be generated in a burst mode.
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Data Set Switch — An EMS requires constant additions and corrections to the

data base in order to properly reflect the equipment in the field. Most of the time,
the corrections will be minor and will not require a regeneration of the data base.
The corrections will be made in an off-line data set and will be switched to replace
the on-line data set. Status points in the new data set which differ from the scan

data status will generate alarms.

Communication System Dropout — The backbone of any EMS is the
communication system which ties the system computers with remote terminal units
(RTU:s). A disturbance which disables communications can cause large numbers of
communication errors in addition to a backlog of alarms and state changes that will

be detected when the disturbance has cleared.

System Disturbances — As storm and weather fronts move across the power
system, numerous alarms will be receivéd in bursts. The detected alarms can exceed
15 per second. Operators can easily be overloaded with alarms from the portions of
the power system being affected by the disturbance.

Emergency Condition -- Extreme condition which threaten the integrity
of a power system can cause so many alarms that the system operator could not use

the EMS.
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2.6 EXPERT SYSTEMS APPLICATION IN POWER CONTROL CENTERS

Research in the area of EMS operation indicates the need for knowledge-base
software application in power systems operations. A fundamental motivation for such
software is the need to overcome the human cognitive barrier which EMS installation
encounter during emergency operation or when application programs are used

beyond their design limitations [15].

The cognitive barrier is felt as the complexity of power sysiem operations
increases without sufficient efforts to cope with it. This is true of today’s EMS
installation where the quantity of data gathered and the rate at which they are

gathered can overwhelm a human operator.

It must be noted that the driving force in EMS complexity is the desire to
operate the power system closer to its limits so as to make better use of generation
and transmission facilities. This, in turn, has made a qualitative change in system
operations requiring quicker diagnosis and decision making by operators. Figure 4
illustrates this situation. While system complexity increases steadily, the operator’s
ability to cope with it decreases. Since the complexity of power operation is very
likely to continue to increase in the future, there is a risk of human operators being

unable to manage certain functions unless their capability is enhanced.

-
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EMS system complexity

Human capability

Y

time

Figure 4: The risk of enlarging the human cognitive barrier
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As indicated earlier, the cognitive barrier is quickly realized in power systems
operation when sudden and unforeseen events occur.When human operators meet
such an event, they have to understand the situation (diagnosis) and determine
actions (decisions) to return the system to normal. As all the tasks have to be done
in real time, the operators are exposed to heavy mental stress and this makes the
cognitive process distinctively different from that experienced by others. For example,
experimental designers of large-scale integrated circuits often face similar cognitive
barriers but solutions are not required in real time. There are several ways to help
operators overcome this cognitive barrier. First, operators need to understand what
is happening on the power system and the Al software can give guidance by showing
various scenarios that explain the situation consistently. Operators can then check for
the most plausible scenarios, some of which may have been overlooked. Similar
guidance can be expected in using large application programs where the Al system
can guide the operator in its use. Further, since power system operations are filled
with many fragmented tasks that are done almost routinely, smart software to do
such routine tasks could relieve operators and allow them to devote their time to

more important tasks.

Artificial intelligence may be the next major enhancement for the functions
of an energy management system. However, implementing Al in an EMS is more
difficult than adding a new application program written in an engineering language

such as FORTRAN. Al programs are generally written in special languages because
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of the needs for symbolic processing and in some cases these languages require

special hardware.

Most Al development work is currently done in LISP or Prolog. However, it
is unclear at this time whether these languages are the best to use in implementation

of Al into EMS systems. There are basically two approaches that can be taken [2,4]:-

a) Implement Al programs in languages such as Pascal or C that contain many
of the necessary language features needed in Al programming. An alternative
way would be to implement the Al programs directly in LISP on conventional
EMS hardware. This approach suffers, however, in that such hardware is often

not efficient at minning programs written in LISP.

b) Attach special hardware to the EMS that runs LISP or Prolog effectively.

The decision is further made difficult by the fact that AI development thrives
best in a "Prototyping” environment which may not necessarily be the same
environment as the "delivery” environment. Going with the first approach allows the
Al programs to interface directly with existing database, display, application and
communication software but requires rewriting (or translating) the programs if the

development language is different from the delivery language. The second approach
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eliminates the rewriting or translation but adds the problem of communication

between two different hardware components.

2.7 SUGGESTED METHODS FOR IMPROVING ALARMS PROCESSING

The ability of the power systems dispatchers to digest the large volume of
alarms and messages reported in a modern control center is limited. Methods for
alarm and message processing have not kept pace with the increase in volume of
information reported to the EMS/SCADA systems. Several methods were suggested
to enhance alarm processing in control centers [5], these methods can be categorized

as follows:

First : Statically Adaptive technique - It can provide means for controlling and
channelling messages by carefully routing, prioritizing, and segmenting messages

where the user may adjust the information to his particular requirements.

Second: Dynamically Adaptive technique - This technique is more valuable during
power system disturbances where alarm processing programs are set to automatically
adjust to sudden and unexpected requirements. This is achieved by altering priority

classes to limit information presentation to only the most essential elements. In
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addition, an automatic alarm acknowledgment scheme could be activated to relieve

the dispatcher of this function.

Three: Implementation of an Intelligent Alarm Processor - Artificial intelligence
programming is used to develop an expert system tied to the alarm processing

subsystem to reduce the number of alarms displayed on the dispatcher’s CRT.

The first two techniques, which were also elaborated in the literature review,
were not considered adequate solutions to the problem. This is due to the fact that
the degree of importance of alarms depends on the disturbance and changes with
system conditions as the disturbance proceeds [3]. Further, the reduction of 2 number
of discrete messages to a single representative message of a condition is still to be
solved. The dispatcher needs to know quickly and accurately the " bottom line" of 2
number of operations which might accompany the system disturbance.

The essence of applying Al into alarm processing lies in the idea that alarms should
not simply be rearranged for display. Rather, the alarm messages together with the
data in the real time data base of the EMS should be used to provide the operators
with a continuous real time analysis of the state of the power system. In effect, the
EMS computers should aid the operators by doing much of the analysis of the alarms

that would have to be done anyway.
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Al developers have suggesied several ways to solve some of the EMS
problems. In addition, the Al research has spawned new ways to develop software
as well as new hardware to efficiently run that software. What is needed now is: first,
a development of a real-time expert system to be applied to the PCC alarms. Second,
an efficient way to use and embed this software, hardware, and development
environment combination into a real time energy management system. In general, Al
will have to have the following (among others), to be useful in an energy manage-

ment system [15]:-

o High speed execution of the software: Energy management systems being real
time systems are very time critical and high speed processors are an absolute

requirements to make them operate properly.

o Coping with existing system facilities: Any Al application will of necessity
require coping with the on-line data base, man-machine display system and

general operating system utilities of the EMS system.

o Ease of development and maintenance of the Al software: Many of the
development and maintenance tools now used in stand-alone work stations

must be made available for the EMS Al software environment.

Toa.w W



CHAPTER 3
BUILDING PROCESS OF THE IAP

The general sequential phases of building the Intelligent Alarm Processor
(IAP) are:
1 Acquiring the needed knowledge.
2. Establishment of Empirical rules.
3. Building a prototype for a small network.

4. Generalization of the prototype to any power system network.

In this chapter, the four phases involved in building the IAP will be discussed. The
structure of the IAP will also be studied and the logic followed in building it will be

reviewed.
31 KNOWLEDGE ACQUISITION

Several steps were adopted in acquiring the power system alarms information

and the way they are processed and analyzed by power dispatchers in power control
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centers. The first step is to survey available literature in the field of alarms
processing in power control centers. This has already been presented in chapter 2.
The second step is to acquire additional knowledge from experts. To achieve this task
a questionnaire was prepared and distributed to power system dispatchers. It inquires
certain information that is not available in the literature and can only be found with
experts in this field. Final step was to observe ﬁower systems dispatcher reaction
during power systems disturbances and gather some cases that will assist in building

empirical rules for alarms processing during disturbances.
Knowledge Acquisition From Experts

A questionnaire was prepared and distributed to several dispatchers at the

SCECO EAST Power Control Center. It includes the following questions:-

Q1. List the power system disturbances that, when occurring on the network,
generate many alarms (i.e. line out of service, loss of load..etc ?)

Q2. For each of the disturbances you have mentioned above, what are the
associated alarms that are displayed at the PCC (include all alarms generated
for each disturbance) ?

Q3. Suppose that you received many alarms suddenly, what are the first things you
look at? Which alarms are the most peculiar and decisive that you will check

for their presence first to derive your conclusions?.



feJ v

!

Qs.

63

If there are several disturbances on the network, can you rank the priority in
which you would like them to be displayed (assume the disturbances that were
defined in the first question).

For each case explained above (in questions 1 & 2) what messages do you

think should be displayed and what should be suppressed (not displayed) 2.

The following was concluded from the received responses:-

[

There are certain disturbances which occur frequently and usually generate
a huge burst of alarms. These disturbances are summarized in section 3.2
together with their associated indicative alarms. (Indicative alarms are defined

as the group of alarms that come up every time a particular disturbance

occurs).

There are certain indicative alarms that accompany any disturbance. When

these alarms appear a conclusion can be made.

There are secondary alarms that are generated occasionally upon the
occurrence of power system disturbances. These alarms are either one of the

following two types:
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a) Alarms of no importance or of redundant information to the dispatcher and
should be suppressed. Further, these alarms can not be used to judge the
occurrence of a disturbance.

b) Alarms that are useful to know and should not be suppressed. These alarms

are usually related to the power system in general.

A sample questionnaire which includes the dispatcher’s response is shown in

Appendix - B.

32  Alarms Generated During Major Disturbances

Dispatchers answers to the questionnaire indicated that there are certain
major disturbances that occur more frequently on the power network. The occurrence
of these causes huge number of alarms to be observed at the PCC. Furthermore,
among these alarms, there is a group that will be observed each time a particular
disturbance occurs. This group was called indicative alarms since they indicate to the

dispatchers the occurrence of a particular disturbance.

3.2.1 Indicative Alarms

The major disturbances together with their indicative alarms are provided

below:
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Case a: Generator off-line

The following alarms are depicted whenever a generator goes off-line:

- Tripping of all breakers that connect the generator to the bus.
- MWatt reading on the Generator output Bus < EL
- MVAR reading on the Generator output Bus < E2.
- . Voltage reading on the Generator output Bus < E3.
- Frequency reading on the Generator output Bus < E4.
where Ei = a(v) % * N(i)

a(v) = accuracy of the telemetry device Vv’ in percentage.

N(i) = nominal reading at equipment i’ (i.e., 60 Hz for frequency).
Where numbers 1, 2, 3 and 4 refer to MW, MVAR, voltage, and frequency

respectively.

The above alarms will always occur whenever a generator goes off-line, provided that
all the MW, MVAR, KV and Frequency telemetry devices are installed on the
Generator output Bus. However, other alarms may be generated as a result of a
generator going off-line. This is subject to the ratio of the MWatt lost, as a result of
the generator failure, over the total generation at that moment, these alarms may

include:
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- Voltage drop in that substation and contiguous substations.

- Frequency drop.

- Some MWatt overload on contiguous transmission lines.

Even though these alarms may be related to the generator going off-line, they should
not be suppressed. For this case, the dispaicher need to be alerted that a generator
went off-line and some trouble has been caused in that area as a conseque;xce. Thus
necessary action may need to be taken. This type of alarms will be discussed in later

sections.

Another type of alarms may also be generated occasionally. This type includes alarms
on relay sets operation, SF6 Gas urgent alarms, oil pressure alarms, etc..These alarms
should be suppressed because the dispatcher cares to know more what has happened
on the network when a disturbance occur. However, these alarms will be saved on

a logger and can be referred to any time.
Case b: Transformer de-energized
Following are the alarms observed when such a disturbance occurs:

- MW reading drop < E1 (on both Low side (LS) and High side (HS) if both

sides are telemetered).
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MVAR reading drop to < E2 (on both LS and HS if telemetry is defined on

both sides).
KV reading drop to < E3 (on both LS and HS if telemetry is defined on both
sides).

Tripping of all connected breakers.

Where E1, E2, and E3 are as defined above.

If the transformer low side is connected to a bus that is supplying radial feeders, the

de-energization of the transformer will cause the de-energization of that bus and the

tripping of all feeder breakers.

Case c¢: Line out of service

The following alarms will be observed when a line between substations 1 and 2 goes

out of service:

Line MW reading drop at substation 1 < ElL.

Line MW reading drop at substation 2 < E1.

Line MVAR reading drop at substation 1 < E2.

Line MVAR reading drop at substation 2 < E2.

Line disconnected (DC) at substation (EMS Message).

Line disconnected (DC) at substation 2 (EMS Message).
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- Line de-energized (DE) (EMS Message)
- Breaker (or Breakers) trip at S/S 1.

- Breaker (or Breakers) trip at S/S 2.

- Voltage value drop to < E3 at §/S 1.

- Voltage value drop to < E3 at S/S 2.

Where E1, E2, and E3 are as defined above. The "EMS message” refers to the type

of alarms that are generated by the EMS programs and not telemetered from the
field.

Case d: Line open _at one end

Following alarms are observed when a line is disconnected at one end:

- Line MW value drop to < E1l.

- Line MVAR value drop to < E2.
- Line Voltage value drop to < E3.
- Breaker (or Breakers) trip.

- Line disconnected (DC) (EMS message).

Where E1, E2, and E3 are as defined above.
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Case e: Bus de-energized

Following alarms are observed when a bus is de-energized:

- Tripping of all breakers connected 10 the bus.

- Bus Voltage value drop to < E3.

- Bus Frequency value drop to < E4.

Where E3 and E4 are as defined above.

The de-energization of a bus is also accompanied by other alarms, occasionally. The
type of these alarms vary depending on the bus loading at the disturbance time, bus
tvpe (generator or load bus) and other factors. This issue will be discussed in later

sections.

Case f: Loss of load

This disturbance is usually observed under different scenarios and more than one set
of alarms can represent the event, however, we have considered the following general
case:-

- Load line breakers tripping.

- MW value drop.

- Voltage alarms.

- Frequency alarm ( if load is significant).
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Case g: Voltage high or low at a substation

This situation is realized when voltage varies due to significant load,
generation, or VAR variations. Under such circumstances the dispatcher will observe
many alarms (one at each telemetered point, i.e line,bus, transformer,etc..). All
alarms will contain the same information but they will be from different field points
(i.e. power systems equipment in the substation). Therefore, the alarms received for

this case are one voltage alarm per each telemetered equipment in any station.

322 Non-Consistent Alarms

There are other alarms that usually accompany the indicative alarms but they
are not considered decisive for the occurrence of a particular disturbance on the
network. For instance, when a bus is de-energized the indicative alarms will be
accompanied by some other alarms. For example, SF6 urgent alarm, or MW, MVAR
and KV alarms in nearby buses and substations. These alarms are not considered
indicative alarms because they may be generated in some instances but will not
appear in others. For this reason they are referred to here as non-consistent alarms.

These alarms can be divided into two categories:-

1. Alarms that the dispatcher does not need to see (related alarms). These are

the alarms that pertain to equipment which have failed or was a cause of the
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disturbance. This type of alarms can be useful after the event and should not
affect the analysis of what is happening on the network during a major power
system disturbance. They are stored in a historical file and suppressed from

display. Typical alarms of this type would be:

Lines: Loss of AC/DC to different Relay Sets.
Buses, Breakers and Transformers: Oil pressure alarms, SF6 urgent and non-

urgent alarms, relay operation alarms, etc...

One important reason for suppressing these alarms from display during power
system disturbance is that the dispatcher cares more about what have failed,
to what extent the network was affected, and how to relieve the system.
Therefore, only information related to these topics need to be displayed when
a disturbance occurs. The rest of the alarms information is useful to diagnose
the failed equipment and can be referred to in a historical file any time.

It is important to know that the suppression of these alarms should be done
only when these alarms accompany indicative alarms during power system
disturbances on the network. However, when any of these alarms is generated
on individual basis or without any relation to a particular disturbance it should
be displayed as is. The IAP will only suppress this type of alarms on a
particular equipment when a conclusion can be derived from the alarm data

on that equipment.
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Alarms that the dispatcher needs to see (unrelated alarms).

Unlike previous type of alarms, these are the ones that pertain to the network
configuration and status. The dispatcher needs to see them even during a
power system disturbance. The information supplied by these alarms are
needed, as much as the conclusions derived by the IAP, to restore the network
to its normal state. As a result, these alarms need to be displayed together
with any conclusion that may be reached by the JAP. Typically, these alarms
are MW, frequency, MVAR and Voltage changes due to loss of lines, buses
and generators. However, voltage alarms will still be governed by empirical
rules for high and low voltage, i.e. in cases where a major load or a generator
is dropped from the network, effect of voltage may spread to several substa-
tions and many alarms will be- produced at each substation - one for each
telemetered equipment. Despite that the IAP will produce a message about
the major load or the generator drop, the dispatcher will also need to know
the affected substations. However, the dispatcher does not need to see an
alarm for each particular equipment, where they can be summarized in one

message for the whole substation.
Power System Connectivity Data Base

Upon receiving alarms at the PCC, dispatchers first perform an analysis of

received alarms and try to relate them to each other. This analysis is made in an
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effort to pinpoint a particular disturbance or disturbances that the system may have
undertaken at that time. While analyzing the incoming alarms the dispatchers also
observe the system diagram, by looking at another screen or on the map-board. This
helps them to draw relationships between equipments under alarm and their
connectivity to each other and to the rest of the system as well. For instance, if three
alarms were received at a substation for breaker 5, Line 1 and for Bus 2. The
dispatcher needs to visualize how the breaker, the line and the bus are connected to
each other before making a conclusion. Consequently, the substation connectivity
data tables constitute an important integral part of any expert system . Such tables
are usually available in the data base software at modern power control centers.

The connectivity tables in the PCC data base describe the network conneétivity in
terms of bus-sections and circuit breakers. All equipment, such as generators,
transformers, transmission lines, etc., are connected to bus-sections. Bus-sections

within one-voltage level at a substation may be connected together by a breaker [25].

The connectivity tables contain two sets of information. One set for the
assignment of unique connectivity numbers for eack bus-section. The other set
includes the designation of each breaker as ’from’ and "to’ which bus-section it is
connected. Tables 1 and 2 display the bus-section numbers and the breaker

connectivity data for the diagram shown in figure S.



TABLE 1. Bus-section Connectivity data for

the sample substation shown in figure (6)

S/S Connectivity No|  Equip. Type| Identification
1 1 Bus A

1 2 Bus B

1 3 Line LT1

1 4 Transformer TR1

1 5 Transformer TR1

1 6 Bus C

1 7 Generator GU1
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TABLE 2. Breakers Connectivity data for

the sample substation shown in figure (6)

S/SI BRKR Nd From | To | Status
1 01 1 3 Close
1 02 2 3 Open
1 03 1 4 Close
1 04 2 4 .|Close
1 05 1 6 |Close
1 06 6 7 |Close

S/S = Substation

BRKR = Breaker
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Figure S : A sample substation diagram
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To emulate a dispatcher at a PCC, the IAP needs the connectivity relation between

various equipment in the substations. Therefore, the IAP should access substations

connectivity tables or interface with these data file all the time.

34  BUILDING A KNOWLEDGE RULE-BASE PROTOTYPE

The group of alarms shown in section 3.2 represent sets of indicative alarms.

When a set is observed by a dispatcher at the PCC, a disturbance case on the

network is identified. The key tasks of the IAP, in sequence, are:

Realization of a possible power system disturbance through scanning the input
alarms.

Confirming the existence of a problem or problems once realized.
Extraction of all alarms related te the disturbance.

Displaying a conclusion regarding the derived problems.

Suppressing alarms, that the dispatcher does not need to see, and displaying
other alarms that either no conclusions were deduced form or the dispatcher
needs to see, together with any reached conclusion.

Storing all suppressed alarms in a historical file.

This section reviews briefly each task. In addition the rules that are built to

accomplish each task for every major disturbances, mentioned in section 3.2, will be

provided.
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3.4.1 Realization Of A Possible Disturbance

In real time operations, such as in PCC, time is very important. It will be
time consuming to match every set of alarms received at the PCC for a possible
match with all pre-defined alarm groups. Therefore, criteria were set for each group
of alarms. If these criteria were satisfied the particular disturbance represented by
this group of alarms can be assumed. Further confirmation will be made afterwards

to validate this assumption.

Upon examining the indicative alarms defined for each major disturbance in
section 3.2, one can divide the alarms for each case into two types. These two types
are the analog value alarms and the breaker tripping alarms. This characteristic
applies to all cases except the high and low voltage cases. Such a breakdown was
utilized to define the realization and confirmation criteria. The criterion used to
realize the occurrence of a possible disturbance utilizes the alarms generated for the
analog values on each equipment. On the other hand, confirmation is achieved
through verifying that breaker trippitig alarms were generated for all breakers
connected to the equipment under investigation. The reason for selecting the alarms
on analog values as the criteria for the disturbance, as opposed to breaker’s alarms,
is the fact that verification of breakers alarms requires more time. This is due to the

fact that an extraction of all connectivity information, which consumes relatively
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longer time, will have to be performed first. Thus, it does not need to be done at

elementary stages when IAP is still looking for possible disturbances on the network.

Example rules for the generator off-line case will be as follows: For the
generator shown in figure 6 there will be 6 indicative alarms when it goes off-line.
Four analog value alarms and two breakers tripping alarms. The realization rules for

this case will be:

(IF Alarm1 atS/S 1on Gen A for MW value = X
AND (X < E1)
AND Alarm 2 at S/S 1 on Gen A for MVAR value = Y
AND (Y < E2)
AND Alarm 3 atS/S1on Gen A for KV value = Z
AND (Z < E3)
AND Alarm 4 atS/S 1on Gen A for HZ value = W
AND (W < E4)

THEN

Gen A at S/S 1 is assumed off-line) (Rule 3.1)

(IF  Gen A at S/S 1 is assumed off-line
AND Alarm at S/S 1 for all BRKR’s (iA) TRIP

THEN Gen A at S/S 1 is OFF-LINE) (Rule 3.2)
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Where X,Y,Z, and W are the actual MW, MVAR, Voltage, and Frequency readings
at the time the alarms were generated. E1, E2, E3, and E4 are error value readings
assumed in the telemetry devices of the MW, MVAR, KV, and Frequency,

respectively. HZ stands for frequency, Gen for generator, KV for voltage, and S/S

for substation.

Note that the empirical rule includes two subrules. The first rule (3.1) is
responsible for the realization of a possible specific disturbance. The IF part of this
subrule, the antecedents, includes alarms on analog value readings, where the THEN
part, the consequent, is responsible for generating the fact designating the possible
occurrence of a disturbance on a particular equipment. The second rule (3.2) is the

confirmation part and will be discussed in detail in the, next section.

The realization rule can be stated in literature for the example under
consideration as follows. The generator A at substation 1 is assumed off-line when
the four indicative alarms on analog values are available in the tested input alarms.
In addition, each of the MW, MVAR, KV, and frequency readings, at the time
alarms were generated, is approximately zero. Since there are usually error readings

in the telemetry devices, low error values were allowed for the inaccuracy in these

devices.



342 Confirmation Of A Power System Disturbance

As it was stated above after realizing that there is a possible disturbance, a

confirmation or assumption validation cycle follows. In this cycle, all breaker’s

tripping alarms found in the particular substation under investigation, are extracted.

Then, a cross reference check is performed with the connectivity data base tables to

verify that all breakers connected to the particular equipment under investigation
have tripped.

1

3)

The reasoning process in this cycle is described as follows:

The realization rule asserts, adds, new fact to the fact-list, agenda, once an
assumption has been made. This new fact pertains information about the
disturbance type, substation name, equipment type, and identification.

The new fact will match the first pattern of the confirmation rule for a

specific disturbance forcing an engagement of that rule (each statement of the

IF antecedents is called pattern in CLIPS) . Then, the confirmation rule

utilizes the information provided by this fact, namely the substation name,
equipment type, and identification, to acquire the equipment unique
connectivity number 'n’ from the connectivity data base.

This will be followed by an extraction of all breakers connected to the

equipment in the troubled substation. This information will also be extracted
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from the data base connectivity tables . The recognition of breakers that are
connected to bus-section 'n’ is achieved by finding all breakers in that
particular substation such that the number ’n’ matches either the "TO’ or ’
FROM ’ number of that breaker. All breakers are designated by two
connectivity numbers as explained earlier.

4) Finally the assumption is validated once it is verified that alarms were
generated for each of the breakers identified. This concludes the confirmation

rule.

The reasoning process discussed above can be further illustrated by looking
at the connectivity numbers in figure 7. If bus A is under disturbance confirmation
cycle, the number ’n ’ will first be realized. Breakers m and k have their connectivity
numbers as ’n’, 'n+1’ and ’n’, 'n+2’, respectively. Since each of these two breakers
have the number ’n’ in its connectivity representation, they will be extracted and the
program will return with there identifications, i.e m and k. Following is a general rule

structure defining the confirmation logic:

Rule 1:

IF - Flag A was set (indicating that an assumption was made on probable
occurrence of disturbance X on equipment Y at S/S J) (pattern 1)

- extract connectivity number for Y (n) (pattern 2)
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@ BUS A
Breaker Breaker
m k

Figure 7: Example for set of breakers in Confirmation process

* The ringed numbers refere to the connectivity assignment

of the relative bus section.
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- extract all breaker’s [z] identification which are connected "TO’ or ’TFROM’

bus-section 'n’ in S/S J (pattern 3)

- Verify that all breakers [z] have alarms generated (pattern 4)
THEN

- Assumption (disturbance x) is confirmed. (action 1)
ELSE

- Assumption is not true. 4 (action 2)

AND  Display all alarms. (action 3) (Rule 33)

Figure 8 depicts the realization and confirmation logic.

343 Conclusion Display And Alarm Suppression

The IAP is designed to display the conclusions or intelligent messages that are
determined immediately once they are validated. The message will contain the time,
date, substation name, and information determined about the disturbance or
abnormality in a certain equipment. The indicative alarms used to determine the
reached conclusion will not be displayed. However, it will be useful to keep all
received alarms in a historical file, for future reference. A software file was

introduced that will keep track of all received alarms. This file simulates a logger
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(printer) in Power Control Centers where all alarms will be printed as received from

the field.

The criterion for alarms suppression is that any redundant information that can by
assumed when stating that a certain equipment fails or experiences a particular
disturbance should not be displayed. This will include all indicative alarms that were
used to determine the disturbance. In addition, all other alarms that may be
generated on that equipment are not to be displayed, this includes the non-consistent

related alarms as defined in section 3.2.2.

The non-consistent alarms of the second category, unrelated alarms, defined
in section 3.2.2, and other alarms that no conclusion could have been deduced from

will all be displayed together with the conclusions that.were reached, if any.

Redundant and non-consistent related alarms are suppressed as soon as a
conclusion is reached on a particular power system equipment except the breakers
tripping alarms. These are kept until all confirmation rules are processed. The main
reason behind this strategy is that breakers are common between various power
system equipments in substations. While one conclusion may have been reached for
an equipment, a contiguous equipment, that has one breaker connected to both, may
also be tested for a probable disturbance. In this case, the non-existence of alarm on

that breaker will not validate the probable conclusion.



The rule for this process is as follows:

IF  Disturbance X occurred at Equip. A in S/S. B —~ pattern 1
AND Alarm z at S/S B Equip. A ?$ Y (any text) — pattern 2
THEN Delete Alarm z (Rule 3.4)

Note that this is a recursive type rule which will keep firing (running) until

there are no more alarms that matches the second pattern, ie alarm z
This rule can also be stated as follows:

IF there is a fact in the fact-list that confirms a disturbance "X’ in substation B’ at
equipment ’A’. .

AND there exists an alarm on the same equipment at the same substation that carry
any message 73 Y, ie. MW, or KV or SF 6 urgent, etc.. THEN delete the alarm
found. The ?$ Y is a variable type assignment in CLIPS that can match with any text

that consists of multiple words in a conditional fact.

Once the alarm is deleted the rule will backtrack trying to satisfy the
antecedents with different fact, should there be any. The antecedents will be satisfied
if there is another alarm in the fact-list which meets the conditions stated above.
Therefore, the rule will keep iterating until all alarms related to that particular

equipment are deleted.
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Note that while the second pattern will be satisfied for all indicative alarms on any

disturbed equipment, it will also be satisfied for non-consistent related alarms on that

equipment. Figure 9 depicts the display and suppression process in the IAP

prototype.

34.4 Constraints, Assumptions And Limits

Electric power utilities have different standards for telemetry points readings.

While some utilities specify analog and status telemetry on each power system

equipment in the substation, other will select some only. The following specifications

are assumed throughout the thesis:

Y]
2)

3)

4)

5)

All buses voltage and frequency values are telemetered.
The Mega Watts (MW), Mega Vars (MVAR) and the voltage (KV) values of
all lines and transformers are monitored.

The MW, MVAR, KV, and frequency (HZ) values of all generators are

telemetered.

The status of all breakers are monitored.

Both high and low sides of the transformers KV values are telemetered.
However, telemetry devices for MW and MVAR are installed at one side only

of the transformers, namely the high side.
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The alarm processor at the PCC will generate a message or an alarm for any

status or reasonable analog change of all telemetered points.

The following assumptions were also made in building the knowledge-base.

)

b)

Breakers status change alarms are considered more reliable than analog
values, therefore no effort was made to build rules to detect their malfunc-
tion operation. This assumption has been made for the following consider-

ations:-

Analog metering devices are the ones that fails more frequent and need
calibration more often.

Most PCC’s have a way to verify that breakers control is not functioning by
receiving an alarm whenever a control command is initiated and no response
occurs (command-no-take case). Therefore, there is another reliable way of
verifying the reliability of the breaker’s telemetry.

The visual verification of breakers controls instrumentation failure is much
easier than analog, because it does not invoke accuracy. It is either ON or

OFF which can also be verified by dispatchers most of the time.
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4)

5)

6)
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The accuracy of all analog metering devices was assumed 1%. This can be set

in the IAP to any desired value.

The data base should possess connectivity information. This is generally a
valid assumption since it is needed for the real-time modeling of the power

system.

The IAP is designed to process the data only if the number of the power
system alarms received at the PCC during a full scan time exceeds 3 alarms.
This limit has been set since human intelligence can analyze the small number

of alarms easily without a need for an aid.

Alarms generated during a full scan period will.be queued in a file, namely
MSG. DAT, and at the end of each scan period, the scanning protocol will
issue a command that will initiate the IAP program. The IAP will then
display the results, suppress some alarms, and print all received alarms on the

intelligent basis that it was designed for.

Only major disturbances that could cause a huge number of alarms, as defined

by the questioned dispatchers, were considered.
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3.45 Empirical Rules

These rules designate the core rules by which the IAP will run and on which
the knowledge base will be built on to emulate power system dispatcher’s way of
analyzing alarms in reaching a conclusion. In this section rules of each of the nine
disturbance cases, defined earlier, will be presented. Rules will be represented in the
IF-THEN logic, ie. IF set of alarms exist, THEN case A is true. Further, the rules
for each case are divided into two rules. the first being the realization rule and the
second is the confirmation rule. The correlation of all rules to each other and the

formation of the final knowledge base will be explained in the following sections.

CASE 1: Generator Off-Line (OL)

Following are rules that govern thé detection of a generator off-line
(Date, time, and the word "alarm ’ are omitted from the alarms representation in the

IF part of the rule for simplicity):

(IF S/SA GenB MW =X
AND X < E1
AND S/SA GenBMVAR =Y
AND Y < E2

AND S/SA GenB HZ = Z
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AND Z < E3

AND S/SA GenB KV =W

AND W < E4
THEN

S/S A Gen B is assumed off-line) (Rule 3.5)
(IF S/S A Gen B is assumed off-line

AND S/S A BRKRS(ib) TRIP
THEN

Gen B at S/S A is OFF-Line) (Rule 3.6)

Where XY, Z & W are actual MW, MVAR, Frequency and voltage readings at the
time the alarms were triggered. E1, E2, E3 and E4 error value readings assumed in
the telemetry devices of MW, MVAR, Frequency, and Voltage values, respectively.
Gen is a symbol and refers to generator. E(i) is calculated as per the following

equation:
Ei = a(v) * N(@)
Where a(v) stands for percentage accuracy of the telemetry device v’ and N(i) for

nominal values at equipment i’ (for frequency and voltage readings) and full rated

value (of MW and MVA readings).
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The rules presented above were explained in section 3.3.1 and were repeated here

for the purpose of completing all the cases.

CASE 2: Bus De-Energized (DE)

In spite that the de-energization of a bus will, usually cause wide spread of alarms
among the different power system components, there are specific alarms that shall
appear all the time this disturbance occurs. Consequently, these specific alarms are
considered the defining group or indicative alarms for this case. These are the bus
frequency drop alarm, the bus voliage drop alarm, and the tripping of all breakers
connected to the bus.

The empirical rules for this case are defined as follows:-

(F S/SA BusB HZ =Z
AND Z < E1

AND S/SA BusB KV=W

AND W < E2
THEN
S/S A Bus B is assumed De-energized (DE) ) (Rule 3.7)
(IF S/S A Bus B is assumed DE

AND S/S A BRKRS(ib) TRIP
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THEN

Bus B atS/S A is DE) (Rule 3.8)

Where Z & W are actual frequency and voltage readings at the time alarms were
depicted. BRKRS(ib) refers to all breakers connected to bus B. E1, F2 are error

readings assumed in the telemetry devices of Frequency, and Voltage values,

respectively.

The rules can be restated as follows.

Rule 3.7: If alarm 1 is triggered on bus B at substation A for frequency drop,
value is Z.
And alarm 2 is triggered on bus B at substation A for voltage drop, value
is W.
Where Z is less than E1 And W is less than E2.
Then Assume bus B at substation A is De-energized (assert a new fact to the

fact-list)

Rule 3.8: IF Bus B at substation A is assumed De-energized
And Alarms are triggered for all breakers connected to bus B at substation
A

Then Bus B at substation A is De-energized (Display)



CASE 3: Line Open Ended (OE)
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This case occurs when a line is disconnected at one substation. The set of indicative

alarms that are expected to be triggered in this case were provided in section 32.1.

case d. Following are the empirical rules representing the realization and confirma-

tion of this case:~

(aF
AND
AND
AND
AND
AND
AND
THEN
(IF
AND
THEN

S/SA LineB MW =X

X < E1l

S/S A Line BMVAR =Y
Y<E2

S/SA LineB KV=W

W< E3 |

S/S A Line B DC (EMS)
S/S A Line B is assumed OE)

S/S A Line B is assumed OE

S/S A BRKRS(ib) TRIP

Line B at S/S A is OE)

(Rule 3.9)

(Rule 3.10)

Where X,Y, and W are actual MW, MVAR, and voltage readings, respectively at the

time alarms were depicted.
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The last pattern of rule 3.9 is not a telemetered message,i.e. received from the
substation. It is a message generated by the EMS software , particularly by the

network status processor (NSP) program, whenever a line is disconnected.

CASE 4: Line Qut Of Service (00S)

This case is similar to the open ended case except that another set of alarms are
generated at the other end of the line, ie. the other substation that the line is

connected to. The empirical rules for this case are as follows:-

(F S/S Al LineB MW = X1
AND X1 < E1
AND S/S Al Line B MVAR = Y1
AND Y1 < E2
AND S/S Al LineB KV = W1
AND Wi < E3
AND S/S A2 LineB MW = X2
AND X2 < E1
AND S/S Al Line B MVAR = Y2
AND Y2 < E2

AND S/S Al Line B KV = W2



AND W2 < E3
AND S/S Al LineB DC
AND S/S A2 LineB DC

AND Line B DE

Line B is assumed (OOS) between S/S’s Al and A2)  (Rule 3.11)
(IF Line B is assumed OOS between S/S’s Al and
AND S/S A1 BRKRS(ib)1 TRIP
AND S/S A2 BRKRS(ib)2 TRIP
THEN

Line B between S/S’s Al and A2 is OOS) (Rule 3.12)

The last three patterns in rule 3.11 are EMS messages that are produced by NSP

program whenever a line is out of service.

CASE 35: Transformer De-Energized (DE)

The transformer is defined as de-energized when the primary side - High Side (HS) -
and the secondary side - Low Side (LS) - are both disconnected from other
components in the substation. The following empirical rules describe this disturbance

realization and confirmation:
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(IF S/SA Trans B MW (HS) = X1

AND X1 < E1
AND S/S A Trans B MVAR (HS) = Y1
AND Y1 < E2
AND S/S A Trans B KV (HS) = W1
AND W1 < E3

AND S/SA TransB KV (LS) = W2

AND W2 < E4
THEN
Trans B is assumed (DE) at S/S A) (Rule 3.13)
(IF Trans B is assumed DE at S/S A

AND S/S A BRKRS(ib) HS TRIP
AND S/S A BRKRS(ib) LS TRIP
THEN

Trans B at S/S A is DE) (Rule 3.14)

CASE 6: High Voltage At A Substation (HV)

Since under this case the dispatcher will observe many alarms (one for each
telemetered equipment at the substation, i.e line, bus, transformer, etc..). All alarms

will contain the same information but they will be from different field points . What
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the dispatcher needs to know is that substation X is under high or low voltage and

value is n.

A criterion was defined to detect this case as follows. If there exist alarms on
at least two different buses in a single substation such that the actual voltage value
of each ;)f them is greater than the nominal voltage value, and the différences
between the readings do not exceed 1%, then, the high voltage disturbance case is

assumed. The empirical rules governing this case would be as follows:

(IF S/S A Bus B KV(Nom.) Voltage = n — pattern 1
AND n > KV(nom.) — pattern 2
AND S/S A Bus D KV(Nom.) Voltage = m - pattern 3
AND n > KV(nom.) — pattern 4
AND D NEQB . - pattern 5
AND m < n + (Nom * 1%) — pattern 6
Or m > n-(Nom * 1%) - pattern 7
Then
S/S A is under HV = n) (Rule 3.15)

Where each independent statement in CLIPS is called pattern.

The rules presented above can be explained as follows.
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- pattern 1: alarm at S/S A on bus B of nominal voliage = KV(nom.) is
triggered for voltage reading = n.

- pattern 2: n is greater than KV(nom.)

- Pattern 3: alarm at S/S A on bus D of nominal voltage = KV(nom.) is

triggered for voltage reading = n.

- Pattern 4: n is greater than KV(nom.)

- Pattern 5: Bus B is not Bus D.

- Pattern 6 & 7: These patterns Check that The difference between the two
readings is within 1% range. This is the minimum inaccuracy assumed in the

telemetry devices.

CASE 7: Low Voltage At A Substation (LV)
The discussion for the high voltage case holds true for the low voltage case, except

for replacing the word low for high and reversing the comparison signs *>’ and ><’

where ever they appear in the text.

CASE 8: Loss of Load (LOL)

The more frequent loss of load case that was selected in section 3.2.2 for the IAP

implementation have the following as indicative alarms:
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- Alarm on breaker tripping of the load line.
- Alarm on MW value drop for the load line.
- Alarm on KV drop for the load line

- Alarm, or alarms , on KV rise in the substation (If lost load is significant).

The conditional presence of the last two alarms requires defining two separate
realization rules for this case. One if the load is significant and the other if it is not.

These two rules will be introduced first by text, for clarity, and then the symbolic

empirical rules will be presented.
DI alarm 1 is triggered at S/S A on load B for MW drop to x

and alarm 2 is triggered at S/S A on load B for MVAR drop to y
and alarm 3 is triggered at S/S A on load B.for KV drop to w
where x, y, and z are less than E1, E2, and E3, respectively.

Then assume loss of load B at S/S A.

2)lf loss of load B at S/S A is not assumed
and alarm 1 and alarm 2 and alarm 3 are triggered at S/S A
and  (any alarm is triggered for high voltage on any equipment, at S/S A
or  high voltage is defined at S/S A (as determined by case 6)).

Then assume loss of load B at S/S A.
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3)if loss of load B is assumed at S/S A

and All breakers connected to load B tripped

Then Load B at S/S A is lost
Note that the first check in the second rule verifies that the first rule did not fire.
Should the first rule succeeds to make an assumption on load B, the second rule will
not be encountered since first pattern of the second rule will fail. The empirical rules

in symbols for this case are as follows:

(IF S/SA LoadB MW = X
AND X < E1
AND S/S A Load BMVAR =Y
AND Y < E2
AND S/SA LoadB KV =W

AND W < E3
Loss of Load B is assumed at S/S A) (Rule 3.16)

(IF NOT  Loss of load B is assumed at S/S A
S/SA Load B MW =X
AND X < E1
AND S/S A Load BMVAR =Y

AND Y < E2
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AND S/SA lLoad B KV =W

AND W < E3
AND (S/SA ?equip KV =Z
Z > KV(nom.)
OR S/S A in under High Voltage value = Z)
THEN

Loss of Load B is assumed at S/S A) (Rule 3.17)

(IF Loss of Load B is assumed at S/S A
AND S/S A BRKRS(ib) TRIP
THEN

Loss of Load B at S/S A) (Rule 3.18)

CASE 9: Partial System Black Qut (SBO)

The rules for this case are different from the rules for the previous cases.
They concern several equipment at, relatively, one time. The IAP recognizes one or
more substations that experience black out and it will list all these stations. For a
substation to undergo or experience a black out, all buses must be de-energized.
However, some of these buses may already be on a scheduled outage and no alarms
will be produced for these buses when a black out occurs. An initial requirement was

set to start realization process of the occurrence of a black out. This requirement is



106

the realization of a minimum of one bus de-energized and a line out of service or
open ended at that substation. Once the IAP realizes that this requirement has been
met for a substation, it will set a flag in the agenda ( by introducing a new fact). This
flag, in return, will maich the first antecedent or pre-condition of the IF part of the
first rule for the black out forcing the engagement of that rule. Realization of bus de-
energized and line out of service was explained earlier in cases 2 and 4, respectively.
Once the first rule of the black out is engaged, IAP checks on all other lines if they
are either out of service, open ended, or on a previous scheduled outage where no

alarm could exist in the last case.

IAP decides that a line is on a2 planned outage when all breakers connected to that
bus are open, such information are verified through the connectivity data-base tables.
The set of rules, describing this sequence is provided next:

Rule 1: IF  IAP detects a Bus de-energized and a line out of service at S/SJ

THEN Add a new fact (setting a Flag 1) for a possible black out in S/SJ

(Rule 3.19)

Rule 2: IF  Flag 1 is set on the agenda
THEN extract names and information on all lines connected to S/S 1, define
such information in $x. (Rule 3.20)

(Where 3$X designates a vector variable which contains multiple variables in Clips).
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Rule 3: IF  All lines $X at substation J

and Lines are out-of-service or open ended or disconnected at either or
both ends of each line.

THEN  substation J is islanded or blacked out. (Rule 321)

Rule 3 will verify that all incoming and outgoing lines are either out-of-
service, open ended or disconnected earlier, i.e. no alarm was produced at that time

due to earlier line trip or scheduled outage on that line.

The verification of earlier disconnection of a line and the extraction of
identification of all lines in the substation are performed through connectivity data-

base which possess the up-to-date breaker’s status.

3.5 GENERALIZATION OF THE PROTOTYPE (IAP)

In spite that the components of the IAP established so far handles the power
system disturbances realization and confirmation from the input alarms to the PCC,
it still requires additional knowledge to make it more flexible and to accommodate
special cases. Some rules have to be established to initiate the operation of the IAP.
Another issue to consider is when a power system disturbance occurs and not all

alarms expected to appear were generated. This could be due to bad telemetry
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devices or bad wiring of sensory points at the substation. All these are considered in

this section.

3.5.1 Incomplete Group Of Alarms

Alarms are reported to the PCC from various power system substations by the
Remote Terminal Unit (RTU). RTU, in its wrn, collects information about all
substation equipment through telemetry devices or sensory circuits. If any of these
telemetry devices fails, it will either report wrong information or will not report any
information. However, in either case, if the dispatcher failed to recognize the failure
of any of the telemetry devices an alarm may be received where it should not or no
alarm will be received where it should. This could be confusing to the dispatcher and
the IAP because the group of indicative alarms may not be all generated when a
disturbance occurs. Bad telemetry devices can only be recognized when a disturbance
occurs and a set of alarms is expected to be reported to the PCC but not all alarms
are reported or when some are reported but incorrectly. A solution to this is to
establish rules that can realize the possible occurrence of a disturbance from subsets
of the group of indicative alarms. Confirmation through breaker tripping alarms can
validate the assumption of the disturbance occurrence. Further, the rules will indicate

the existence of bad telemetry devices on the disturbed equipment.

The empirical rules governing this reasoning process, in general, will be as follows:-
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Rule 2
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IF NOTdisturbance X is determined on equip B at s/s J
AND (alarm Al on equip B at s/s J
OR  alarm A2 onequip Bats/sJ
OR )

THEN Disturbance X is assumed at s/s J with bad telemetry device
(BTD) (Rule 3.22)

IF Disturbance X is assumed on equip B with BTD at s/s J

AND BRKRIB, all connecting breakers, trip at s/s J

THEN display "disturbance X on equip B at s/s J with BTD" (Rule 323)

The first pattern of Rule 1 is intended to check that no conclusion was made earlier

for the same case but with a complete alarm group. Since the "or” logic will also hold

true even if all alarms exist,i.e when the group alarms are complete, it is necessary

to rule out the case when a conclusion was already reached for any set of alarms.

This general logic for handling incomplete group of alarms is depicted in Figure 10.

The empirical rules described above apply to all of the cases except to the

high and low voltage cases. This is due to the fact that the number of indicative

alarms for each of these two cases is not fixed. For example, the number of indicative

alarms that are generated for a substation consisting of 2 lines, 2 buses, and one

transformer is 6 alarms. However, this number will be different for another
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substation that consists of 4 lines, 2 transformers, and 2 buses, namely 10 alarms.

The empirical rules for these two cases is as follows.

(NOT)
THEN

KV alarm on equip x at S/S A value = KV1
Equip 7x1 (NEQ x) at S/S A
KV alarm on ?x1 at S/S A

HV or LV at S/S A with some BTD (Rule 3.24)

Rule 3.24 can be restated as follows:

AND

THEN

there exist a voltage alarm at equipment x at substation A

there is an equipment ?x1 other than x (the *?" sign designates a
variable that can apply to any equipment) in S/S A

no alarm is generated for the equipment ?x1

Voliage (high or low) at S/S A  with some non-operational telemetry

devices.

3.52 The Initialization Of The IAP

The IAP is initialized by a batch program which was developed to serve as

the interface program between the PCC software and the IAP. Upon the completion
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of a full scan for all substation’s RTU’s, which typically occurs every 2 seconds, the

IAP is initialized and the initiation program will run. This can be implemented in

real-time situation by modifying the scan protocol of the Data Acquisition subsystem

at the PCC. The modified protocol will send a command that will start the initiation

program (called here init. bat) at the end of each scan. Once init. bat is initiated, it

performs the following functions in a sequential manner:-

1
2)

3)

4)

Read alarms, from the alarm list file (called here msg. dat).

Count the number of alarms. If number of alarms is less than 3, the initiation
program will display the alarms without being passed to the IAP. This
criterion was established to assure that the IAP will not run if the number of

alarms received at the PCC in a full scan time is less than 3 alarms.

If the number of alarms exceeds three then reformat the alarms to suit the
fact structure called by the Al language. CLIPS requires that all statements
should start with a known word before they can be treated as facts. Further-
more, facts of the same category should start with the same word. All alarms

will be reformatted to start with the word * alarm ’ in the input list of alarms.

Identify the substations where alarms are generated.
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load the connectivity data tables of the identified substations into the working
memory. There is no need to load the data-base for all substations if all
alarms are in one or few substations. This partial loading of the data-base will
minimize the search space and consequently reduce the reasoning, execution,
time of the programs and avoid memory overloading.

Identify the type of the alarmed equipment, ie. buses, lines, transform-

ers,...etc.

. Load the rules for the identified equipment. Only rules related to the

identified equipment types will be loaded. For example, if alarms were
generated for lines, only " line out of service " and " line open ended " rules
will be loaded. In addition, the general suppression and display rules will be

loaded.

8) Imitiate the IAP.

Steps 4 through 6 were intended to optimize the IAP reasoning and minimize the

search space. However, such requirements imply the partitioning of the IAP

knowledge-base rules in a way to allow for selective loading of only some parts as

needed. The partitioning is as follows:

a.

Rules for lines are built together in ’Line.clp’ which includes all rules for

"line out of service” and "line open ended" .
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b. Rules for "bus de-energized” are built under ’bus.clp ’.

C. Rules for "transformer de-energized" are built under ’trans.clp’.

d. Rules for "generator off-line” are built under ’gen.clp °.

e. Rules for "loss of load" are built under ’ load.clp °.

f Rules for “partial black out™ are built under ’ blkclp’. Unlike previous ‘
partitions, this partition will be loaded if received alarms include at least one
alarm for a line and one for a bus in any substation. This criterion was
established because the minimum configuration for a substation should
necessarily include a line and a bus.

f Rules for "high voltage” , "low voltage”, and other general rules for suppres-
sion and display functions are all grouped together under ’rest.clp’. These
rules will be loaded every time IAP is initiated because they apply to almost

all cases. .

Figure 11 depicts the above structure.

3.53 COMPLETING THE IAP IMAGE

In previous sections the production rules for the selected disturbance cases
and the techniques for the initiation of IAP were discussed. The process of

suppression and display of indicative, non-consistent, and unrelated alarms was also
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discussed. However, these rules must be put together in the most efficient manner
1o build the knowledge base in order to facilitate the required operation of the IAP.
The rules in the knowledge base must be structured and organized according to

specific guidelines in order to achieve the IAP goals. These guidelines are as follows.

1) Wrong and contradictory conclusions must be ruled out.

2) The rules for the more frequent dfsturbances need to be tested first

3) Alarms that might be needed in more than one rule should not be suppressed

till the time when they are not needed.

In order to achieve these guidelines, the IAP should fire, execute, the engaged
rules in a specified order. A kind of priority assignment is needed for some rules. Su-
ch a feature is available in CLIPS and called Salience declaration. It is achieved by

adding a new statement to the beginning of any rule in the following manner:

(Declare (Salience number))

Where number can be any integer from 0 to 10,000.

When multiple rules are in the agenda, the rule with the highest priority will fire

first. The declaration statement has to be stated as the first pattern in any rule.
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The established guidelines imply that the rules must be placed in the following order:

i~

Rules governing realization of disturbances must have the highest priority .
Rules realizing disturbances must have higher priority than the same rules for
incomplete group of alarms.

Rules regarding confirmation will be reasoned third, after the last two groups.
The rules for suppressing breaker tripping alarms must have lower priority
than any confirmation rules.

The production rules for the transmission " line out of service " must have
higher priority than the rules for " line open ended * and loss of load.

The rules for the realization of " partial black out " should come after the
rules for " line out of service™ and " bus de-energized” and before the rest of
other realization rules. Further, rules for the display of any reached conclusion
for the buses and the lines must be placed after the rules for " partial black
out " . This should avoid the display of any reached conclusion in a substation

that is experiencing a black out other than the black out message.

A block diagram that outlines the IAP overall logic is shown in Figure 12. The

IAP program is provided in Appendix - C.
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CHAPTER 4

TEST CASES, RESULTS AND ANALYSIS

41 INTRODUCTION

The developed Intelligent Alarm Processor (IAP) is a general type expert
system. It can be applied to any power systems model, provided that limits and

constraints are met in the selected model.

To demonstrate the operations, capabilities, and limitations of the developed
IAP two power system models were experimented. The first model is a three
substations system consisting of 3 buses, 1 generator, 1 transformer, 3 lines, 20
breakers and 4 loads. The second model consists of 8 buses, 13 generators, 13
transformer, 19 lines, 7 load lines, and 64 breakers. It represents a portion of

SCECO-EAST power system network.
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A discussion of the IAP input files together with the naming convention

adopted through out this work will be presented first.

42

1

b)

THE IAP SYSTEM ARRANGEMENT AND FILES ORGANIZATION

The IAP system is composed of three components:

Initiation Part (Init. bat)- This a batch file that act as a command file. It
causes all interactive commands on the system to be executed in a sequence.
The operation of this part, which was described in chapter 3, is divided into

three major tasks as follows.

Testing the received alarms. This task starts by reformatting the received
alarms. Then the number of alarms, the substations and the type of equip-
ments generating the alarms are determined. The rules for these tasks are
grouped in one file called " decider.clp " . The file is loaded into the system
at the beginning of the “init.bat” operation.

Loading the substations and rules determined in the previous step. the rules
for this task are contained in a file called " selector.clp .

Initialization of the IAP. The LAP will be initialized if the established criteria

are met.



121

The file ~ selector.clp " includes the names of all substations comprising the
modeled network. Consequently, when the IAP is applied to a different model
that its substations have different names they should be reflected in "
selector.clp . The other files in " init-bat " do not pertain any information that
is local to a specific network. Therefore, they can be used for different power
system models without any change.

The filing arrangement in this part is depicted by figure 13.

3)

Knowledge Base (KB) Rules - This is the heart of the IAP operation. The
rules were built in a general type logic that is not specific to any particular
power system model. The rules‘ for each type of equipment were grouped in
one CLIPS file . The names for the different equipment types were provided

in section 3.5.2 of the last chapter.

Connectivity data base - This part requires a total change of data whenever
applied to a different model. While the connectivity data base is not part of
the IAP, it is attached to it and used extensively by the IAP. The connectivity
data for each substation is defined in a file that has the same name as the
substation name with a ".clp” extension, i.e. if the substation name is "north",
the file name will be "north.clp”. Substation file names have to be indicated

in the "selector.clp"® file.
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The input alarms are stored, on the system, in a file named "msg.dat”, where ".dat”
is the extension designating data type information in CLIPS. All received alarms will
be printed on a logger in accumulative order for historical and later use. The logger

is simulated by a software file named " log.dat ~.

43 THE FIRST TEST NETWORK

The first test case is shown ir figure 14. it is selected from IEEE Proceedings
[25]. Its associated connectivity data are shown in tables 3 and 4. The circuit breaker
status data shown in table 6 are not part of the data base but are telemetered values

which are subject to change.

In this section, the set of alarms received at the PCC for some selected
disturbance cases discussed in chapter 3 will be processed. The capability of the IAP
in identifying and verifying each disturbance case will be demonstrated. In addition,
the features of presenting conclusions suppressing redundant alarms, and displaying

unrelated alarms will be shown.
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Figure 14 : The line diagram for first test case



TABLE 3. Bus-section connectivity data base for the first test model

Substation Equipment
Number No. Type Identification

1 Gen. unit GU1
2 Bus B1
3 Transformer TR1
4 Bus Al

1 5 Bus A2
6 Transformer TR1
7 Line LT1
8 Connection
9 Line LT2
10 Shunt SH1
11 Bus Al
12 Bus A2

2 13 Bus A3
14 Line LT1
15 Line LT3
16 Load LD1
17 Bus Al
18 Bus A2

3 19 Line LT2
20 Line LT3
21 Load LD2
22 Load LD3

&



TABLE 4. Breaker-section connectivity data of the first test model

126

From To Substation
No. Bus Sec Bus Sec. No. Status
K1 i 2 Close
K2 2 3 Close
K3 4 6 Open
K4 6 7 1 Open
K5 7 S Close
K6 4 8 Close
K7 8 9 Close
K8 g 5 Close
K9 10 8 Open
K10 12 15 Open
K11 14 11 Close
K12 13 16 2 Close
K13 11 12 Close
K14 11 13 Close
K15 12 13 Close
K16 17 19 Close
K17 19 20 Close
K18 20 18 3 Close
K19 17 21 Close
K20 21 22 Open
K21 22 18 Close
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43.1 Generator Off-Line

The first disturbance tested is for a generator off-line case. For the network
under study the PCC will receive five indicative alarms when "GU1" goes off-line.
These alarms are shown in figure 15(a). Additional unrelated and related non-
consistent, alarms were added to demonstrate the capability of the IAP to suppress
the non-consistent related alarms and to display the unrelated alarms together with
the reached conclusion. When this set of alarms is stored in a message file and IAP
is initiated, it will produce one intelligent message in addition the unrelated alarms

as shown in figure 15(b).

Another test was run to demonstrate the capability of the IAP to diagnose a
disturbance case even when some of the indicative alarms for that case are not
present. The absence of some indicative alarms could be due to an RTU or
communication malfunction. The IAP will indicate to the dispatcher the presence of
bad instrumentation. The message file for this scenario together with IAP output are

shown in figures 16(a) and 16(b), respectively.
4.3.2 Line out-of-Service

When the line "LT1" between two substations, 1 and 2, goes out-of-service the

alarms shown in figure 17(a) are observed at the PCC. Unrelated alarms on breaker
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Edit: C:\expsys\msg0O.dat

"01_01_ 91"
"01_01_91"
"01_01_91"
"01_01_91"
"01_01_91"
"01_01_91"
"01_01_91"
"01_01_91"
"01_01_91"
eof

"12:01:59"
"12:02:00"
"12:02:00"
"12:02:00"
"12:02:00"
*12:02:00"
"12:02:00"
"12:02:00"
"12:02:00"

SS2
SS1
Ss1
SS1
SS1
552
Ss1
SS1
Ss1
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Line 1 Col 1
brkr K14 O
brkr K1 O
gen GUl1 KV 80 al 0.5

gen GUl winding high temp
brkr K1 SF6 Urgent alarm
bus Al KV 115 al 105

gen GUl1l MVAR al 0.1

gen GU1 MW al 0.2

gen GU1 HZ al 0.02

Figure 15(a): Input alarms for generator off-line scenario

kkx

CLIPS> (reset)
CLIPS> (run)
"01_01_91""12:02:00" Gen GUl at sub SS1 is of line
alarm "01_01_91" "12:02:00" SS2 Al KV 115 al 105
alarm "01_01_91" "12:01:59" SS2 brkr K14 O

16 rules fired

CLIPS>

.

Figure 15(b): The IAP output for the scenario in Figure 15(a)



Edit: C:\expsys\msgx0.dat

"01_01_90" "12:01:
"01_01_80" "12:01:
"01_01_90" "12:02:
"01_01_90" "12:02:
"01_01_90" "12:02:
“01_01_90" "12:02:
"01_01_90" "12:02:
"01_01_90" "12:02:

eof

59" ss2
59" ss2
00" ss1
00" ss1
00" ss1
00" ss1
00" ss1
00" ss1

Line 1 Col 1
brkr K14 O
brkr K14 SF6 Urgent al
brkr K1 O

bus A2 60 HZ 59.5

gen GU1l KV 80 al 0.5

gen GUl High winding temp
gen GU1l MVAR al 0.1

gen GU1l MW al 0.2

Figure 16(a): Input alarms for Gen. off-line with
some missing alarms

*xk%
CLIPS> (reset)
CLIPS> (runm)
"01_01_90" "12:02:
alarm "01_01_90" "
alarm "01_01_90" "

17 rules fired
CLIPS>

00" Gen GU1 at SS1 is off lin

12:02:00" SS1 bus A2 60 HZ 59.5

12:01:58" SS2 brkr K14 SF§ Urgent al
alarm "01_01_90" "12:01:59" SS2 brkr Ki4 o

A3
-

Figune 16 {b): The output of case in figure 16 (b)

o W

129

e and bad inst



Edit: C:\expsys\msgxxx.dat

"01_01_90"
"01_01_90"
"01_01_90"
"0i_o01_90"
"01_01_90"
"01_01_90"
"01_01_8%0"
"01_01_s0"
"01_01_90"
"01_01_90"
"01_01_9%0"
"01_01_90"
"01_01_90"
"01_01_90"
*01_01_90"
“01_01_90"
"01_01_90"
eof

"12:01:58"
"12:01:58"
"12:01:58"
"12:01:58"
"12:01:58"
"12:01:58"
"12:01:58"
"12:01:58"
"12:01:58"
"312:01:58"
"12:01:59"
"12:01:59"
"12:01:59"
"12:01:59"
"12:01:58"
“12:01:57"
"12:01:57"

SS1
SS1
SS1
SS2
SS1
Ss1
SS1
SS2
Ss2
Ss2
nmi
nmi
nmi
SSs2
SS1
SS1
SS2

Line 1
brkr K5 O
bus A2 HZ 230 al 59.8
brkr K4 O
brkr K11 O
line LT1 KV 230 al O
line LT1 MVAR 230 al 1
line LT1 MW 230 al O
line LT1 KV 230 al O
line LT1 MVAR 230 al O
line LT1 MW 230 al 1.5
SS1 line LT1 230 dc
S§S2 line LT1 230 dc
line LT1 230 de
brkr K14 O
brkr K4 SF6 urgent alarm
line LT1 Loss of RS 1
line LT1 Loss of RS 2

Figure 17(a): The input alarms for line out of serviece case

CLIPS> (reset)
CLIPS> (run)
"01_01_90""12:01:59"1ine LT1 b
alarm "01_01_90" "12:01:59" SS2 brkr K14 O
alarm "01_01_90" "12:01:58" SS1 bus A2 HZ 230 al 59.79999924
28 rules fired

CLIPS>

Figure 17(b): The output for alarms in figure 17(h)

Col 1
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ef:n sub SS2 & SS1 is out of service
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14 and for a frequency drop on bus A2 in substation 1 are also present. The
dispatcher needs 10 see these two alarms in addition to the disturbance message.
Further, related non-consistent alarms for the "loss of relay set AC/DC " on line
"LT1" and "SF6 Urgent alarm” on breaker 11 are also present. These last two alarms
must be suppressed since they convey redundant information to the dispatcher. The
IAP output for this scenario is shown in figure 17(b). If one or two of the indicative
alarms do not appear at the PCC, where it should as a consequent of "line out-of-
service”, the IAP is able to detect the disturbance and will present the conclusion

with 2 warning about the failure of some telemetry devices.
433 Loss of Load Causing High Voltage

This scenario can be observed when load " LD3 " at substation 3 is dropped
from the system causing a high voltage at the substation and at the neighboring
substation 2. The alarms for this scenario are shown in figure 18(a). Two non-
consistent alarms on breakers K20 and K21 are added to the scenario. In addition,
two more unrelated alarms on breaker K4 and bus A1 at substation 1 are also added.
The IAP suppresses the first two alarms and displays the later two together witl; the
derived conclusions.

The IAP output for this scenario is depicted in figure 18(b). If one or more of the
voltage alarms are not present in the input alarms, same results will be produced but

with a special message reflecting the failure of some telemetry devices. The input



Edit: C:\expsys\msgcom3l.dat

*01_01_90"
"01_01_90"
"01_01_90"
"01_01_90"
*01_01_90"
"01_01_90"
"01_01_90"
"01_01_90"
"01_01_90"
"01_01_90"
"01_01_90"
"01_01_90"
"0pi_01_90"
"01_01_90"
"01_01_90"
"01_01_90"
*01_01_90"
T01_01_90"
"01_01_90"
eof

"12:01:59"
"12:01:59"
*12:01:59"
"12:01:59"
"312:01:59"
"312:01:59"
"12:01:59"
%12:01:59"
*12:01:59"
"12:01:59"
"12:01:59"
"312:01:59"
*12:01:59"
"12:01:59"
"12:02:00"
"12:02:00"
“§2:02:00"
"12:02:00"
"12:01:58"

Ss3
SS3
Ss3
SS3
SS3
Ss3
SS83
SS3
SS3
SS3
SS3
SS83
Ss3
ss2
§S2
SS2
§Ss2
Ss2
Ss1

Figure 18 {a): The input

CLIPS> (reset)
CLIPS> (run)
"01_01_90""12:02:00" Voltage
"031_01_90""12:01:53" Voltage
"01_01_90" "12:01:59"loss of
causing the high voltage
alarm "01_01-90" "12:01:58" SS1 brkr K4 O
39 rules fired
CLIPS>

load
load
load
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Line 1 Col 1
LD3 MW 230 al 0.0
LD3 KV 230 al 1.0

LD3 MVAR 230 al 0.0

bus. A1 KV 230 al 238.1
bus A2 KV 230 al 238

line
line
load
brkr
brkr
brkr
brkr
line
line

LT2 KV 230 al 237.6
LT3 KV 230 al 238
LD2 KV 230 al 238.2
K21 O ’

K21 SF6 URGENT ALARM
K20 SF6 URGENT ALARM
K20 O

LT3 KV 230 al 235
LT3 KV 230 al 235

bus Al KV 230 al 235
bus A2 KV 230 al 235
bus A3 KV 230 al 235

line
brkr

LT1 KV 230 al 235
K4 O

alarms for loss of load scenario

is high at sub SS2 value
ie high at sub SS3 value

235
238.05¢C

load LD3 at sub SS3

Figure 18 (b): The output of the IAP for the scenario
shown in figure 18(a)
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alarms for this case is shown in figure 19(a). The output for this new scenario is

depicted in figure 19(b).

43.4 Transformer De-energized and Substation Black Out

This case is encountered when the transformer "TR1" is substation 1is de-
energized. It can be represented by the alarms shown in figure 20(a). It is assumed
that the de-energization of " TR1" causes the islanding of the whole substation.
Further, two non-consistent events occurred simultaneously at substation 2 which are
the tripping of breaker "K14" the drop in bus "A3" frequency. The dispatcher needs
to know the last two alarms in addition to the black out occurrence. The rest of
alarms at substation 1 should be suppressed. The IAP output for this case is shown

if figure 20(b).

44 THE SECOND TEST NETWORK

So far, The IAP was tested for some of the major disturbance cases.It was
assumed that these cases will happen in isolation of the others. The occurrence of
multiple disturbances at the same time and the wide spread of alarms in the network
is another task the IAP should handle. To test the performance of the IAP for system

wide disturbances and to further demonstrate the IAP capabilities, a bigger network



T Eehs -

"01_01_90"
"01_01_90"
"01_01_90"
"01_01_90"
"01_01_90"
"01_01_g0"
"01_01_90"
*01_01_so"

~01_01_90"

"01_01_90"
"01_01_90"
"01_01_90"
"01_01_80"
"01_01_90"
"01_01_90"
eof

"12:01:59"
"12:01:59"
"12:01:59"
"12:01:59"
"12:01:59"
"12:01:58"
"12:01:59"
"12:01:59"
"12:01:59"
"12:01:59"
"12:02:00"
"12:02:00"
"12:02:00"
"12:02:00"
®12:01:58"

SS3
Ss3
SS3
Ss3
SS83
Ss3
Ss3
SS3
SS3
SS2
SS2
Ss2
SS2
Ss2
Ss1
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load LD3 MW 230 al 0.0
load LD3 KV 230 al 1.0
load LD3 MVAR 230 g1 0.0
bus A2 KV 230 al 238

brkr K21 O

brkr K21 SF6 URGEKT ALARM
brkr K20 SF6 URGENT ALARM
brkr K20 O

line LT3 KV 230 al 235

‘line LT3 KV 230 al 235

bus Al KV 230 al 235
bus A2 KV 230 al 235
bus A3 KV 230 al 235
line LT1 KV 230 al 235
brkr K4 O

Figurel9 (a): The input alarms for loss of load scenario

CLIPS> (reset)

CLIPS> (run)
"01_01_90""12:02:00" Voltage is high at sub SS2 value = 235.350

with some missing alarms

"01_01_90""12:01:59™ KV alarm in SS SS3 but not at
all eq.’s value = 235.19999695
suggesting that some telemetry are not
operational in SS SS3
"01_01_90" "12:01:59"1oss of load LD3 at sub SS3
causing the high voltage
alarm "01_01_90" "12:01:58" SS1 brkr K4 O
31 rules fired
CLIPS> -t

Figurel9 (b): The output for the scanario in figurel9 (a)
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"01_01_90"
"01_01_90"
"01_01_90"
"01_01_90"
"01_01_90"
"01_01_90"
"01_01_90"
"01_01_90"
"01_01_90"
"01_01_90"
"01_01_90"
T01_01_90"
"01_01_90"
"01_01_90"
*01_01_90"
"01_01_90"
"01_01_90"
"01_01_90"
"01_01_90"
"01_01_90"
"01_01_90"
"01_01_90"
"01_01_9g0O"
"01_01_90"
"01_01_90"
eof

"12:01:58"
"12:01:58"
"12:01:58"
*12:01:58"
"312:02:58"
"12:02:58"
*12:02:58"
"12:02:58"
"12:02:00"
"12:01:58"
"12:01:58"
"12:01:58"
*12:01:58"
*12:01:58"
*12:01:59"
"12:01:58"
"12:01:58"
"12:01:58"
"12:01:58"
"12:01:58"
"12:01:58"
"12:01:598"
"12:01:58"
"12:01:58"
"12:01:58"

Figure 20(a): The input

L2 2 2 3

causing a

CLIPS> (reset)

CLIPS> (run)

**¥ Black out at SS1 *x*
alarm "01_01_90" "12:01:58" SS2 brkr K14 O

alarm "01_01_90" "12:01:58" SS2 bus A3 HZ 230 al 59.5
46 rules fired

CLIPS>

Ss2
SS1
ss1
Ss1
ss1
Ss1
Ssi1
Ss1
Ss1
Ss1
ss2
Ss1
SS1
Ss1

SS1
ss1
SS1
Ss1
SS1
SS1
nmi
Ss1
SS1
SS1
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bus A3 HZ 230 al 59.5
brkr K4 O

brkr K3 O

brkr K2 O

trans TR1 LSKV 40 al 0.1
trans TR1 HSKV 230 al 1.1
trans TR1 MW 21 0.2

trans TR1 MVAR al 0.3

gen GU1 MW al 0.2

brkr K5 O

brkr K14 O

line LTI KV 230 al 2
line LT1 MVAR 230 al 1
line LTI MW 230 al 0
SS1 line LT1 230 dc
brkr K8 O

brkr K7 O

brkr K6 O

line LT2 KV 230 al 2
line LTZ2 MVAR 230 al 1
line LT2 MW 230 al O

SS1 line LT2 230 dc

bus A2 KV 230 al 1l

bus A2 HZ 230 al 0

brkr K5 ‘SF6 urgent alarm

alarms for transformer de-energized
black out in the substation

Figure 20(b): The -IAP output for the case shown in figure20 (a)
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than the one used above was selected. The data of the network were provided in
section 4.1. The network line diagram is shown in figure 21 and the bus-section and

breakers-section connectivity tables for the four substations are shown in tables 5 and

6, respectively.

44.1 Substation Black-out

The first test case was for a black out of a substation. Substation JADWIP is
fed by two lines Jad WIP1 and Jad WIP2. When these two lires are disconnected
substation JadWIP will experience a black out. The alarms which will be received at
PCC are shown in figure 22(a). In spite that the two feeding lines will be out of
service in addition to buses de-energization at JadWIP, the IAP should display a
higher level message indicating that the substation experienced a black out. All other
alarms and messages in the substation will be suppressed. The output by the IAP is

shown in figure 22(b).

The capabilities of LAP is further illustrated by presenting a different scenario
for the black out. The scenario assumed that one of the two lines feeding substation
"JAD WIP 1", line "Jad WIP 2", was already on scheduled outage when the other line
became out-of-service. Alarms will be produced for one line only and other

equipment at the substation. No alarms will be observed for line "JAD WIP 2" in this
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Figure 21: The line diagram of second test case
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TABLE 5. Bus-Section Data for second test network

Substation

Equip No.

FARAS 230
(FAR2)

BRIKFREI=

Type

gen
gen
gen
gen
gen
gen
gen
gen
trans
trans
trans
trans
trans
trans
trans
trans
trans
trans
trans
trans
gen
gen
trans

gen
gen
gen
trans
trans

bus

bus

line
line
line
line
line
load
line

Equip LD.

GU1

GuU2

GU3

GU4

GUs

GU6

GU7

GUS8

TR1

TR1

TR2

TR2

TR3

TR3

TR4

TR4

TR4

TR2

TR1

TR3

GU13

GU11

TRS

TR6

GU10

GU09

GU12

TR7

TR8

TRY9

Al

A2

FRSFRS1

FRSFRS2

KRSFRS

FRSRPS5

FRSJAD1

STNSVC1

FRSJAD2
continued on p.139
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Continuation of Table 35

Substation Equip No. Tvpe Equip ID.

FARAS 230
(FAR?2) cont’d

JADIDAH 230
(JAD2)

RPS5

JADWIP

40
41
42
43
44

33
54
55
56
57
58
59
60
61
62

45
46
47
48
49
50
51
52

63
64
65
66
67
68
69
70

load
line
line
line
line

bus
bus
line
line
line
line
line
load
load
line

line
load

trans .

trans
trans
trans

load
load

STNSVC2
FRSHF B
FRSHF A
FRSUTH A
FRSUTH B

Al

A2
FRSJAD1
SHDJAD1
FRSJAD2
SHDJAD?
JADWIP1
JADABQ1
JADABQ2
JADWIP2

FRSRPSS
RDHKUR
TR1

TR2

TR1

TR2

B1

B2

JADWIP2
JADWIP1

TR1
B2
B1
IPS1
IPS2
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TABLE 6. Circuit Breaker Section for second test network

Substation Breaker No. From To

FARAS 230 B21 1

(FAR2) B22 2
B23 3
B24 4
B25 5
B26 6
B27 7
B28 8
Al 31
A2 32
A4 31
AS 30
Ab 32
A7 31
A8 29
A9 32
AlQ 31
All 40
Al2 32
Al3 31
Al4 39
Al5 32
Al6 31
Al7 24
AlS8 37
Al9 31
A20 36
A2] 32
A22 31
A23 17
A24 35
A26 31
A27 44
A29 31
A30 20
A3l 31
A32 18
A33 34

Status
9 Close
10 Close
11 Close
12 Close
13 Open
14 Close
15 Open
16 Close
43  Open
43 Close
42 Close
42 Close
30 Open
29 Close
41 Close
41 Open
40 Close
28 Close
28 Close
39 Close
38 Close
38 Open
24 Close
37 Close
32 Close
36 Close
23 Close
23 Close
17 Close
35 Open
32 Close
44 Close
32 Close
20 Close
32 Close
18 Close
34 Close
32 Close

continued on p.141



Continuation of Table 6

Substation Breaker No.

FARAS 230
(FAR2) cont’d

JADIDAH 230
(JAD2)

RPS5

JADWIP

A34
A35
A36

Al
A2
A3
A4
AS
Ab
Al0
All
Al2
Al3
Al4
AlS

Al
B1
B2
B3
B1
B2
B3

B8

From To

33
19
19

53
61
54
53
59
54
53
57
54
53
55
54

45
46
45
49
50
51

66
65
67
68
67

Status
31 Open
33 Close
32 Close
61 Close
62 Close
62 Close
59 Open
60 Close
60 Close
58 Open
58 Open
57 Open
55 Close
56 Close
56 Close
47 Close
48 Close
46 Open
51 Close
52 Close
52 Close
68 Close
67 Close
68 Close
70  Open
69 Open
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L3 3 2 3

"01_01_90"
"01_01_90"
"01_01_90"
“g1_01_90"
"01_01_90"
*g1_01_90"
"01_01_90"
"01_01_90"
"61_01_90"
"01_01_90"
"01_01_90"
*01_01_90"
*01_01_90"
"01_01_90"
"01_01_90"
*01_01_90"
"“p1_01_90"
"01_01_90"
"01_01_90"
"g1_01_30"
"01_01_90"
"01_01_90"
"01_01_90"
"g1_01_90"
"01_01_90"
"01_01_90"
"01_01_90"
*01_01_90"
"01_01_80"
"01_01_90"
"01_01_90"
"01_01_90"
*01_01_90"
"01_01_90"
"01_01_90"
eof

"312:01:58"
"12:01:58"
"12:01:58"
"12:01:58"
"312:01:58"
"12:01:58"
"12:01:58"
"12:01:58"
"12:01:58"
*12:01:59"
"312:01:59"
*12:01:58"
"12:01:58"
*12:01:58"
"12:01:58"
"12:02:58"
"312:02:58"
"12:02:58"
»12:02:58"
"12:01:59"
"12:01:58"
*12:01:58"
"12:01:58"
"12:01:58"
"12:01:58"
"12:01:58"
"12:01:58"
"12:01:58"
"12:01:58"
"12:01:58"
"12:01:58"
"12:01:58"
*12:01:59"
"12:01:59"
"12:01:59"

JAD2 brkr A2 O
JAD2 brkr A4 O
JAD2 brkr A5 O

JAD2 line
JAD2 line
JAD2 line

JADWIP

JADWIP trans TR1 LSEV 34.5 al 0.1
JADWIP trans TR1 HSKV 230 al 1.1

brkr B1 O

JADWIP1 KV 230 al 0
JADWIP1 MVAR 230 al 1
JADWIP1 MW 230 al O
JADWIP line JADWIP1 KV 230 al ©
JADWIP line JADWIP1 MVAR 230 al 1
JADWIP line JADWIP1 MW 230 al O
nmi JADWIP line JADWIP1 230 dc
nmi line JADWIP1 230 de

JAD2 brkr A4 SF6 urgent alarm
JAD2 line JADWIP1 Loss of RS 1
JAD2 line JADWIP1 Loss of RS 2

JADWIP trans TR1 MW al 0.2
JADWIP trans TR1 MVAR al 0.3

pmi JAD2 line JADWIP1 230 dc
bus B2 KV 34.5

JADWIP
JADRIP
JADWIP
JADWIP
JADWIP
JADWIP

brkr B3 O
brkr B8 O

al .3

bus B2 HZ 34.5 al 0

brkr B3 SF6 urgent alarm
bus B2 SF6 urgent alarm
JAD2 line JADWIP2 KV 230 al 0
JADZ2 line JADWIP2 MVAR 230 al 1
JAD2 line JADWIP2 MW 230 al O
JADWIP line JADWIP2 KV 230 al O
JADWIP line JADWIP2 MVAR 230 a1 1
JADWIP line JADWIP2 MW 230 al O
nmi JADWIP line JADWIP2 230 dc
nmi line JADWIP2 230 de

nmi JAD2 line JADWIP2 230 dc

Figure 22(a):The input alarms ' for a black out case with
all lines de-energized

CLIPS> {reset)
CLIPS> (run)
*x Black out at JADWIP **

"01_01_90""12:01:59"1line JADWIP1 bet_n su
"01_01_90""12:01:59"line JADWIP2 bet_n su

56 rules fired

CLIPS>

Figure 22(b): The IAP output for the case shown in fiqure 22(a)

b JADWIP & JAD2 is out of service
b JADWIP & JAD2 is out of service
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case. The IAP should find out that the two lines are not feeding the substation
anymore and that the substation is under black out case. Figure 23(a) gives the input
alarms for this scenario, while table 23(b) gives the output messages as predicted by

the IAP.

442 Wide System Disturbance

This case is intended to demonstrate the capabilities of the IAP to detect the
occurrence of multiple disturbances on the network at more than one substation. A
scenario is composed such that bus "A2" at "JAD 2" is de-energized, line "FRSJAD2"
is out of service, line "JAD WIP 1" disconnected, transformer "TR1" at "Jad WIP" and
load "JAD ABQ 1" is lost at "JAD 2" substation. The alarms that would be received
at the PCC for such a scenarid are given in figure 24(a). The IAP will suppress all
alarms relevant to these disturbances, except the alarms that are related to the
network configuration or are related to equipment other than these that experienced
disturbances. For instance, frequency or voltage changes at other disturbances. Some
other alarms related to equipment that failed, like SF6 alarms on breaker or

transformer, will be suppressed. The IAP output is shown in figure 24(b).



"01_01_90"
"01_01_90"
"01_01_90"
"01_01_90"
"01_01_90"
"01_01_90"
"01_01_90"
"01_01_90"
"01_01_90"
"01_01_90"
"01_01_90"
"01_01_90"
"01_01_90"
"01_01_90"
"01_01_90"
"01_031_80"
"01_01_90"
"01_01_90"
eof

$

"12:01:58"
"12:01:58"
"12:01:58"
"12:01:58"
"12:01:59"
*12:01:58"
"12:01:58"
"12:01:58"
"12:01:58"
"12:02:58"
"12:02:58"
"12:02:58"
"12:02:58"
"12:01:58"
”312:01:58"
"312:01:58"
"12:01:58"
"12:01:58"

JAD2 brkr A4 O
JADWIP line JADWIP1 KV 230 al 0
JADWIP line JADWIP1l MVAR 230 al 1
JADWIP line JADWIP1 MW 230 al O
nmi JADWIP line JADWIP1l 230 dc
JAD2 brkr A4 SF6 urgent alarm
JAD2 line JADWIP1 Loss of RS 1
JAD2 line JADWIP1l Loss of RS 2

JADWIP
JADWIP
JADWIP
JADWIP
JADWIP
JADWIP
JADWIP
JADWIP
JADWIP
JADWIP

brkr Bl O
trans TR1
trans TR1
trans TR1
trans TR1
bus Bl KV
brkr B3 O
bus Bl HZ
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LSEKV 34.5 21 0.1
HSKV 230 al 1.1
MW al 0.2

MVAR al 0.3

34.5 al .3

34.5 al ©

brkr B3 SF6 urgent alarm
bus B2 SF6 urgent alarm

Figure 23(a): The input alarms for a black out case with
some lines de-energized

XXX
CLIPS> (reset)
CLIPS> (run)

** Black out at
alarm "01_01_90"
alarm "01_01_90"
alarm "01_01.90"
alarm "01_01_90"
39 rules fired
CLIPS>

JADWIP *x
"12:01:58"
"12:01:58"
"12:01:58"
"12:01:58"

JAD2 line
JAD2 line
JAD2 brkr
JAD2 brkr

JADWIP1l Loss of RS 2
JADWIPl Loss of RS 1
A4 SF6 urgent alarm
A4 O

Figure 23(b): The IAP output for the case shown in figure 23(a)
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“01_01_90" "12:01:58" FAR2 brkr A13 O

"01_01_90" "12:01:58" FAR2 brkr Al14 O

"01_01_90" "12:01:58" FAR2 bus A2 HZ 230 a1 60.5
“"01_01_90" "12:01:58" FARZ bus AZ KV 230 al 235
"031_01_90" "12:01:58" JADZ2 brkr A1l O

"01_01_90™ "12:01:58" JADZ brkr Al12 O

=01_01_90™ "12:01:58" FAR2 line FRSJAD2 KV 230 a2l 0
"01_01_9S0" "12:01:58" FARZ line FRSJAD2 MVAR 230 a2l 1
“"01_01_90" "12:01:58" FARZ line FRSJAD2 MW 230 al 0
"01_01_90" *12:01:58" JADZ line FRSJAD2 KV 230 =21 O
*01_01_90" "12:01:58" JAD2 line FRSJADZ HVAR 230 21 O
"01_01_90" "12:01:58" JADZ line FRSJAD2 MW 230 al 1.5
“031_01_90" "12:01:59" nmi FAR2 line FRSJAD2 230 dc
"01_01_90" "12:01:59" nmi JADZ line FRSJAD2 230 dc
"01_01_90" "12:01:59" nmi line FRSJADZ 230 de
“01_01_90" "12:01:58" FAR2 brkr Al4 SF6 urgent alarm
*01_01_90" "12:01:57" FARZ line FRSJAD2 Loss of RS 1
"01_01_90" ""12:01:57" JAD2Z line FRSJAD2 Loss of RS 1
“01_01_9S0" "12:01:58" JADZ bus AZ KV 230 al 1}
*01_01_90" "12:01:58" JAD2 brkr Al5 O

®"01_01_90" "12:01:58" JAD2 brkr A3 O

"01_01_90" *12:01:58" JADZ brkr A6 O

*01_01_90" "12:01:58" JAD2 bus A2 HZ 230 281 O
"01_01_90" "12:01:58" JAD2 brkr Al5 SF6 urgent alarm
"01_01_90" "12:01:58" JAD2 bus A2 SF6 urgent alarm
"~01_01_90" »12:01:59" JAD2 load JADABQlL HW 230 21 0.0
"01_01_90" "12:01:59" JAD2 load JADABQY KV 230 sl 0.0
*01_01_90™ "12:01:59" JADZ load JADABQ1 MVAR 230 al O
*01_01_90" *12:01:59" JAD2 load JADABQl loss of RS1
"01_01_90" "12:01:538" JAD2 load JADABQl loss of RS2
"01_01_90" *12:01:59" JAD2 brkr A5 O

"01_01_90" "12:01:59" JADZ brkr A4 O

*01_01_90" "12:01:58" JAD2 line JADWIP1 KV 230 a1 O
"01_01_90" "12:01:58" JADZ line JADWIP1 MVAR 230 al 1
"01_01_90" "12:01:58" JADZ line JADWIP1 MW 230 21 O
*01_01_90" "12:01:58" JADZ2 brkr A4 SF6 urgent alarm
*01_01_90" "12:01:58" JAD2Z line JADWIP1 Loss of RS 1
“01_01_90" ™“12:01:58" JAD2 line JADWIPl Loss of RS 2
"01_01_90" "12:01:58" JADWIP brkr Bl1 O

"01_01_S0" "12:02:58" JADWIP trans TR1 LSKV 34.5 &1 0.1
*01_01_90" "12:02:58" JADWIP trans TR1 HSKV 230 al 1.1
"01_01_90" “12:02:58" JADWIP trans TR1 MW al 0.2
*01_01_90" "12:02:58" JADWIP trans TR1 MVAR al 0.3
"01_01_90" "12:01:59" nmi JADZ2 line JADWIP1 230 dc )
eof ;

Figure 24(a): The inpup alarms for wide system dusturbance

XXX
CLIPS> (reset)
CLIPS> (run) ’ o
*01_01_90""12:01:58" sub JAD2 BUS A2 23D KV is deenergized )
"01_01_90""12:01:59"1ine FRSJAD2 bet_n sub JAD2 & FAR2 is out of service
"01_01_90""12:01:59" line JADWIP1 open ended at sub JAD2
"031_01_90""12:02:58" Trans TRl at sub JADWIP is deenergized
"01:01_90“"12:01:58“ KV alarm in SS FARZ but not at all equip.'s value = 234
suggesting that some telemetry are not
operational in S5 FAR2 .
"01_01_90" "12:01:59" loss of load JADABQ1 at sub JAD2
alarm "01_03}_80" "12:01:58" FARZ bus A2 HZ 230 al 60.5
82 rules fired
CLIPS>

Figure 24 (b): The IAP outptt for the case shown in figute Z4(a)
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4.4.3 The Historical File

In real time environment, all received alarms are printed on a logger, for
historical or diagnosis purposes at later time. They are printed in an accumulating
order, ie. new alarms will be printed after the last alarms received in the previous
scan. Therefore, the "log.dat” which was built to simulate the PCC logger should
append all new alarms to the already existing alarms every time IAP is initiated.
Figure 25 shows all alarms received in three different scans, assuming that the three
disturbance scenarios presented above were received by the PCC in three different

consecutive scans. These were extracted from "log dat™ file.

45 CONCLUSION REMARKS

The example cases discussed in this chapter demonstrated the flexibility, efficiency,
and the ability of the JAP to handle various combination of disturbances. The

developed IAP could perform the following functions :-

1. Identify any one or a combination of the nine disturbance cases
discussed in this thesis. It sends special messages to the display,

suppress all alarms that the dispatcher does not need to see, and
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“alars ~01_01_90~
“alerm “Gi_03_so-
“slsrms "01_01_S0"
“slars "01_01_90"
“alarm "01_01_90~
“slars “01_01_90"
slerm “0I_GI_S0~
“slarm “03_031_%0"
“alars “01_01_9%0~
“slsrs "01_0]_90~
"aierm “G1_0f_s0~
“alers “01_01_90~
“alerm “031_01_90~
“alsrms “01_01_3S0"
“alsrs "01_01_90"

“alsrs “01_01_90~

)

“01_01_%0"
“01_01_90~
“slarm “01_01_9%0~
“alsrm “03_01_90"
“01_01_90"
“01_p1_9%0"
"01_01_so”
“01_01_90”
“01_01_90"

“01_01_90"
~GI_03_S0"
~01_01_90"
~01_01_s0"
~01_01_30"
=01_01_%0
~01_01_90"
~01_01_9%0"
~01_01_90"
=01_01_30"
~01_01_90"
=01_01_30"

*01_01_90"
“alars “01_01_30"
“alarm “0I_01_90"
*elarm “01_0)_s0"
“alara “01_01_3%0"
“slarm "01_01_s0"
“alarm “01_01_s0~
“alarm “01_01_s0"
“alarm “01_01_%0"
“alarm "01_01_90"
“alera "01_01_90°
"alarm "01_01_%0"~
"alarm "01_01_90"
“alarm “01_01_90"
“slarm “01_01_90~
“alara "0I_01_30"

Tslarm “03_01_s0~ -
Calara “0I1_01 30~ -

“alarm ~0l1_01_%0"
“alars “031_01 90"

“alara “01_01_9%0" *

“alara “01_01 30"~

“slarm ~01_01_90™ "~

alarm ~01_01_90"
slarm "01_01_s0"
“alarm “01_01_90"
“alarm "01_01_g0~
“alerm "01_03_90"
"alarm “01_01_g0"
“alarm "01_01_90~
“alarm "01_01 90~
“alarm "01_01_s0"
“alarm “Q1_01_%0"
"alarm "01_01_90"
"alerm "0}_01_90"
"alars “01_01_90~
“alarm “01_01 90~
“alare "01 0) 90"

Fioure 75: The historical file oulput (1.OG.DAT)

229
“12:01:58"
“i2:03:58"
“12:01:58"
“12:01:587
"12:05:58"
"12:0):58"
“12:01:58"
“12:01:58"
“12:01:5%"
“12:01:59"
"12:03:58"
“12:01:58"
"12:01:58"
“12:01:-58"
T12:02:58~
“12:02:58"
“12:02:58"
“12:02:58"
“312:01:59"
“12:01:58"
~12:01:58"
~12:01:58"
“12:01:-58"
“12:01:58"
“12:01:58"
“12:01:58"
“i2:01:5§8"
“12:01:58"
“12:01:58"
“12:01:58"
“12:01:58"
"12:01:59"
~12:01:59"
“12:01:59"
“312:01:58"
- 8-

“12:01:58"
"12:01:59"
“12:01:58"
“1Z:01:5a"
“12:01:58"
~12:01:58"
“32:02:58"
“12:02:58"
~12:02:58"
"12:02:58"
~12:01:58"
“12:01:58"
“12:01:58"
"12:01:58"
“12:01:58"
“12:01:58"
“12:01:58"
“12:01:58"
“12:01:58"
"12:01:58"
"12:01:58°
“12:01:58"
“12:01:58"
~12:01:58~
“12:01:58"
“12:01:58"
“12:01:58"
“12:01:59"
“12:01:59"
“12:01:59"

"12:01:59"
“12:0):59~
*12:01:58"
"12:01:59°
"12:01:58"
"12:01:58"
"12:01:58"
“12:01:58"
"12:01:58"
"12:01:58"
“12:01:58"
"12:02:58"
“12:02:58"
"12:02:58"
“12:02:00"

JAD2 bskr a4 O

JADZ brikr AS O™

JAD2 line JADWIPI KV 230 sl 0*
JADZ line JADWIPI MVAR 230 &} 1*
JADZ lime JADVIPYI MW 230 a] 0~
JADVIP line JADVWIPI KV 236 ) 0~
JADVIP line JADVIPI MVAR 230 al 1*
JADVIP line JADVIPI Mw 230 al 0°
nai JADVIP lime JADWIPI 230 dc®
oai line JADVWIPL 230 de”

JAD2 brkr A4 SF6 urgent alara”
JAD2 line JADVIPI Loss of RS 1°
JADZ lime JRDWIP1 Loss of RS 2*
$ADVIP brkr Bl 0"

JADVIP trans TR1 LSKV 34.5 gl G.1°
JADVIP traans TR1 HSKV 230 sl 2.1°
JADMIP trans TRI MV sl 0.2°
JADVIP trens TR1 HMVAR gl G.3°

omi JADZ line JADNIPI 230 dc”
JADVNIP bus B2 KV 34.5 g} .3"
JADVIP brkr B3 O~

JADWUIP brkr B8 0"

JAD¥IP bus 62 EI 34.5 al 0°
JADVIP brkr B3 SF6 urgent slarm”
JADMIP bus B2 SFS urgent alarm”
JAD2 line JADVIPZ KV 230 al 0~
JAD2 line JADWIP2 MYAR 230 al 1*
JAD2 line JADWNIP2 MW 230 o1 0%
JADVNIP lime JADNIPZ XV 230 ol 0°
JADNIP line JADVIP2 NMVAR 220 al 1°
JADVIP line JADVIPZ mW 230 al 0*
ami JADVIP lime JADWIP2 230 dc”®
nmi line JADWIPZ 230 de”

omi JAD2 line JADVWIPZ 230 dc”
JADZ brkr A4 O

JADWIP line JADVIP! KV 230 a1 0°
JADVIP line JADWIP1 MVAR 230 al 1*
JADYIP line JADWIP1 MW 230 al 0°
nwmi{ JADVIP line JAD¥IPI 230 de”
JAD2 brkr A4 SF6 urgent slerm”
JADZ line JADVIPI Loss of RS 1*
JADZ line JADNIP! Loss of RS 2
JADVWIP brkr Bl 0"

JADVIP trsns TRI LSKV 34.S =1 0.1*
JADVEP trans TRI HSKV 230 al 1.1°
JADVIP trans TR1 MW al 0.2%
JADVIP trans TR1 MVAR al a.3"
JADVIP bus Bl XV 34.5 sl .3°
JADVIP brkr B3 0"

JADVIP bus Bi HZ 34.5 a1 0~
JADVIP brks B3 SF§ urgent alars”
JADVIP bus B2 SFS urgent alarm”™
FARZ brkr A13 O~

FAR2 brkr A14 O~

FAR2 buz A2 HZ 230 a} 60.5"

FAR2 bus A2 XV 230 al 234"

JAD2 brkr All O"

JAD2 brkr Al12 0"

FAR2 line FRSJADZ KV 230 al 0
FAR2 line FRSJADZ MVAR 230 a1 1°
FAR2 line FRSJADZ MW 230 al 0"
JADZ line FRSJAD2 gV 230 a1 0~
JAD2 llne FRSJAD2 HVAR 230 a} 0"
JAD2 line FRSJAD2 wuw 230 al 1.5"
ami FAR2 line FRSJAD2 230 dc”
nal JAD2 line FRSJADZ 230 dc™
nei line FRSJAD2 230 de”

FARZ brkr Al4 SFS urgeat slera™
FARZ line FRSJAD? Loss of RS 3 *
JAD2 1line FRSJAD2 Loss of RS 1"
JAD2 bus A2 XV 210 el 1°

JAD2 brkr AlS O

JADZ brkr A3 0"

JAD2 brkr A6 0"

JAD2 bus A2 HZ 210 al g¢*

JAD2 brkc AlS SF§ urgent alarn”™
JAD2 bus A2 SFE urgent alarm™
JAD2 load JADABQL MW 230 &) c.0"
JAD2 load JADABQL XV 230 o} 0.0"
JAD2 load JADABQI MVAR 230 al 0"
JAD2 lomd JADABQI loss of RS1*
JADZ load JADARQI loss of RS2*
JADZ brkr AS G~

JAD2 brkr A4 0"

JADZ line JADWIPE KV 230 =l 0~
JAD2 line JADWIP] HVAR 230 a) 3~
JADZ Iine JADNIPI uw 230 a} 0"
JADZ brkr A4 SF6 urgent alarm”™
JADZ line JADWIPI Loss of RS 1~
JADZ line JADWIP} Loss of RS 2"
JADWIP brkr Nt o~

JADVIP trsns TR} LSKV 34.3 ol 0.1~
JADVIP trans TR nskv 230 al 1.1™
JADVIP trans TRI MW a1 n.2"

fanven
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displays other alarms that either the dispatcher need to know about or

are not related to the disturbances.

IAP will still recognize disturbances even when some of the indicative
alarms are missing. It will send a special message containing informa-
tion about the disturbance and will point out the possibility of telemet-
ry device failure at the disturbed substation.

The IAP can handle substation black out and wide-spread disturbances,
provided that the disturbances are of the nine defined types, even
when they occur in the same scan period.

The possibility of reaching a wrong conclusion is minimized because
1AP is designed to display all received alarms when it fails to draw a
conclusion. .

The developed IAP is flexible. Any additional knowledge can be
amended to the knowledge base easily.

IAP is designed to load the data of the affected substations only. This
makes a better utilization of the computer working memory.

The IAP can handle different power systems. Only the system data

need to be modified.
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CHAPTER 5

CONCLUSIONS AND RECOMMENDATIONS

5.1 SUMMARY

The application of artificial intelligence to power systems alarm processing has
been studied. A review of both expert systems techniques and power systems alarms
at power control centers was made. The power system alarm types, conditions,
classifications, and gener:;ﬁons were analyzed. The expert system shell CLIPS is used
to build a rule-based expert system that process the power systems alarms in an

intelligent manner.

The developed expert system, called Intelligent Alarm Processor (IAP), was
designed to emulate the power system dispatcher’s way of thinking during a power
system disturbance. It analyzes the power system alarms received at the Power
Control Center (PCC) to make conclusions as to what have happened on the

network. The knowledge base of the IAP was built on established rules and

149
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conditions that were derived from literature and through questioning experienced

power dispatchers. The IAP performs two prime functions:

L Reduces the number of alarms received at the power control center con-
siderably to a fewer mumber of intelligent messages (alarms). This feature is
best realized when the power system network experiences a disturbance or

abnormality.

2 Detects faulty telemetry devices installed on the power system network
components to monitor analog values. The detection is realized when the PCC
expects alarms from those components, during a power system disturbance,

and it fails to acquire them.

In developing the IAP some of the power system major disturbances were first
identified. The alarms that usually accompany each case were defined and empirical
rules for each disturbance were then formulated. Finally, a prototype was built. It
connects these production rules and other supporting rules, defines the input-output
relations, and facilitates the interaction between the rules and the data files on the
system.

The connectivity data in the power system data base played an essential role in the
reasoning process of the IAP. It supplied knowledge to the IAP about the different

power system components and their connectivity relations.
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The IAP was tested for two power system models. The first is a small model that was
used to debug the IAP. The second model is a bigger size network. It was extracted
from the SCECO East network. Several scenarios were assumed for each model
Each scenario simulated a different power system disturbance on the network. The
IAP performed as expected. In some cases it reduced the number of received alarms,
by more than 80% of the total received alarms. While producing the intelligent
messages, the IAP will keeps all received alarms in a log file for historical and future

reference purposes.
52  CONCLZSION

The application of the intelligent alarm processor to the alarm processing in
modern Power Control Centers (PCC) will certainly enhance the overall operation
of the PCC. The IAP major achievement will be reducing the time required for the
dispatcher to analyze the received alarms. This will assist him in doing faster
restoration actions by identifying what have happened on the network. Such an

assistance is best realized when the power system experiences an abnormality or a

major disturbance.

Another achievement of the IAP is detecting faulty telemetry devices that are
installed on the various components of the power system. This will reduce the risk

of making wrong assumptions on the state of the network.
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Such enhancements do not only provide assistance to the power system
dispatcher, but also minimize the risks on the integrity of the power system network.
This is due to the fact that some of the power system faults are of cascading nature

and their effect can be minimized or eliminated by fast restoration action.

53 CONTRIBUTION OF THE THESIS

The main contribution of the thesis is the problem formulation and solution
of the excessive alarms at the power control center during major disturbances on the
power network. A prototype expert system is developed for alarm processing. It
emulates the dispatcher’s way of deriving conclusions form the received alarms.

It utilizes the system connectivity data and built-in knowledge to produce concise and

short explanation of the cause of these alarms.

53 RECOMMENDATIONS FOR FUTURE WORK

The application of artificial intelligence to power system operations is a new
field that is still under research cycle. The field still lacks the methods by which such
an application can be implemented in real-time environments of the power control
center. Consequently, there is a wide area of possible enhancements and new
applications. Several aspects of needed future work to expand the developed IAP and

to enhance its functions are discussed below:
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Development of an IAP with perspective type messages. The IAP, developed
in this work, provides diagnostic type messages as to what has happened on

the network. Prescriptive type messages would further suggest what need to

be done to return the network to its normal state.

Use the developed IAP on a power system simulator. This will detect any
shortcomings and will enhance the possibility of taking it one further step; to
a real power system application. This will also identify any additional

knowledge that may be needed.

Study the possibility of developing local IAP at substation RTU software. The
local IAP will produce higher intelligent messages than what current RTU’s
are producing now related to each pdwer system component in the substation.
Then a central IAP, to_be installed at the PCC software, can be upgraded to
deal with intelligent messages and will be capable of producing global type
messages of higher level of intelligence. The global type messages will
describe the general condition and state of the whole over power system

network during disturbances and abnormalities.
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APPENDIX - A

TABLE A.1 Differences Between Artificial Intelligence

Programming And Conventional Programming

Procedural Languages Al Languages
- (BASIC, FORTRAN, PASCAL). - (PROLOG, LISP).

- Use algorithms to solve
problems.

- Numerically addressed.

- Most efficient at numerical
processing.

- Systems created and main-
tained by programmers.

- Use structured programming.

- Database.

- Use heuristic to soive
problems.

- Symbolically structured.

- Most efficient at formal
reasQning.

- Systems developed and main-
tained by knowledge engineer.

- Interactive and cyclic
development.

- Knowledge-base in a global

COomimorn.
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APPENDIX -~ B

QUESTIONNAIRE FOR POWER SYSTEMS DISPATCHERS
ON INTELLIGENT ALARM PROCESSOR

MAZEN A. SALAH
31/08/1990

Ql. LIST THE POWER SYSTEM DISTURBANCES THAT WHEN OCCURRED ON THE POWER
SYSTEM NETWORK GENERATES MANY ALARMS (i.e. line out of service, loss of
major load,etc...)?

ﬁM/S/}u'sslnh ZI/VE,S 7;';@0/,:/4
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Q2. FOR EACH OF THE DISTURBANCES YOU HAVE MENTIONED ABOVE, WHAT ARE THE
ASSOCIATED ALARMS THAT ARE DISPLAYED IN THE SUBSTATION (OR SUBSTATIONS)
UNDER DISTURBANCE AND NEIGHBORING SUBSTATIONS ?
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Q3. SUPPCSE THAT YOU RECEIVED MANY ALARMS SUDDEXLY, WHAT ARE THE FIRST
TEINGS THAT YOU LOOK AT ? WHICH ALARMS ARE THE MOST PECULIAR AND
DECISIVE THAT YOU WILL CHECK FOR THERE PRESENCE FIRST TO DERIVE YOUR
CONCLUSIONS?. i
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Q4. IF THERE ARE SEVERAL POWER SYSTEMS DISTURBANCES ON THE NETWORK, CAN ¥
YOU RANK THE PRIORITY IN WHICH YOU WOULD LIKE THEM TO BE DISPLAYED
{ASSUME THE DISTURBANCES THAT WERE DEFINED IN THE FIRST QUESTION).
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Q5. FOR EACH CASE EXPLAINED ABOVE {IN QUESTIONS 1 & 2) WHAT MESSAGES DO
YOU THING SHOULD BE DISPLAYED AND WHAT SHOULD BE SUPPRESSED (NOT

SHOWN)?
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APPENDIX - C

LISTING OF THE IAP PROTOTYPE

This appendix provides a listing of the program for the knowledge base prototype in

CLIPS language. It is divided into the following major parts :

II.

The Initialization Process. This part includes the following sections:
o The decider
0 The selector

o The final section for saving all received alarms
The Knowledge base rules. This part includes all the empirical rules for the
major disturbances discussed in chapter 3 of this thesis. The rules for each

case were ordered in the following sequence:

0 The realization rules for the complete group of alarms.

0 The realization rules for the special cases where some alarms are
missing

o The confirmation rules

o The suppression and display rules

The rules for displaying alarms where no conclusion was reached
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;k%kkkkkkk%x THE INITIALIZATION PROCESS #%*k¥k&kittkikkkkxxhk

(load "decider.clp")

(load "selector.clp®)

; selector loads sceco substations
;{load "selectr2.clp”™)

; selectl loads IEEE substations
(reset)

(run)

(facts)

(excise start)

(excise count)

(excise det2)

(excise det3)

(excise det4)

(excise det5)

(excise deté)

(excise det7)

(load "test.clp®)

(load "rest.clp")

(reset)

{run)

;*************** THE DECIDER *¥*%xkikkdkkkkkhkhkkdkdkhkii
; The read and reformat rules
(defrule start
?int <- (initial-fact)
=>
(retract ?2int)
(open “"msgcom2.dat™ msgl "r")
(open "log.dat"™ log "a%)
(open "logl.dat™ logl "w")
(bind ?k (readline msgl))
(bind ?k1 (str_cat "alarm " ?k))
{str_assert ?Kk1l)
(fprintout log ?k1 crif)
(assert(countl 1))
(assert(init ver_ss)))

164

; The rules for counting and identifying the substations under

alarm

(defrule count

(declare (salience 1080))

?cnt <- (countl ?n)

?2int <~-(init ver_ss $?ss)

?alm <~(alarm $?flds)
=>

(fprintout logl “alarm * $?flds crlf)

(retract ?cnt ?int 2alm)

; msg*.dat includes the alarms
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(bind ?k (readline msgl))
(if(&&(neqg ?k "EOF") (neq ?k "eof"))
then
(bind 2kl (str_cat "alarm " ?Kk))
(str_assert ?2k1)
(£printout log 2kl crilf)
(assert(countl =(+2n 1}}}
; It is assummed that 4th element is the sub name
(bind ?c(nth 3 $?flds))
(bind ?s(member ?c $7?ss))
(if(and(= ?s 0)
(neq ?c nmi))
then(fprintout t "?c is ® 2c ®* " ?s crilf)
(assert(init ver_ss $?ss 2c))
(assert(getnow ?c))
else(assert(init ver_ss $?ss)))
else
(fprintout logl "EOF" crilf)
(close)
(if (<= ?n 3)
; the creteria set if alarms are less

than 3 program should not run
; where n is the number of alarms

then

(fprintout t "alarms do not worth running the IAP "crlf)
else

(fprintout t "There are " ?n

" Alarms on the network in " $?ss crlf))))

; The rules for determining the type of equipments under alarm
(defrule det2

(declare (salience 1090))
(not (loading 1_d_e))
(alarm $? line $?)

=>
(assert(loading 1_d_e )))

(defrule det3
(declare (salience 1087))
(not(loading trans_f))

(alarm $? trans $7?)
=>

; trans. rules will be loaded if alarms on any trans. >/ 2.
(assert(loading trans_f)))

(defrule det4
(declare (salience 1085))
(not(loading gen_f))
(alarm $? gen $7?)
=>
; gen rules will be loaded if alarms on any gen are >/ 2.
(assert(loading gen_f£)))
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(defrule det5
(declare (salience 1083))
(not(loading load_ls))
(alarm $? load $7?)
=>
loss of load rules will be loaded if alarms
on any load are >/ 2.
(assert(loading load 1s}))

LLEN 1]

(defrule deté6
(declare (salience 1082))
{(not (loading bus_de))
(alarm $? bus $?)

=>
(assert(loading bus_de)))

(defrule det?7
(declare (salience 1081))
(not (loading blk_out))
(loading bus_de}
(loading 1_d_e)
=>
(assert(loading blk out)))

shkkkkkkkkkkkkkkkk THE SELECTOR ***xkkxxikkxkkkkkkkkkkk

; The rules for 1loading the connectivity data for the
substations under alarm and the rules for the alarmed
equipment
(defrule testl .
?f<-(getnow FAR2)
=>
(retract ?2f)
(load "far2.clp")
(defrule test2
?2f<—-(getnow JAD2)
=>
(retract ?f)
(load “jad2.clp")
(defrule test3
?f<-(getnow RPS5)
=>
(retract ?2f)
(load "rps5.clp")
(defrule test4
?f<-(getnow JADWIP)
=>
(retract ?f)
(locad "“jadwip.clp")
(defrule decidell
(declare (salience 1726))
(loading 1_d_c)
=>
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(load "lindc.clp"))

(defrule decide22
{(declare (salience 1025))
(loading 1_d_e)
=>

(load “"lindc.clp")

(load "linde.clp"))

(defrule decide33
(declare (salience 1024))
(loading traas_f)
=>

(load "trans.clp™))

(defrule decide44
(declare (salience 1023))
(loading gen_f)
=>

(load "gen.clp™})

(defrule decide55
(declare (salience 1022))
(loading load_ls)
=>

(load "load.clp"))

(defrule decide66
(declare (salience 1021))
(loading bus_de)
=>

(load "busde.clp"™))

(defrule decide77
(declare (salience 1020))
(loading blk_out)
=>

{load "blkout.clp"))

;kkkkkkkkkkkk SAVING ALL RECEIVED ALARMS ****kxkkkk

(defrule initll
(declare (salience 1650))
?f<~ (initial-fact)
=>
(retract ?f)

(open "logl.dat" logl "r")

(bind ?k(readline logl))
(str_assert ?Kk)

(if(neg ?k "EOF")

then
(assert(initial-fact))

167
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else(close logl)))
;************** THE KNOWLEDGE BASE RULES **%*%dkdkkkikkkkikk
s*%*%%* RULES FOR BUS DE-ENERGIZED F*%*%%x%

(defrule bus_de

(declare (salience 850))

?a <- (alarm ?date ?time ?2SS bus ?ID KV ?n.val al ?val)

(test (<= 2val (/ ?n.val 100)))

?b <- (alarm ? ? 2SS bus ?ID HZ ?n.val al ?Hzvalk&: (<=?Hzval
1))

=>

(retract 2a ?b)

(assert(bus_de_inf ?date ?time 2?n.val))

(assert(bus_de ?ID at 2SS)))

(defrule bs_de bt _bdinst
(declare (salience 848}))
(or{and ?k <- (alarm ?date ?time 2SS bus 2?ID KV
?n.val al ?Kv_val)
(test (<= ?Rv_val (/ 2n.val 100)}))
?k <—- (alarm ?date ?time 2SS bus ?ID HZ 2?n.val al
?Hz_val&:(<=?Hz_val 1)))
=>
(assert (bus_de_inf ?date ?time ?n.val))
(retract ?2k)
(assert(bus_de bd_inst 2?ID at 2SS)))

(defrule bus_de prtl
(declare (salience 815))
(bus_de $2g 2ID at 2SS)
(not (blk_out 2S5S))
2f<-(bus_de_inf 24 ?t ?n.val)
=>
(retract ?f)
(if(eq $?g bd_inst)
then
(fprintout t 2@ ?t ® sub " 2SS " BUS " ?ID " " 2n.val
" KV is deenergized" crlf)
(fprintout t " and bad inst. is detected" crlf)
else(fprintout t 2@ ?t " sub " ?SS " BUS " ?ID " " ?n.val
" KV is deenergized" crlf)))

; The suppression part
(defrule al_remov_bde
(declare (salience 300))
(bus_de $? ?ID at ?28S)
?r <- (alarm ? ? ?SS brkr ?no $?)
(dt_bs_sc ?SS ?con bus ?ID)
(oxr(dt_br 2SS ?no Z2con ? 0)
(dt_br ?SS ?no ? Z2con 0))
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=>
(retract 2r))

(defrule clean_others_on_busde.
(declare (salience 845))
(bus_de $? ?2ID at ?2SS)
?2f<-(alarm ? 2?2 2SS bus ?ID $?)
=>
(retract 2f))

; *k*%**x** Rules For the Generator off line case ***xkxxixx%

(defrule gen_of
{(declare (salience 700))
?y <- (alarm ?date ?time 2SS gen ?ID RV ?n.val al ?Kv.val)
(test(<=?Rv.val (/ ?n.val 100)))
?z2 <~ (alarm 2 ? 2SS gen 2?ID MW al ?Mw.valé&: (<=?Mw.val 2))
2w <- (alarm ? ? 2SS gen 2ID MVAR al ?2Mv.valé&: (<=?Mv.val
2))
?2u <- (alarm ? ? 2SS gen 2ID HZ al ?Hz.valé&: (<=?Hz.val 1))
=>
(retract ?y 2z 2w 2u)
(assert(gen_of 2ID at ?2SS))
(fprintout t 2?date ?time ™ Gen " ?ID " at sub " 2SS
" is of line" crlf))

(defrule gen_of bd_ins
(declare (salience 690))
?r <- (alarm ?date 2?time 2SS brkr ?brkr_no O0)
(dt_br ?ss 2?brkr_no 2?from 2?to 0)
(dt_bs_sc ?SS Z?con_no&?from|?to gen ?ID)
{not(gen_of ?ID at ?2SS))
(or(and(alarm ? ? 2SS gen ?ID KV ?KV_nom al ?KV_val)
(test(> ?KV_val (/ 2?KV_nom 100))))

(not(alarm ? ? 2SS gen 2ID KV ?KV_nom al ?KV_val))
(not(alarm ? ? ?SS gen 2ID MW al ?MW_valé&: (<=?MW_val 2)))
(not(alarm ? ? 2SS gen ?ID MVAR al ?MV_valé&: (<=2?MV_val

2)))

(not(alarm 2 2 2SS gen ?2ID HZ al ?2Hz_valé&: (<=?Hz_val
1))))

(not(gen_of bd_inst ?ID at ?2SS))
=>

(retract ?r)

(fprintout t 2?date " * ?time " Gen " ?ID "™ at " 2SS

" is off line and bad inst" crilf)
(assert(gen_of 2ID of_bd_ins at 2SS)))

(defrule al_remov_gof
(declare (salience 689))
(gen.of 2?ID $? at ?2SS)
(or ?r<—-(alarm ? ? 2SS gen ?ID $?)
(and ?r <- (alarm ? ? 2SS brkr ?no $?)
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(dt_bs _sc 2SS 2con gen ?2ID)

(dt_br 2SS 2?no $? 2con $?)))
=>

(retract ?r))

; *** Rules Definig Transformer de-energized case *¥***x**

(defrule trans_de
(declare (salience 600))
2y <- (alarm ?date ?time 2SS trans ?ID LSKV
?n.vall al ?LKV_val)
(test (<= ?LKV_val (/ ?n.vall 100)))
2z <- (alarm ? ? 2SS trans ?2ID HSKV 2n.val2 al ?HKV_val)
(test (<= ?HRKV_val (/ 2?n.val2 100}))
2t <- (alarm ? 2 2SS trans ?ID MW al ?valmw&: (<=2?valmw 2))
?u <— (alarm ? ? ?SS trans ?ID MVAR al 2?valmvé&: (<=?valmv 2))
=>
(retract ?y 2z 2t ?2u)
(assert(trns_de ?2ID at ?SS))
(fprintout t Z?date Ztime ™ Trans ® ZID " at sub ™ 7SS
" is deenergized "crlf))

(defrule trans de_bd ins
(declare (salience 590))
(or(and (alarm ?date 2time 2SS trans 2ID LSKV 2?n.val al 2?val)
(test(< 2val (/ 2?n.val 100))))
(and(alarm ?date ?time ?SS trans ?ID HSKV 2n.valu al ?valu)
(test (< ?valu (/ ?n.valu 100)})))
(alarm ?date ?time 2SS trans ?2ID MW al ?valmwé&: (<=2?valmw 2))
(alarm ?date 2?time 2SS trans ?2ID MVAR al ?valmv&: (<=?valmv
2)))
(not(trns_de $? 2ID at ?2SS))
=>
(fprintout t ?date " " ?time "Trans " 2ID " at " ?SS
" is DE and/or bad inst" crlf)
(assert(trans bd_inst 2ID at 2SS)))

(defrule al_remov_tde
(declare (salience 588))
(trns_de $? ?ID at 7?SS)
(or ?wr<- (alarm 2 ? 28S trans ?ID $?)
(and ?wr<- (alarm ? ? 2SS brkr ?No $?
(dt_bs_sc 2SS ?con trans ?ID)
(dt_br 2SS ?No $? 2con $?)))
=>
(retract ?wr))

; *%%*%x** Rules Defining line out of service case ***ikx

(defrule 1_o_s
(declare (salience 840))
?a <- (alarm ?dat 2tim nmi ?SS1 line ?ID ?n.val dc)
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?a0 <- (alarm $? nmi ?SS2 line ?ID ?n.val dc)

?al <- (alarm $? mmi line ?ID ?n.val de)

?a2 <- (alarm $? 2?SS1 line ?ID KV 2?n.val al ?Kv_vall)

(test (<= ?Kv_vall (/ ?n.val 100)))

?a3 <- (alarm $? ?2S8S1 line ?ID MW ?n.val al
?Mw_vall&: (<=?Mw_vall 2))

2a4 <- (alarm $? ?SS1 line ?ID MVAR ?n.val al
?Mv_vall&: (<=?Mv_vall 2))

?a5 <- (alarm $? ?SS2&~?SS1 line ?ID KV ?n.val al ?Kv_val)

(test (<= ?Kv_val (/ ?n.val 100)))

?a6 <- (alarm $? ?8S2&-?SS1 line ?ID MW ?n.val al
?Mw_val2&: (<=?Mw_val2 2))

?a7 <- (alarm $? ?2SS2&~?SS1 line 2ID MVAR ?n.val al
?Mv_val2&: (<=?Mv_val2 2))

=>

(assert(l_o_s ?ID 2SS1 ?2S5S2))

(assert(l.o.s_inf ?2ID 2dat ?tim ?n.val))

(retract ?a ?a0 ?al 2a2 ?a3 2a4 ?a5 2a6 ?a7))

(defrule los_but_bad ins
(declare (salience 838))
?2a <- (alarm ?dat ?tim nmi 2SSl line ?2ID 2?n.val dc)
?a0 <- (alarm $? nmi 2?SS2&~2SS1 line ?ID ?n.val dc)
?al <- (alarm $? nmi line ?ID 2?n.val de)

=>
(assert(l_o_s bd_inst 2ID 2SS1 ?2SS2))
(assert(l.o.s_inf 2ID 2dat 2tim ?n.val))
(retract 2a ?a0 ?al))

(defrule line_os_prt
(declare (salience 813))
2f<-(l.o.s_inf 2ID ?date ?time ?n.val)
(1_o_s ?ID ?SS1 ?SS2)
=>
(retract ?2f)
(fprintout t ?date 2?time "line " 2?ID " bet n sub ™ ?SS1 " &
" 28S2 " is out of service" crlf))

(defrule prt_lin_de bd
(declare (salience 808))
(1_o_s bd_inst ?ID ?SS1 ?SS2)
?f<-(1l.o. s_inf 2ID 24 2t ?n.val)
=>
(retract 2f)

(fprintout t 2d ?t "line " ?ID " is os but bad
instrum. bet_n " 2SS1 " and " ?SS2 crlf))

(defrule clean alarms on_l.o.s
(declare (salience 807))
(l_o_s $? ?2ID 2SS1 ?SS2)
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?b<- (alarm ? ? ?SS&?SSl{?SSZ line ?2ID $?)
=>
(retract ?b))

(defrule al_remov_los
(declare (salience 298))
(1_o_s $? 2ID 2SS1 ?SS2)
?r <—(alarm ? ? ?SS&?SS1}?8S2 brkr ?brkr $?)
(dt_bs_sc ?SS&?SSZi?SSl ?con line ?ID)
(or (dt br ?SS&?SSZI?SSI ?brkr ?con ? O)
(dt_br ?5S&?75S2;7?5S1 ?brkr ? 2con 0))
=>
(retract ?r))

;** This module finds if there are any line open ended
; under the condition that the line is not out of service *x**

(defrule line_dc_prt
(declare (salience 812}}
2f<-(ldc_inf 2?ID 24 2t ?n.val)
(line_dc $?h ?ID at 2SS)
(not(blk out ?2SS))
=>
(retract ?2f)
(if(eq $?h bd_inst)
then
(fprintout t 2d ?t ®™ line " ?ID " is open ended at sub " 2SS
" and bad inst is detected® crilf)
else(fprintout t 2d ?t ® line " 2ID
" open ended at sub " 7SS crlf)))

(defrule line _dc
(declare (salience 830))

?al <- (alarm ?dat ?tim nmi ?SS line ?ID ?n.val dc)

?a2 <- (alarm ? ? 2SS line ?ID KV ?n.val al ?Kv_val)

(test (<= ?Kv_val (/ ?n.val 100)))

?a3 <- (alarm ? ? 2SS line ?2ID MW ?n.val al

?Mw_val&: (<=?Mw_val 2))
?a4 <- (alarm ? ? 2SS line ?ID MVAR ?n.val al
?Mv_valé&: (<=?Mv_val 2))

=>

(assert(line_dc ?ID at ?SS)) '

(assert(ldc_inf ?ID ?dat ?tim ?n.val))

(retract ?al ?a2 ?a3 ?a4))

(defrule line_dc_bd_inst
(declare (salience 825))
?a<—-(alarm ?dat ?tim nmi ?SS line ?2ID ?n.val dc)
?a2 <-(alarm ? ? 2SS line 2ID ? ?n.val $?)
=>
(retract ?a ?a2)
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(assert(ldc_inf 2ID 2dat ?tim 2?n.val))
(assert(line_dc bd_inst 2ID at 2SS)))

(defrule al_remov_ldc
(declare (salience 805))
(line _dc $? ?2ID at 2ss)
(or ?r<- (alarm ? ? 2SS ? 2ID $?)
(and ?r <- (alarm ? ? 2SS brkr ?brkr_no $?)
(dt_bs_sc 2SS 2con_no line ?ID)
(dt_br ?Ss ?brkr_no $? 2con_no $? 0)))
=>
(retract ?r))

; *¥**x%** Rules Defining partial black out case **xx#%

(defrule start blk out
(declare (salience 824))
(bus_de $? ?2ID1 at 2SS)
(not(blk _outl ?ss ?))
(or(line_dc $? ?ID at ?SS)
(l_o s $2 2ID 28S ?)
(1_o s $? 2ID ? ?8S))
=> .

(assert (checkcount 0))

(assert (chknext 1))

(assert(blk_outl ?sSs ?2ID)))

(defrule black_out2
(declare (salience 823))
(blk_outl 2SS ?2ID)
(dt_bs_sc 2SS 2?con line 2?ID2&~2?ID)
(not(blk_out ?2sS))
2f<-(checkcount ?n)
(not(line 2ID2 skip))
(not(l_o_s $? 2ID2 ? 2SS))
(not(1_o_s $? ?ID2 2SS ?))
(not(line_dc $? ?ID2 at 2SS))
=>
{retract ?f)
(assert (checkcount =(+?n 1)))
(assert(line ?ID2 skip))
(assert (other_lines 2ID2 2con)))

(defrule black_out3
(declare (salience 822))
(blk_outl 2SS ?ID)
?f1<-(other_lines 2ID2 ?con)
(not(blk_out 28S))
(dt_br 2ss $? ?con $?)
(not(dt_br 2SS $? 2con $? C))
=>
(retract ?2f1)
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(assert(other_line 2ID 2con}))

(defrule black_out4
(declare (salience 821))
(blk_outl 2SS ?2ID)
{checkcount 0)
=>
(assert (blk_out 2SS)}
(fprintout t " #** Black out at ® 2SS " ** % crif))

(defrule black_ outs
(declare (salience 820))

(blk_outl 2Ss ?1ID)
(not (checkcount 0))
(not (blk_out ?Ss))
(or ?fli<-(other_line 2ID2 2cn)

(and ?fl<-(other_lines ?ID2 Z2cn)
(dt_bs_sc ?ss&~2SS 2con ? ?2ID2)
(dt_br ?ss $? Zcon $?)

(not(dt_br 2SS ?brkr $? ?con $? C))))
(checkcount ?n)
?2f<—~ (chknext ?m)
=>
{retract 2fl1 ?f)
(if (= 2n 2m)
then
(assert (blk_out 2SS))
(fprintout t ® Black out at " 2SS crlf)
- else(assert (chknext =(+?m 1)))))

(defrule clean_others_on_black out
(declare (sallence 818))
(blk_out 2SsS)
?2f<-(alarm $? 2SS $?)

=>
(retract ?f))

¢ *kk*%x% Rules Defineng Voltage High and Low case *i&xixix*

(defrule volt_var_alma

(declare (salience 500))
(alarm ?date ?time 2SS bus ?2ID1 KV 2nom_KV al 2vall)

(alarm ?dat ?tim 2SS bus ?ID2&~2ID1 KV ?nom_KV al ?val2)
(not(volt_hi_in_sub ?sS))
(not(volt_lo_in_sub ?2SS))

=> (bind ?t (/ (- ?vall ?val2) 100))
(if (< ?t 0)

then

(bind ?t1 (* 2t -1))
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else

(bind ?t1 ?t))

(if (<= 2t1 1)

then

(bind ?val (/(+ 2vall 2?val2) 2))

(if(> ?val 2nom_KV)

then

(fprintout t 2dat 2?tim " Voltage is high at sub ™
2SS " value = ® 2val crlf)

(assert(volt_hi_in sub ?SS))

else

(fprintout t 2dat ?tim * Voltage is low at sub *
2SS ® value = " 2val crlf)

(assert(volt_lo_in sub ?SS)))

else

(fprintout t 2dat ?tim " KV alarm with BTD " 2SS

" values = " 2vall " & " ?val2 crlf)))

(defrule volt_var_almal
(declare (salience 499))
(alarm 2dat 2tim 2SS ?t&~load ?ID1 KV ?nom_KV al 2val)
(dt_bs_sc 2ss ? ? ?ID&~?ID1)
(not(alarml ? 2 2SS ?tl&~load 2ID KV 2nom KV al ?))
(not(volt_hi_in sub ?SS))
(not(volt_lo_in sub ?2SS))
=>
(assert(volt_hi_in sub 2SS))
(fprintout t 2?dat ?tim ® KV alarm in SS " 2SS " but not at")
(fprintout t " all equip.’s value = " 2?val crlf)
(fprintout t " suggesting that some telemetry are not
operational in SS " 2SS crlf))

(defrule clean_vilt
(declare (salience 480))
?a <~ (alarm 2date ?time 2SS ? 2equip ID KV ? al ?)
(or(volt_hi_in sub ?2SS)
(volt_lo_in sub ?28S))

{retract 2a))
: (fprintout t 2date ?time "™ hi KV in sub " 2SS crlf))

: Defining Rules to Display alarms for which no conclusion was
; reached by the IAP

(defrule display
(declare (salience 200))
?a <- (alarm $?message)
=> .
(retract ?7a)
(fprintout t "alarm ® $?message crlf))
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