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Time-varying behavior of fading channels can cause severe degradations of the system’s performance. Coding and Diversity are found to be efficient techniques to improve the performance of faded systems. Typically, diversity channels are used to provide the receiver replicas of transmitted signal. In this thesis, we will utilize the available diversity channels by incorporating forward error correction coding in an adaptive way in order to minimize the bit error rate of the system. Minimization of the overall error probability will be considered to determine the optimum code rate to be used over each channel based on its quality, subject to the constraint of fixed overall throughput rate.

Both BCH and RS coding with hard-decision decoding will be considered for the purpose of forward error correction. The performance of this system over Rayleigh and Nakagami-m fading channel models will be studied by means of computer simulation, and by numerical calculations whenever possible. The effect of channel correlation and the impact of outdated channel state information on the performance of the system will be also investigated.
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CHAPTER 1

INTRODUCTION AND LITERATURE REVIEW

Interest in wireless communication has increased in recent years. In particular, microwave radio has been gaining in importance as a transmission medium. One of the main problems associated with the radio channel is its randomly time-variant impulse response. The time dependence of the transmission properties of the channel, principally the fluctuation of the attenuation, is known as fading.

Fading can cause very poor performance on wireless communication systems. If we compare the bit error probability (BER) of communication over a Rayleigh fading channel to the nonfading case, we observe that, for the Rayleigh fading case, it
decreases only inversely (linearly) with the transmitted energy while it decreases exponentially in the nonfading case. Diversity and error-control coding are two well-known techniques to improve the performance of faded systems. Combining these two techniques in an adaptive way can be highly effective in reducing the effect of fading.

This chapter will introduce the concept of fading and its mitigation techniques. In Section 1.1, a general background of fading channel is presented followed by a literature review of fading mitigation techniques in Section 1.2. The statement of the problem of this work and the layout of the thesis are furnished in Section 1.3.

1.1 General Background of Fading Channels

Consider sending a narrow pulse across a link that has a time-varying multipath response at two different times. The level of the received signal may vary. In addition, several versions may arrive at different instants of time, due to reflections from different layers in the inhomogeneous atmosphere and/or the reflection and scattering from buildings, trees and other obstacles creating multiple paths. The relatively delayed signal components at the receiver interfere with each other. Because of the random time variations, these signals could add constructively at times and destructively at other times, resulting in variation of the received signal power levels. This is known as multipath fading which is the main source of fading attenuation.
The channel can be frequency-selective or non-selective. It is frequency-selective if it affects different spectral components differently, causing channel induced intersymbol interference (ISI) distortion. On the other hand, the channel is said to be frequency non-selective if the attenuation of all frequency components of the transmitted signal is essentially the same, and their phase shift is linearly proportional to frequency.

Fast fading and slow fading describe the characteristics of the time variation. If the characteristics of the channel change rapidly during the signaling interval, the fading is considered fast, otherwise it is slow. Fast fading results in distortion of the baseband pulse shape [1].

The performance may be severely degraded as a result of fading specially if the channel is both fast and frequency-selective. As we mentioned earlier, the BER performance of the system that experiences Rayleigh fading decreases linearly with SNR. However, in the non-fading case, the performance decreases exponentially with SNR. In fact, even when the average transmitted power of a fading channel is high there is still a significant probability that the actual received signal power for any transmission is very small causing what is known as a deep fade. Deep fades are known to be the main cause of the poor performance of fading channels. In the literature, many systems and techniques have been proposed to mitigate the degradation in the performance caused by multipath fading. In the following section, an overview of fading mitigation techniques is presented.
1.2 Fading mitigation techniques

If the channel has fast and/or frequency-selective fading, the system will suffer from an irreducible BER caused by signal distortion as a result of these types of fading. If this is the case, no amount of $E_b/N_0$ will help to reach the desired level of performance. The general approach in this case is to use some form of mitigation to remove or reduce the distortion. For example, if the distortion is introduced as a result of frequency-selective fading, you can use equalization to compensate for the channel-induced Inter-symbol Interference (ISI) that is seen in frequency-selective fading. As another example, spread spectrum techniques can be used to combat this type of distortion because of their ability of rejecting interference, and ISI is a type of interference.

Fast fading causes distortion to the base band pulse shape, leading to an irreducible error rate. Such distorted pulses usually create synchronization problems, such as failure of phase-locked loop (PLL) receivers. Robust modulation, error-correction coding, and interleaving are examples of the methods of combating fast fading distortion. Once the distortion has been mitigated, another mitigation techniques can be applied to compact the loss in SNR. [2]

When the channel has flat and slow fading, there will be no distortion; the system will undergo a loss in SNR only. Diversity and error control coding are two powerful techniques to combat the loss in SNR. If we could avoid using a channel when it is in deep fade, the performance will be improved significantly. Diversity will provide such
solution where the signal is transmitted over independently fading channels, making it very improbable that all the received versions of the signal are simultaneously affected by a deep fade. Conversely, coding is a well-known approach to reduce the BER for both faded and unfaded systems. A combination of these two techniques has been considered in the literature and found to provide improved performance. The performance will be further improved for time-varying channels if we adapt the transmission parameters to match the prevailing channel conditions. An overview of some of these techniques is presented in the following subsections.

1.2.1 Diversity systems

Classical diversity techniques consist of receiving several replicas of the same information-bearing signal over independently fading channels followed by combining these replicas at the receiver to increase the overall received SNR. As mentioned above, the idea behind diversity techniques is to have a low probability of occurrence of deep fade and hence, the performance of the system will be improved. [3]

Diversity can be obtained by extracting the signals via different radio paths:

- In space, through the use of multiple receiver antennas (space or antenna diversity).

- In frequency, by using multiple frequency carriers, where the separation between successive carrier is at least the coherence bandwidth of the channel (frequency hopping or multi-carrier systems)
There are three types of classical diversity combining techniques: Maximal Ratio Combining (MRC), Equal Gain Combining (EGC), and Selection Combining. These techniques differ basically in the complexity restrictions put on the communication system, and available amount of channel state information (CSI) at the receiver. [3]

MRC is known to be the optimal combining scheme in the absence of interference regardless of fading characteristics. However, the cost of this optimal performance is the increased complexity since MRC requires knowledge of all channel fading parameters. [3]

A suboptimal and a less complex scheme is the EGC where the estimation of fading amplitude is not required. The phase information in each diversity branch is the only information needed to process the different replicas of the information-bearing signal at the receiver. [3]

MRC and EGC require all or some of the CSI from all the received signal replicas. Moreover, all of diversity channels need to be processed. On the other hand, selective combing (SC) scheme requires processing only one of the diversity channels, the branch with the highest SNR. SC is often implemented in the form of switched and
stay diversity (SSC), in which rather than continually selecting the best channel, the receiver selects a specific channel until SNR drops below certain threshold and then it selects the best branch again. [3]

Newly hybrid techniques have been proposed for their promising offer to meet the specifications of emerging wireless. These techniques can be classified into two groups: Generalized diversity schemes and multidimensional diversity techniques. More information about these diversity systems can be found in [3].

1.2.2 **Error-Control Coding**

Error-Control Coding has been recognized as an important approach to improve the reliability of digital communication system over fading and non-fading channels. Analysis shows that communication channels have a definite capacity for information transmission. In 1948, Shannon proved that if the data source rate is less than the channel capacity, it is possible to communicate over noisy channel with an error probability as small as desired with proper encoding and decoding. [4]

Error control coding improves the reliability of data by adding a redundancy to the data delivered to the user. A codeword is formed by adding parity bits to the information bits at the encoder. This redundancy can be used for error detection and/or error correction. In error detection, the decoder tries to identify the erroneous codeword at the receiver. Any valid codeword is assumed to be correct. Therefore, the decoder will fail in error detection if and only if the errors cause the codeword to be decoded as
another valid codeword. On the other hand, in error correction, the decoder will try to correct the received invalid codewords.

Basically, there are two error control strategies, namely Automatic Repeat Request (ARQ) and Forward Error Correction (FEC). In ARQ, coding is devoted for the purpose of detection only. If the decoder didn’t detect errors, the original information bits can be recovered and delivered to the user. Otherwise, the receiver discards the received codeword and sends back a negative acknowledgment (NACK) through a feedback channel requesting a retransmission of that erroneous codeword. Theoretically, this process is repeated waiting for a valid codeword.

In ARQ systems, the throughput efficiency is very sensitive to the retransmission protocol. Fundamentally, there are three protocols of retransmission: stop-and-wait (SW), go-back-N (GBN) and selective-repeat (SR). In SW-ARQ, the transmitter stops after a packet transmission and stays idle until an acknowledgment (ACK) is received back. If ACK is received, a new packet is transmitted, whereas NACK indicate that the same packet needs to be retransmitted. On the other hand, in both GBN-ARQ and SR-ARQ, the transmitter continuously transmits packets until it receives NACK. In GBN-ARQ, the system retransmits the negatively acknowledged packet and the successive ones as well. However, in the case of SR-ARQ, only the negatively acknowledged packets are retransmitted.

In FEC systems, information bits are encoded for the purpose of error correction only. In the case of block coding, for example, a block of \( k \) information bits is encoded
into a codeword with a block length of $n$ bits. The redundancy added by the encoder will be used at the decoder to correct the invalid codeword. When the decoder detects the presence of errors in a received codeword it attempts to locate and correct them, and delivers the decoded word to the user. Generally, if the number of errors that the decoder can correct need to be increased, then the number of parity check bits have to be increased as well. Increasing the parity bits expands the code length, which leads to expanding the required transmission bandwidth. Also, as the code length is expanded it becomes increasingly difficult and expensive to design good decoders.

“Throughput” and “reliability” are the two parameters usually used to evaluate the performance of digital communication systems. Throughput can be defined as the ratio of the average number of information bits accepted by the receiver per unit time, to the total transmitted bits per unit time. On the other hand, the reliability of a system may be deduced from more than one quantity. The probability of error of the received information bits is commonly used as a measure of the reliability of communication systems.

Both error control techniques, ARQ and FEC, enhance the reliability of communication systems at the expense of decreasing the throughput. In FEC the throughput is sacrificed by the added redundancy, while in ARQ the throughput is sacrificed mainly by the request of retransmission. As a result, FEC gives a constant throughput, set by the code rate, while the throughput of ARQ is strongly dependent on channel quality. From reliability point of view, the decoded word in FEC must be delivered to the user even if it not correct, whereas ARQ doesn’t accept the detected
erroneous packets. The only degradation in reliability in ARQ is when the erroneous packet passes undetected. This means that the reliability of ARQ systems is higher than FEC systems especially for bad channels. To sum up, both techniques have their relative advantages and disadvantages. ARQ schemes maintain a highly reliable system at the cost of a low throughput for poor channels; while FEC schemes maintain fixed throughput at the cost of lower reliability for poor channels. The two schemes can be combined as in “Hybrid ARQ”. In such system, the information bits are initially encoded for error detection, which is used for ARQ. Then, the encoded word is further encoded for FEC. At the receiver, the decoder performs error correction followed by error detection to test the validity of the decoded codeword. If no errors are detected, the message is delivered to the user. Otherwise, the receiver discards the codeword and asks for a retransmission of that discarded codeword.

FEC can be considered as a form of time diversity that can be effective in reducing the loss in SNR caused by fading. There are two different types of FEC codes: convolutional codes and block codes. In convolutional coding, the system operates on information sequence without breaking it up into segments. Rather, the encoder for the convolutional coding processes the information continuously and associates each long information sequence with a code sequence containing more bits.

On the other hand, the encoder for block coding breaks the continuous sequence of information bits into $k$-symbol segments called blocks. It then operates on these blocks independently by associating certain redundancy bits to the information block to form an $n$-symbol block called a codeword. A coding scheme is referred to as being
linear if the sum of two code vectors is also a code vector. Similarly, a coding scheme is referred to as being cyclic if all cyclic shifts of a code vector result in valid code vectors. In our work, we will consider two widely used linear cyclic block codes: Binary Bose–Chaudhuri–Hocquenghem (BCH) codes and non-binary Reed–Solomon (RS) codes. In the following subsections these two codes will be explained briefly. More examples and comprehensive studies on error-correction coding can be found in [4 – 7].

1.2.2.1 BCH codes

BCH codes are one of the most important and powerful classes of multiple-error-correcting linear block codes with wide variety of coding parameters. They were discovered by Bose and Ray-Chaudhuri in 1960 and independently by Hocquenghem in 1959. One of the advantages of BCH codes is that there exist very elegant and powerful algebraic decoding algorithms for BCH codes that have been realized in a reasonable performance and amount of hardware. BCH codes take an important position in the theory and practice of multiple-error correction [7].

BCH codes are a sub-class of linear cyclic codes. One of the basic properties of a $q$-ary $(n, k)$ cyclic code is that every code polynomial $c(x)$ can be expressed as $c(x) = i(x)g(x)$, where $g(x)$ is the generator polynomial with degree $n - k$ and $i(x)$ is a polynomial of degree $k-1$ in GF$(q)$.

When constructing an arbitrary cyclic code, there is no guarantee that the resulting code has a certain minimum distance. Given an arbitrary generator polynomial
Given a finite field $GF(q)$, a block length $n$, and the correction capability $t$ ($t = \left\lfloor \frac{d-1}{2} \right\rfloor$, $1 \leq t \leq (n-1)/2$), an $(n,k,t)$ BCH code can be generated cyclically by the generator polynomial,

$$g(x) = LCM \left\{ m_0(x), m_1(x), \ldots, m_{2t-1}(x) \right\}.$$  \hfill (1.1)

Here $LCM\{,\}$ is the least common multiple polynomial. Also $m_i(x)$ ($i = 0,1,\ldots,2t-1$) is the minimal polynomial of $\alpha^i$, where $\alpha$ is the field element whose order is $n$ in some extension field $GF(q^m)$ for some integer $m \geq 3$. Usually, the field element $\alpha$ is a primitive element in $GF(q^m)$ which is corresponding to a primitive BCH code. On the other hand, if $\alpha$ is not a primitive element, the resultant code is a nonprimitive BCH code and $\alpha$ is replaced by $\beta$. In our work, we consider primitive BCH codes with $q = 2$, which is called primitive binary BCH codes. With such codes we have the following parameters [7]:

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Block length</td>
<td>$n = 2^m - 1$</td>
</tr>
<tr>
<td>Number of information bits</td>
<td>$k = n - \deg(g(x)) \geq n - mt$</td>
</tr>
<tr>
<td>Minimum distance</td>
<td>$d_{\text{min}} \geq 2t + 1$</td>
</tr>
</tbody>
</table>

$g(x)$, we have to conduct a computer search of all nonzero code words $c(x)$ to determine the minimum-weight code word and thus the minimum distance of the code. BCH codes, on the other hand, ensure a minimum “design distance” $d$ given a particular constraint on the generator polynomial. The actual minimum distance of the code is then greater than or equal the designed distance, that is $d_{\text{min}} \geq d$. 

Here, $\text{LCM}\{,\}$ is the least common multiple polynomial. Also $m_i(x)$ ($i = 0,1,\ldots,2t-1$) is the minimal polynomial of $\alpha^i$, where $\alpha$ is the field element whose order is $n$ in some extension field $GF(q^m)$ for some integer $m \geq 3$. Usually, the field element $\alpha$ is a primitive element in $GF(q^m)$ which is corresponding to a primitive BCH code. On the other hand, if $\alpha$ is not a primitive element, the resultant code is a nonprimitive BCH code and $\alpha$ is replaced by $\beta$. In our work, we consider primitive BCH codes with $q = 2$, which is called primitive binary BCH codes. With such codes we have the following parameters [7]:

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Block length</td>
<td>$n = 2^m - 1$</td>
</tr>
<tr>
<td>Number of information bits</td>
<td>$k = n - \deg(g(x)) \geq n - mt$</td>
</tr>
<tr>
<td>Minimum distance</td>
<td>$d_{\text{min}} \geq 2t + 1$</td>
</tr>
</tbody>
</table>
1.2.2.2 Reed-Solomon codes

Reed Solomon codes are an important subclass of nonbinary BCH codes. They are often abbreviated as RS codes. They were invented by Irving Reed and Gustave Solomon in 1960. The generator polynomial of a \( t \)-error-correcting RS code defined over \( \text{GF}(q) \) has as roots the \( 2t \) consecutive powers of \( \alpha \), so that the generator polynomial is of the form,

\[
g(x) = \prod_{j=0}^{2t-1} (x - \alpha^j)
\]  

(1.5)

In almost all of coding literature RS codes are discussed over the finite field \( \text{GF}(2^m) \), for some integer \( m \), because of the simplicity of their implementation using binary devices. A \( t \)-error-correcting RS code over \( \text{GF}(2^m) \) has the following parameters,

- Block length \( n = q-1 = 2^m-1 \) symbols
- Message size \( k = n - \deg(g(x)) = n - 2t \) symbols  

(1.6)

- Error correction capability \( t = \left\lfloor (n-k)/2 \right\rfloor \) symbols  

(1.7)

- Minimum distance \( d_{\text{min}} = 2t+1 = n-k+1 \)  

(1.8)

In 1964, Singleton derived an upper bound of the minimum distance of any linear block code. The Singleton bound is give by,

\[
d_{\text{min}} \leq n - k + 1.
\]  

(1.9)
When the equality in Equation (1.9) is satisfied, the code is said to be a maximum distance separable (MDS) code. From Equation (1.8), it is clear that RS codes are MDS codes. MDS codes have important properties that result in several practical consequences.

It is known by Rieger Bound that Maximum burst-error-correction capability for an \((n,k)\) linear code can’t exceed \(\left\lfloor (n-k)/2 \right\rfloor\). Once again, the equality is achieved in RS codes, Equation (1.7). Therefore, RS codes are powerful burst-error-correction codes [7].

In addition to their powerful correction capabilities, RS codes have other reasons for being one of the most popular codes. One of those reasons is the ability to be used efficiently for large block length because of the existence of efficient hard-decision decoding at relatively long codes [8]. Also, RS codes provide a wide range of code rates that can be chosen to optimize the system’s performance. For these reasons, RS codes have been used extensively in many applications such as storage devices (DVD or compact desks), high-speed modems, wireless and mobile communications, and satellite communications.

1.2.3 Combined coding and diversity systems

As mentioned earlier, combining coding and diversity is a powerful way to improve the performance of faded systems. There have been many examples in the literature taking this approach. The simplest way of combining coding and diversity is to encode the
information using any coding method, such as block coding, convolutional coding or turbo coding. Then, the encoded bits are transmitted via multiple channels using any diversity schemes. At the receiver, distorted versions of the transmitted bits are combined using maximal ration combining (MRC), selective combining, or other combining techniques. Hard decision or soft decision decoding is then employed to recover the transmitted signal.

In [9], the effect of combined MRC diversity and RS/BCH concatenated coding on the performance has been investigated experimentally for quadrature differential phase shift keying (QDPSK) system over frequency-selective Rayleigh fading. The effects of correlation on the M-ary DPSK (MDPSK), two-branch EG diversity systems were studied in [10], [11], and [12]. The BER performance has been analyzed in presence of uncorrelated-scattering frequency-selective slow Rayleigh fading. It has been shown that the two-branch diversity system performs better than short block codes (such as (7,4) Hamming code and (23,12) Golay code) with perfect bit interleaving when the correlation coefficient is 0.5. However, combined diversity and block coding with perfect bit interleaving are found to be effective in combating the effects of frequency-selective fading.

In [13], a scheme of combined MRC diversity reception and convolutional coding employing hard decision decoding is proposed for QDPSK mobile radio system. Another scheme of decoding is also proposed in [13] employing error-and-erasure correction Viterbi decoding. In the second scheme, the received signal envelope is sampled and used as CSI that results in an effective error-and-erasure correction
decoding operation at the receiver. The noisy versions of the transmitted code word from different diversity branches is combined using a simple code combiner to form a more reliable code word. The performance is analyzed over Rayleigh fading channels with AWGN.

The impact of CSI on both uncoded and coded systems with EG/MRC diversity receptions has been studied in [14]. The authors concluded that there is no effect of the lack of CSI on the BER for uncoded signal sets with equal energy [e.g. PSK]. On the other hand, for coded systems, lack of CSI reduces the performance. It has been proven that the channel tends to become Gaussian as the diversity order grows. The results are obtained for slow flat Rayleigh fading channels.

The effect of combining forward error correction (FEC) and diversity on the performance of BPSK direct sequence/code-division multiple access (DS/CDMA) system has been investigated in [15]. The BER performance of three coding schemes ([(7,4) Hamming, (15,7) BCH, and a1/2-rate convolutional coding with constraint length of three]) has been compared. The channel is modeled as Rayleigh fading and lognormal shadowing, and corrupted by both self and mutual interferences, assumed Gaussian. MRC microscopic and selection macroscopic diversity are considered. It has been found that with only micro diversity, the performance of the convolutional coded system is superior to that of (7,4) Hamming coded system and inferior to the one of (15,7) BCH coded system in Rayleigh fading channel with no lognormal shadowing. Convolutional coded system is affected most by lognormal shadowing and it makes its performance worse than the other two coding schemes. However, with enough order of macro
diversity, convolutional coded system showed improved performance in Rayleigh fading and lognormal shadowing, and it became better than (7,4) Hamming system, but still inferior to the (15,7) BCH system.

In [16], a diversity receiver scheme has been proposed for demodulation and decoding of mobile radio signals. The proposed demodulation scheme uses a new distance-combination technique based on classical MLSE Viterbi algorithm. A new soft-decoding algorithm combining the signals coming from frequency-diversity channels has been also proposed. Gaussian minimum-shift-keying (GMSK) modulation scheme has been used. The channel coding system used in GSM has been assumed. The results showed that this proposed system achieves reliable BER performance on many fading conditions, better than the system employing hard decoding in the expense of modest increase in receiver complexity.

A diversity-combining scheme is proposed for a combined multiple turbo codes and multiple antenna diversity for synchronous DS/CDMA systems over fading channels [17]. This combining scheme is composed of a modified parallel mode decoding process and a reduced MAP algorithm using TCM structure. The performance is investigated by means of simulation for QPSK DS/CDMA system on flat Rayleigh fading channel. In addition, the performance of a combined turbo coding and diversity has been studied in [18] in a hybrid direct-sequence/slow frequency hopping CDMA (DS/SFH CDMA) system.
Diversity can be achieved by hopping as in [19]. Wang and Moeneclaey have analyzed the BER performance of multiple hops per symbol fast-frequency-hopping spread-spectrum multiple access (FFH-SSMA) system employing MFSK modulation with non-coherent square-law envelope detection and RS coding over multipath Rayleigh and Rician indoor fading channel. The receiver uses diversity by linearly combining the squared envelops of the different hops of the same MSFK symbol. By employing RS coding, a significant improvement in BER performance was obtained compared with uncoded one, and the improvement increases as the number of (M) of MFSK signals increases.

Diversity can be employed in a non-classical way, i.e. it is not just a matter of repetition. In [20], A pre-diversity (diversity at the transmitter) scheme has been proposed using coding, multi carrier, and multi antenna for slow flat fading channel with burst errors. This scheme does not need interleaving and hence it does not introduce considerable delay. K bits is encoded by (N,K) block code. Each of the N bits is modulated on one of N different carriers and transmitted via one of N different antennas, The authors proved that this system provides fixed BER characteristics for both slow fading and fast fading channels. In contrast to interleaving systems, they do not perform well in slow fading. By simulation, the authors showed that, for BPSK modulation system, and using (7,4) Hamming code, 7 carriers, and 7 transmitters, the performance is 15dB better than the interleaving systems.

Orthogonal frequency division multiplexing (OFDM) can introduce Diversity [21]. In OFDM the signal bandwidth is subdivided into many narrow band subchannels.
Coding and modulation is employed on each channel. In [21], three coding strategies were proposed for an OFDM system with MRC diversity. Interleaving is used in two-dimensional frequency and time domain to maximize coding efficiency. The three coding strategies were compared and it was found that, based on the best interleaving method, the $\frac{1}{2}$-rate convolutional code requires a constraint length of at least 6, with soft decisions, to achieve better performance than $\frac{1}{2}$-rate (40,20) RS code with 6-bit symbols and a combination of erasure and error correction. A concatenated coding scheme employing convolutional and RS coding was proposed as the third coding strategy and was found to outperform the other two strategies. Simulation was used to obtain the results for the proposed schemes with QPSK modulation. Rayleigh fading with a two-ray, equal amplitude, power delay profile was assumed for the channel.

1.2.4 Adaptive systems

An alternative approach to reliable communication over time varying channels is to use adaptive techniques. Adaptation of transmission parameters is a technique that has been used a lot in communication theory. ARQ scheme is an adaptive system where a retransmission request is made whenever the received signal has an error. Another example is the Maximal-ratio combining diversity, which uses the channel quality information to estimate the continuously updated weighting factors. If we can use a channel state estimator, which monitors the channel quality and delivers this information to the transmitter, it will be possible to continuously adjust one or more transmission parameter according to the current channel state. An obvious expense is the need of a
reliable feedback channel to transmit the channel state information from the transmitter to the receiver. However, the main advantage is that using traditional techniques will be possible, by essentially decomposing the time-varying channel into a number of time-invariant channels.

Adaptation of transmission parameters has been proposed in the literature. Hays, in his early work [22], could optimize the transmitted power for the Rayleigh channel using the information about the channel state obtained through a noiseless feedback channel. In [23-26], Goldsmith and others tried to solve the problem of maximizing the capacity of fading channel by adapting the transmitted power, signaling scheme and rate according to the channel state information (CSI) at the transmitter.

Adaptation can be employed in Antenna as in [42], where an adaptive beamforming scheme is proposed for the receiver of up-link W-CDMA with narrow-band sub-coding. This system shows a significant improvement over classical RAKE receivers in terms of BER and algorithm complexity.

Modulation can also be adapted. In [44], adaptive modulation and coding (AMC) have been combined with a truncated auto repeat request (ARQ) protocol, in order to maximize spectral efficiency over Nakagami-$m$ block fading channels. Numerical results reveal that retransmissions reduce stringent error-control requirements and thereby enable considerable spectral efficiency gains.

In [45], the authors proposed an adaptive time-diversity system equipped with adaptive modulation and retransmissions over Nakagami-$m$ block fading channels. Their
system maximizes the spectral efficiency for a prescribed average packet error rate (PER), without imposing feedback latency to be less than the wireless channel’s coherence time which is a stringent requirement in most existing adaptive modulation schemes.

An OFDM-CDM (orthogonal frequency division multiplexing code division multiplexing) system with adaptive symbol mapping has been developed in [42]. This combination enables a robust transmission with flexible error protection and data rate adaptation for parallel data streams by exploiting additional diversity due to CDM.

In [46], the authors have developed an adaptive multi-input multi-output (MIMO) space-time (ST) OFDM transmissions capable of adapting to partial channel state information (CSI) that is available at the transmitter. Their proposed transmitter includes an outer stage (adaptive modulation), and an inner stage (adaptive beamforming).

Coding can be adapted too, as in [27], where an adaptive scheme employing code combining through packet retransmissions has been studied. The receiver uses CSI to perform error-and-erasure correction Viterbi decoding. An adaptive forward error coding scheme has been proposed in [28]. A predictive algorithm is used to estimate the fading level on the channel and this estimate is used to adapt the code rate. A set of BCH codes having the same codeword length but different correcting capabilities, and hence different code rates has been determined. According to the channel quality, one code of the BCH codes set will be chosen. The achieved performance is analyzed for both the bit
error rate and the throughput. The same adaptive system is proposed in [29] but with different prediction algorithm.

Diversity can be combined with adaptive coding as in [30] and [31]. In [30], an adaptive FEC scheme referred to as Multi-Channel Adaptive Forward Error Correction (MC-AFEC) system has been proposed, where a discrete optimization of the overall error probability is used to determine the code rate over each diversity channel based on the state of these channels. The performance of the proposed adaptive system with binary BCH coding and Hard-decision decoding has been analyzed over a flat slowly fading channels. The effect of correlation on the same system has been analyzed in [31]. This system achieves a better performance compared to selective diversity system.

1.3 Proposed work and thesis layout

The research in this thesis is based on the multi-channel adaptive forward error correction (MC-AFEC) system proposed in [30,31], taking the advantages of the three techniques: coding, diversity and adaptation to reduce the bit-error probability of a communication system with fading. The system assumes the availability of number of independent parallel channels. Instead of using the classical diversity channels as a repetition coding, the information symbols will be optimally divided on the diversity channels according to their quality. Then, these information symbols will be encoded using block codes with fixed length keeping the throughput fixed. The main objective of
the MC-AFEC system is to minimize the overall error probability under the constraint that the throughput is fixed.

We were motivated to choose this system for the following reasons. First, this system has a promise to provide an improved performance compared to classical diversity systems. Second, it was proposed to be an adaptive form of diversity; adaptive in the sense of assigning the codes according to the quality of channels and adaptive in the sense of controlling the throughput, a feature which the classical diversity systems lack. Third, some important points need to be covered, which were not considered in the original work.

We can summarize our contribution in this work in the following:

1. The original work in [30] was analytical. In this work, the analytical results are verified by simulation.

2. The original work used BCH codes only. In our work, two different codes are adopted: Binary BCH and RS with more emphasis is put on the RS codes. We were motivated to use RS codes because, in addition to their good distance properties, they can be generated for any $k$ with known $t$. Unlike BCH codes, where it is not possible to get all the required values of $k$. This feature is extremely important in our system since we need to establish a group of certain number of code sets of certain number of codes that satisfy certain rate. Table 1.1 shows the possible $k$’s for the two coding schemes that form sets of 3 codes of length $n$ satisfying the
rate 1/3. In the case of BCH coding, \( n = 63 \) bits and \( K=k_1+k_2+k_3 = 63 \) while in the case of RS coding, \( n = 15 \) symbols= 60 bits and \( K=15 \) symbols. It can be noticed that RS coding produces more code sets in a structured manner.

3. The previous work evaluated the system performance over Rayleigh fading channel. In our work, we generalized the channel model to Nakagami-\( m \) fading of which Rayleigh fading is a special case. This generalization allows us to study the effect of fading severity on the system’s performance.

4. While the original work in [30] assumes independent diversity channels, and the extension in [31] considered the effect of correlation for two channels only, in our work, we studied the effect of mutual correlation between any set of channels.

5. The previous work assumed perfect estimation of the instantaneous CSI. In this work, the impact of outdated CSI is studied using computer simulation and assuming Jakes-like channel model.
The proposed work is organized in two chapters. The description, the analysis and the optimization procedure of the MC-AFEC system are furnished in Chapter 2. In this chapter, the behavior and the performance of the MC-AFEC system are studied over Rayleigh fading channels. In Chapter 3, the MC-AFEC is compared with Selective Combining diversity in the following aspects: the performance over Rayleigh channel, the effect of correlation between diversity branches and the effect of outdated CSI estimates. In addition, the effect of fading severity on the MC-AFEC system is studied over Nakagami-$m$ channels and compared with MRC and SC. We conclude with Chapter 4, where we summarize the findings of this work and suggest directions of future work.

### Table 1.1

<table>
<thead>
<tr>
<th>$k_1$</th>
<th>$k_2$</th>
<th>$k_3$</th>
</tr>
</thead>
<tbody>
<tr>
<td>63</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>45</td>
<td>18</td>
<td>8</td>
</tr>
<tr>
<td>39</td>
<td>24</td>
<td>0</td>
</tr>
<tr>
<td>36</td>
<td>16</td>
<td>7</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>$k_1$</th>
<th>$k_2$</th>
<th>$k_3$</th>
</tr>
</thead>
<tbody>
<tr>
<td>15</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>11</td>
<td>3</td>
<td>1</td>
</tr>
<tr>
<td>9</td>
<td>5</td>
<td>1</td>
</tr>
<tr>
<td>9</td>
<td>3</td>
<td>3</td>
</tr>
<tr>
<td>7</td>
<td>7</td>
<td>1</td>
</tr>
<tr>
<td>7</td>
<td>5</td>
<td>1</td>
</tr>
<tr>
<td>5</td>
<td>5</td>
<td>5</td>
</tr>
</tbody>
</table>

BCH code sets  RS code sets

Table 1.1  Number of information symbols of the 3 codes of the valid sets satisfying the rate of 1/3 for BCH coding ($n=63$ bits) and RS coding ($n=15$ symbols).
CHAPTER 2

RELIABILITY STUDY OF MC-AFEC SYSTEM

2.1 Introduction

As was stated earlier, error control coding and diversity are two powerful techniques that are used individually or together to combat fading effect on communication systems. In addition, adaptation of the parameters of faded systems have been proposed and employed to improve their performance. In this work, an adaptive system referred to as multi-channel adaptive forward error correction (MC-AFEC) system is employed. This
system combines the use of diversity channels and error control coding to combat the fading effect on communication channels. This system was proposed in [30] and found to be better than the classical selective combing technique (SC) in terms of BER performance, and flexible in terms of the choice of the throughput regardless how many diversity channels are available, which the classical diversity systems lack. The available diversity channels were utilized by forward error correction coding in an adaptive way to improve the reliability of the system. This system does not introduce any significant or variable delay, which enables fixed-rate information flow to be achieved without buffering.

This chapter is devoted for a reliability study of the MC-AFEC system. In the next two sections, the system and the adopted channel model are described. In Section 2.4, we present an analysis of the system. Code grouping and discrete optimization method are furnished in Section 2.5 followed by a description of the adopted evaluation methods in Section 2.6. In Section 2.7, the performance of the system is studied over Rayleigh fading channels. Finally, the effect of using only one code set is investigated in Section 2.8.

2.2 System description

It is assumed that $L$ diversity channels are available for transmission. These channels are utilized equally, i.e. the transmission rate ($pbs$) is identical. These $L$ channels are not necessarily independent. The system is illustrated in Figure 2.1.
Information will be processed in blocks of $K$ symbols. Unlike the conventional diversity systems in which the block of $K$ symbols is sent in replica over the diversity channels, the block of $K$ symbols will be split into $L$ segments according to the relative qualities of the channels in order to utilize the $L$ channels in an optimal way. Then, each segment is encoded into a codeword of a fixed length of $n$ symbols before transmission over the assigned channel.

The availability of Channel State Information (CSI) is assumed. The information gained about channel state at the receiver will be sent back to the transmitter over a feedback channel. In fact, CSI is employed in existing diversity systems, like maximal ratio combining (MRC) and selective combining (SC) systems. In SC, the CSI provides the receiver with the estimated gains of the available channels so that the channel with the largest gain is selected. On the other hand, both the gain and the phase must be estimated for each branch for the MRC. Other systems that require the use of CSI can be found in [23–29].

Based on the available CSI of each of the $L$ channels, the number of information symbols, and hence the number of check symbols that are to be sent over each channel is determined. Channels with poor quality will be allocated fewer information symbols and more check symbols, while channels of better quality are allocated more information symbols and a reduced number of check symbols. This is done subject to the constraint of fixed throughput where the $K$ information symbols are transmitted through the transmission of $L$ codewords keeping the overall throughput fixed at $K/(nL)$. In other
words, the code rates are adjusted to match the current channel conditions, subject to the constraint of constant average rate over the $L$ channels.

Figure 2.1: Block Diagram for the MC-AFEC System

Figure 2.2: Distributing $K$ information symbols for transmission over four channels
Figure 2.2 illustrates this process for $L=4$, where $K$ information symbols are divided into four segments: $k_1$, $k_2$, $k_3$, and $k_4$. Then $c_1$, $c_2$, $c_3$, and $c_4$ check symbols are appended to the information segments, respectively, so that each channel carries $n$ symbols. Note that for the setup in Figure 2.2, channel 2 has the best quality; hence it has the largest number of information symbols and the smallest number of check symbols. On the contrary, channel 3 is the worst channel and hence it has the smallest number of information symbols. A new distribution may be obtained whenever the CSI is updated.

To distinguish between diversity channels in MC-AFEC system, we will use multi-carriers, where the encoded symbols on each channel are modulated by a different carrier. Diversity can be realized as frequency diversity or antenna diversity.

**Frequency Diversity:**

Frequency diversity can be achieved if the separation between the carriers is greater than the coherence bandwidth of the channel. In this case, you require only one antenna at both the transmitter and the receiver. See Figure 2.3-a.

**Antenna Diversity:**

If the separation between carriers is less than the coherence bandwidth of the channels, you can still achieve diversity by using multiple antennas. This setup is analogous to the one used in [20]. The multiple antennas can be mounted at the transmitter or at the receiver depending on your needs. For example, if the transmitter were at a base station,
then it is better to have multiple antennas at the base station and one antenna at the mobile unit. This setup is illustrated in Figure 2.3-b.

Figure 2.3: Realization of diversity channels: (a) Frequency Diversity, and (b) Antenna Diversity.
2.3 Channel Model

When a narrowband system is affected by fading, the received carrier amplitude is modulated by the fading amplitude $\alpha$, where $\alpha$ is a random variable with mean square value $\Omega = \alpha^2$ and probability density function (PDF) $p_\alpha(\alpha)$ which is dependent on the nature of the radio propagation. At the receiver the signal is perturbed by additive white Gaussian noise (AWGN) which is characterized by a one-sided power spectral density $N_0$ (W/Hz). The AWGN is typically assumed to be statistically independent of the fading amplitude $\alpha$. Similarly, the received instantaneous signal power is modulated by $\alpha^2$. Hence, the instantaneous signal-to-noise power ratio (SNR) per bit is defined by $\gamma = \alpha^2 E_b / N_0$, where $E_b$ is the energy per bit.

Our performance evaluation of digital communications over fading channels will be a function of the average SNR per bit $\bar{\gamma}$, which is given by $\bar{\gamma} = \Omega E_b / N_0$. For slowly varying channels, we can obtain the PDF $p_\gamma(\gamma)$ of $\gamma$ by introducing a change of variables in the expression for the fading PDF $p_\alpha(\alpha)$ of $\alpha$, yielding

$$p_\gamma(\gamma) = \frac{p_\alpha(\sqrt{\frac{\Omega \gamma}{\bar{\gamma}}})}{2\sqrt{\gamma \bar{\gamma} / \Omega}} \quad (2.1)$$

There are different models describing the statistical behavior of the multipath fading envelope, depending on the nature of the radio propagation environment. In this thesis, the following points should be considered about the model of fading channels:
(i) It is assumed that the estimates of channel qualities (based on the received SNR, $\gamma$) are updated periodically, with $\tau$ being the adaptation period. Let the $L$ estimates of channel qualities be denoted by the vector $\mathbf{\Gamma}_h = \{\gamma_{h1}, \gamma_{h2}, \ldots, \gamma_{hL}\}$, where $\gamma_{hi}$ is the SNR per information bit on the $i^{th}$ channel ($1 \leq i \leq L$), measured over the $h^{th}$ adaptation period.

(ii) Let $\mathbf{\alpha}_h = \{\alpha_{h1}, \alpha_{h2}, \ldots, \alpha_{hL}\}$, where $\alpha_{hi}$ is the fading envelop of the $i^{th}$ channel during the $h^{th}$ adaptation period. It is assumed that the diversity channels are slowly varying so that fading envelopes are considered constant during one adaptation period. That is $\mathbf{\alpha}_h$ remains unchanged during the adaptation period $\tau$. That is,

$$\alpha_{hi} = \text{constant}; \quad h\tau \leq t \leq (h+1)\tau \quad (2.2)$$

As a result, $\mathbf{\Gamma}_h$ can be considered constant during $\tau$, which means that

$$\mathbf{\Gamma}_h = \text{constant}; \quad h\tau \leq t \leq (h+1)\tau \quad (2.3)$$

However, $\mathbf{\alpha}_h$ and $\mathbf{\Gamma}_h$ can change from one period to the next but in a slow mode. It should be noted that the adaptation period $\tau$ is assumed to be equal to the duration of transmission of one block.

(iii) The channels are assumed to be non-selective over the bandwidth of transmission; the same attenuation factor affects all frequency components of the signal transmitted within the bandwidth.
(iv) The channels are assumed to follow Rayleigh fading model.

The Rayleigh distribution is commonly used for modeling multipath fading with no direct line-of-sight (LOS) path. In this case, the channel fading amplitude $\alpha_{hi}$ is distributed according to the probability density function (PDF):

$$p_{\alpha_{hi}}(\alpha_{hi}) = \frac{2\alpha_{hi}}{\Omega} \exp\left(-\frac{\alpha_{hi}^2}{\Omega}\right), \quad \alpha_{hi} \geq 0. \quad (2.4)$$

Therefore, the instantaneous SNR per bit of $i^{th}$ channel during the $h^{th}$ adaptation period, $\gamma_{hi}$, is distributed according to an exponential distribution PDF given by

$$p_{\gamma_{hi}}(\gamma_{hi}) = \frac{1}{\bar{\gamma}} \exp\left(-\frac{\gamma_{hi}}{\bar{\gamma}}\right), \quad \gamma_{hi} \geq 0 \quad (2.5)$$

The Rayleigh distribution typically match very well the channel models of mobile systems that have no LOS path between the transmitter and receiver antennas. It also fits the propagation of reflected and refracted paths through the troposphere, ionosphere, and to ship-to-ship radio links [3].
2.4 System Analysis

Based on $\Gamma_h$, a block of $K$ information symbols will be partitioned into $L$ segments of lengths $\{k_{h1}, k_{h2}, ..., k_{hL}\}$. Then, the system will add $c_{hi}$ check symbols to the $k_{hi}$ information symbols that are allocated to the $i^{th}$ channel. The set of information symbols $k_{hi}$ and check symbols $c_{hi}$ will form an $(n, k_{hi}, t_{hi})$ error correcting code, where $n=k_{hi}+c_{hi}$; $i=1,2,...,L$. This $(n, k_{hi}, t_{hi})$ code is capable of correcting a number of errors $\leq t_{hi}$ symbols. In this work, it will be assumed that the code rate over the $i^{th}$ channel is changed at the beginning of each adaptation period $\tau$, and the codes so chosen are kept unchanged for the reminder of the adaptation period. Let $R$ be the system throughput, which is defined as the ratio of average number of information symbols accepted by the receiver per unit time, to the total transmitted symbols per unit time. In our system, the throughput will be held constant at all times at

$$R = \frac{\sum_{i=1}^{L} k_{hi}}{n \times L} = \frac{K}{n \times L} \quad (2.6)$$

Let $P_{hi}$ denote the post-decoding symbol error probability on the $i^{th}$ channel during the $h^{th}$ adaptation period. If we let $P_h$ denotes the average symbol error probability at the system’s output in respect to the $h^{th}$ adaptation period, then
The aim of adaptation process is to select the set of $k_{hi}$'s that yields the minimum error probability $P_h$ during the $h^{th}$ adaptation period. In other words, the system should obtain the optimum set of $k_{hi}$'s as a function of $\Gamma_h$, while maintaining the throughput $R$ constant.

Let $\zeta_{hi}$ be the symbol error rate (SER) of the $i^{th}$ channel, during the $h^{th}$ adaptation period, which is determined by the modulation technique in use and subject to the received SNR $\gamma_{hi}$. For a given class of error correcting codes, and according to the value of $\{\gamma_{hi}\}$, the set $\{k_{hi}\}$ determines the set $\{t_{hi}\}$. Now, the set $\{t_{hi}\}$ and the set $\{\zeta_{hi}\}$ will be used to determine $\{P_{hi}\}$. The exact Equation relating $P_{hi}$ to $\zeta_{hi}$ is a function of the weight structure and the decoding algorithm.

Let $f(\Gamma_h)$ denote the joint PDF of $\Gamma_h$. By averaging Equation (2.7) over $f(\Gamma_h)$, the overall average post-decoding symbol error probability $\bar{P}$ can be obtained, that is

$$\bar{P} = \int_0^\infty \cdots \int_0^\infty P_h \times f(\Gamma_h) d\Gamma_h$$

(2.8)

In this chapter, two coding schemes will be considered: BCH coding and RS coding, both with hard decision decoding. For RS code, the post-decoding symbol error probability $P_{hi}$ is given by
Let $\varepsilon_{hi}$ be the bit error rate (BER) of the $i^{th}$ channel on the $h^{th}$ adaptation period. Within the adaptation period $h$, the fading envelope $\alpha_{hi}$ is considered constant as we assumed earlier and the only random process that perturbs the channel during a transmission of a block is the AWGN. That is for a given $\alpha_{hi}$ the channel is assumed AWGN. AWGN in a bit is considered independent to the one in other bits. Hence, we can relate $\zeta_{hi}$ to $\varepsilon_{hi}$ by

$$\zeta_{hi} = 1 - (1 - \varepsilon_{hi})^n$$

(2.10)

For binary BCH codes, the upper bound given in [6] is used to determine $P_{hi}$, which is

$$P_{hi} < \frac{1}{n} \sum_{j=0}^{n} \min(j + t_{hi}, n) \cdot \binom{n}{j} \varepsilon_{hi}^j (1 - \varepsilon_{hi})^{n-j}$$

(2.11)

In this upper bound, we are assuming that all incorrect decoding events introduce $t$ more additional errors; that is if $j$ errors are present in a received word ($j \geq t$), the decoder can insert at most $t$ additional errors.

To evaluate $\varepsilon_{hi}$, we have to assume a modulation scheme. To simplify the analysis binary coherent phase shift keying (BPSK) will be used as our modulation technique. Assume that the channel fading is sufficiently slow that the phase can be estimated from the received signal without errors to achieve ideal coherent modulation. Hence, $\varepsilon_{hi}$ can be written as

$$P_{hi} = \frac{1}{n} \sum_{j=0}^{n} j \cdot \binom{n}{j} \varepsilon_{hi}^j (1 - \varepsilon_{hi})^{n-j}$$

(2.9)
\[ \varepsilon_{hi} = Q \left( \sqrt{2 \gamma_{hi}} \right) \]  \hspace{1cm} (2.12)

The task now is to minimize the overall post-decoding error probability, \[ \sum_{i=1}^{L} k_{hi} \] Equation (2.8), subject to the constraint \[ R = \frac{\varepsilon_{hi}}{n \times L} \], Equation (2.6). In the following section, a method of optimizing such Equation is presented.

### 2.5 Code grouping and discrete optimization

The objective of the adaptation process is to minimize Equation (2.8) subject to the constraint in (2.6). It should be noted that \( P_h \) is a function of \( k_{hi} \) and \( \varepsilon_{hi} \) that are functions of \( \gamma_{hi} \)'s, the elements of \( \Gamma_h \). The aim of adaptation process is to obtain a set of relations between \( k_i \)'s and \( \gamma_{hi} \)'s.

Generally, the method of Lagrange multiplier is used to solve the problem of minimizing a function subject to constraints. However, this method is extremely difficult to be applied in our case because the variables \( k_{hi} \) and \( t_{hi} \) in Equations (2.7), and consequently in Equation (2.8), are discrete. Furthermore, the variable \( t_{hi} \) appears as the lower limit of the summation of Equation (2.9). Instead, a method of discrete optimization proposed in [32] is adopted here. The two issues of constraint on throughput, \( R \), and the minimization of the overall average error probability, \( \overline{P} \), are treated separately as follows.
First, a set, $S$, of error correcting codes of a fixed codeword length, $n$, but with different rates, has to be chosen. For a given throughput $R$ and $L$ diversity channels, a group $G$ of all sets of $L$ codes (denoted as $L$-code sets) is formed so that each member of $G$ satisfies the rate constraint in (2.6). Each $L$-code set corresponds to an information set $\{k_{hi}\}$ that is different from the one in any other $L$-code set. Let $N_G$ denotes the total number of the $L$-code sets in $G$, that is, $G$ contains $N_G$ members.

Next, the transmitter should select the $L$-code set that yields the minimum $P_h$, Equation (2.7), for a given estimate of $\Gamma_h$, and hence minimizes $\bar{P}$. The selected $L$-code set is used during the adaptation period $\tau$. A new $L$-code set will be selected in the next adaptation period at which the new estimate of $\Gamma$, say $\Gamma_{h+1}$ is obtained. Minimization is thereby achieved by selecting the best $L$-code set between the $N_G$ different sets based on the current estimate of $\Gamma$.

Undoubtedly, both the transmitter and the receiver must know the selected optimized set of codes, in order for the system to operate properly. This implies that a reliable feedback channel must exist. The feedback channel will be assumed noise-free. This assumption can be made true by applying adequate coding on the information sent back over the feedback channel, which is simply the $L$-code set number. In the unlikely event of the transmitter not using the $L$-code set expected for the receiver, the error will be restricted to one block and will not propagate to the consequent blocks.

To illustrate the process of $L$-code grouping, consider $S$ to be the set of all RS codes of length $n = 15$ including the two trivial codes $(n,n,0)$ and $(n,0,--)$. The $(n,0,--)
code represents the case when all the \( n \) bits are dummy which carry no information whereas the \((n,n,0)\) code correspond to the case when all \( n \) bits are information bits. For the purpose of illustration, suppose that \( L = 2 \) and \( R = 0.5 \). By applying this rate constraint, 8 sets can be formed, five of such code sets are shown below in Table 2.1 in the form \((n,k,t)\). It is clear from Table 2.1 that the total number of information bits in each raw is equal to 15, which keeps the overall throughput constant.

The process of error minimization, discussed earlier, implies selecting the appropriate \( L \)-code set and assigning its \( L \) codes to the appropriate channels. This process requires allocating the higher-rate code to the best channel and continuing down to the poorest channel to which the lowest-rate code is assigned. In practice, this can be accomplished simply by ordering the codes in a \( L \)-code set in descending order of their rates. Then, each code of the selected \( L \)-code set is assigned in a simple direct associative manner to the \( L \)-channels that have been arranged in descending order of quality.

The question now is which \( L \)-code set should be chosen for a given channel quality vector \( \Gamma_h \). One way for performing this selection is to partition the \( L \)-dimensional space associated with the vector, \( \Gamma_h \), into cells, and then associate each cell with the optimum \( L \)-code set. This might be implemented by quantizing the elements of \( \Gamma_h \), and then using the quantized vector as the address in a ROM, where a number associated with the best performance \( L \)-code set has been stored.
Figure 2.4 illustrates the partitioning for the case of $L=2$ and using the five pairs given in Table 2.1. The outer region, denoted by *, corresponds to the case where one channel is in relatively deep fade. Using the set number 1, which is the case of avoiding the channel with deep fade, yields to the best performance compared to the use of other sets. On the other hand, when the two channels have approximately the same quality, i.e. the most inner region, denoted by $\Delta$, the two channels have to be utilized equally, that is set number 5 will the optimum set in this case. The other regions correspond to the cases between these two extremes.

Figure 2.4: The optimum set for a given $\Gamma$ for $L = 2$, $R = 0.5$. 
Table 2.1: Five 2-code sets satisfying \( R = 0.5 \).

<table>
<thead>
<tr>
<th>Set number</th>
<th>Code 1</th>
<th>Code 2</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>(15,15,00)</td>
<td>(15,00,---)</td>
</tr>
<tr>
<td>2</td>
<td>(15,13,01)</td>
<td>(15,02,06)</td>
</tr>
<tr>
<td>3</td>
<td>(15,12,01)</td>
<td>(15,03,06)</td>
</tr>
<tr>
<td>4</td>
<td>(15,10,02)</td>
<td>(15,05,05)</td>
</tr>
<tr>
<td>5</td>
<td>(15,08,03)</td>
<td>(15,07,04)</td>
</tr>
</tbody>
</table>

2.6 Evaluation models

For a given number of diversity channels, \( L \), throughput rates, \( R \), and average signal to noise ratio per information bit, \( \bar{\gamma} \), a multidimensional integration has to be employed to evaluate the performance. The analytical integration of (2.8) is very difficult since we need to optimize the integrand for each value of \( \Gamma_{hi} \) and, as discussed in the previous section, such optimization is very difficult to be performed analytically. Hence, numerical multidimensional integration is employed to estimate the value of \( \bar{P} \), the overall symbol error probability. A software simulation has also been performed to estimate the performance and to validate the numerical results.
2.6.1 Numerical Evaluation

In the numerical estimation, a multidimensional integration algorithm found in [34] has been deployed. At the $h^{th}$ evaluation instance $(\gamma_{h1}, \gamma_{h2}, \ldots, \gamma_{hL})$, we have to choose the code set that results in a minimum $P_h$, the post decoding error probability at instance $h$. So, $P_h$ has to be calculated for each code set. To evaluate $P_h$, the symbol error rate $\zeta_{hi}$ has to be calculated for each channel. Then the channels have to be ordered according to their qualities. The channel with lower $\zeta_{hi}$ will be better. For a certain code set, the channel with highest $\zeta_{hi}$ will be assigned the lowest rate code. On the other hand, the one with lower $\zeta_{hi}$ will have higher rate code. The pairs of $(k_i, t_i)$ ($i=1,2,\ldots,L$), in addition to the value of $\zeta_{hi}$'s will be applied into Equations (2.9) or (2.110) to get the value of $P_{hi}$ associated with each code on the code set. Then, we calculate $P_h$ according to Equation (2.7). This process is repeated for all sets to choose the one that produces the lowest $P_h$.

Multiplying $P_h$ by $f(\Gamma_h)$ will generate the estimation of the integral at the $h^{th}$ evaluation instance $(\gamma_{h1}, \gamma_{h2}, \ldots, \gamma_{hL})$. The process has to be repeated by the integration algorithm to span all the dimensions until the required accuracy is reached. It should be noted that the diversity channels are assumed to have independent Rayleigh fading for this chapter. Hence, $f(\Gamma_h) = f(\gamma_{h1})f(\gamma_{h2})\ldots f(\gamma_{hL})$.

The channels are assumed to be equivalent on the average; i.e., $E[|\alpha_{hi}|]=1$, $i=1, 2, \ldots, L$. For fair comparison between systems with different rates, their total
transmitted power has to be equal. For that reason the SNR per channel, $\gamma_c$, should equal to SNR per information bit, $\gamma$, multiplied by the rate,

$$\gamma_c = R \gamma$$

(2.13)

To evaluate the system’s bit error probability $P_b$, we assume that the bits within a symbol are independent even after decoding. Although the decoding may induce some correlation between the bits in a symbol, this assumption gives a reasonably accurate results especially for high $R$ and large block length $n$. Thus, we can relate $P_b$ to $P$ by

$$P_b = 1 - (1 - P)^{\frac{1}{m}}$$

(2.14)

where $m$ is the number of bits per symbol ($n = 2^m - 1$).

2.6.2 Simulation:

Simulation has been also conducted for the purpose of validating the numerical results. For a certain value of $R$, $L$, and $R$, the simulation is conducted in the following manner. First, according to the throughput $R = NL/K$, the $L$-code sets has to be assigned. Then, the variance of the AWGN has to be normalized according to the value of $R= NL/K$, giving

$$\sigma^2 = \frac{1}{2\gamma_c} = \frac{1}{2R\gamma}$$

(2.15)
Again, this normalization is required to compare several systems with different rates and with equal energy transmitted. On each branch, the Rayleigh fading is generated with $E[|\alpha_{hi}|]=1, i=1,2,\ldots L$ by using two Gaussian sequences; both of them have $1/2$ variance and zero mean.

It should be noted that in our simulation no actual coding/decoding algorithm has been implemented. That is because it would be a very lengthy simulation especially for large $L$ and high $\gamma$. Instead, we generate a block of $N$ symbols that will be transmitted on each diversity channel. We assumed that the system is using a certain $L$-code set according to the performance of each channel. After passing the blocks over the fading channels, a comparison between the transmitted and the received blocks is performed to get the number of erroneous symbols. If the number of erroneous symbols for one block on channel $i$ is less than or equal to $t_i$, the error capability of the used code, then the block is correctable. Otherwise, it is not.

Decoding may alter the number of errors from the actual received errors, which may increase or decrease. In the literature many bounds and approximations on the post-decoding errors have been proposed [32]. Here, we adopt the approximation that, on the average, the number of post-decoding erroneous symbols remain equal to the number of pre-decoded ones.

Figure 2.5 shows the detailed block diagram of our simulation procedure. The symbols used in that figure are defined in Table 2.2. Our simulation procedure involves the following steps:
I.  

\[ n, k, L, s_{max} \text{ and } \bar{\gamma} \] have to be initialized.

II.  

According to \( R (R=K/nL) \), A group \( G \) of code sets has to be formed.

Each set contains \( L \) codes with overall information symbols equal to \( K \), i.e. \( \sum_{i=1}^{L} k_i = K \).

III.  

The counters: \( C, v_i, T_i, s_{cs,i}, b_{cs,i} \) have to be reset to zero. \( i=1,2,\ldots L \) and \( cs = 1,2,\ldots N_G \).

IV.  

A set of \( L \) fading envelopes, denoted as \{\( \alpha_w \)\}; \( w=1,2,\ldots L \), will be generated assuming Rayleigh distributed with \( E[|\alpha_w|^2] = 1 \). Then, these \( \alpha_w \)'s are sorted to form the set \{\( \alpha_i \)\} of ranked fading envelopes such that the highest fading envelope is \( \alpha_L \) and the lowest is \( \alpha_1 \).

The best code set number, \( s_c \), will be determined according to the set \{\( \alpha_i \)\}. The codes within this set will be also sorted according to their rates, where the code with lowest rate will be assigned the lowest rank and the code with higher rate is assigned a higher rank. As a result, the symbols in the \( i^{th} \) channel will be encoded by the \( i^{th} \) ranked code, \((n,k_{cs,i},t_i)\) and then it will be perturbed by the \( i^{th} \) ranked fading envelope.

V.  

Over the \( i^{th} \) channel ( \( i=1,2,\ldots L \)), the \( i^{th} \) block of symbols will be transmitted according to the following steps:

A.  

The counters: \( j_i, eb_i \) and \( es_i \) have to be reset to zero.
B. Within each symbol, the bits are generated and processed according to the following steps:

1. Reset the flag $S_i$.
2. $c_i$, a binary bit (0 or 1 with equal probability) is generated.
3. The bit is modulated (BPSK is assumed). Let the modulated signal be $cm_i$.
4. The modulation signal, $cm_i$, is multiplied by $\alpha_i$.
5. A Gaussian random variable with variance equal to $1/(R\gamma)$ is generated and added to the signal.
6. At the receiver, the signal is demodulated and demapped. The received bit after demapping is denoted by $r_i$.
7. In the decoding process, $r_i$ is compared with $c_i$. If they are equal, go for the next step. Otherwise, increment $eb_i$ and set $S_i$ to 1.
8. The steps 2 to 7 have to be repeated for $m$ times, where $m$ is the number of bits per symbol. $vi$ is used as a counter for the number of bits per symbols.

C. After processing a symbol, reset $v_i$ and increment $j_i$.

D. Check if the flag $S_i$ is set or not. If $S_i$ equals one, increment $es_i$.

E. Repeat steps B to D for $n$ times. $j_i$ is used as a counter for the number of symbols per block.

F. The number of erroneous symbols, $es_i$, is compared with the correction capability of the code, $tcs,i$. If $es_i$ is less than or equal to $tcs,i$, then the errors
are correctable. Otherwise, they cannot be corrected. In this case, we will assume that the number of uncorrected symbols after decoding is equal to the number of erroneous symbols before decoding.

G. If \( es_i > t_{cs,i} \), then the error counters will be incremented as follows:

\[
T_i = T_i + es_i \\
s_{cs,i} = s_{cs,i} + es_i \\
b_{cs,i} = b_{cs,i} + eb_1
\]

VI. \( T \), the overall erroneous symbols (\( T = \sum_{i=1}^{L} T_i \)), is compared to \( s_{max} \), the maximum required erroneous symbols. In our simulation, we let \( s_{max} \) to be at least 100. If the maximum number of erroneous symbols is achieved, count the overall symbol error probability and bit error probability. Otherwise, increment \( C \) and return to Step IV.

The average symbol error rate of the system is calculated as follows. From Equation (2.7), it is found that \( P_h \) is a function of \( P_{hi} \) where \( P_{hi} \) is the post decoding symbol error probability of the \( i^{th} \) channel using one of the codes in the chosen set, which is equal to,

\[
P_{hi} = \frac{\text{The number of erroneous symbols of the } i^{th} \text{ block within the } h^{th} \text{ adaptation period}}{\text{The number of symbols in a block}} = \frac{s_{hi}}{n}
\]  \hspace{1cm} (2.16)

where \( s_{hi} \) is the number of erroneous symbols of the \( i^{th} \) block during the \( h^{th} \) adaptation period. Substitute Equation (2.16) in (2.7), to get
As we stated earlier, $P_h$ is the post decoding symbol error probability associated with the $h^{th}$ adaptation period. Replacing the notation $h$ by $cs$ as an indication to the selected code set, we get

$$P_{cs} = \frac{\sum_{i=1}^{L} s_{cs,i} k_{cs,i}}{n K}$$

(2.18)

where $P_{cs}$ is the post-decoding symbol error probability associated with the code set $cs$ and $s_{cs,i}$ is the number of errors associated with the code number $i$ of the set number $cs$. Finally, by averaging $s_{cs,i}$ over all codes, we can calculate the overall system’s symbol error probability $\bar{P}$, as

$$\bar{P} = \frac{\sum_{cs=1}^{N_G} \sum_{i=1}^{L} s_{cs,i} k_{cs,i}}{n K C}$$

(2.19)

where $N_G$ is the total number of sets and $C$ is the total number of simulation runs.

To get the overall bit error probability, $\bar{P}_b$, the number of erroneous bits associated with the code number $i$ of the set number $cs$, $b_{cs,i}$, need to be averaged over all codes, yielding

$$\bar{P}_b = \frac{\sum_{cs=1}^{N_G} \sum_{i=1}^{L} b_{cs,i} k_{cs,i}}{n m K C}$$

(2.20)
Figure 2.5: Block diagram of the adopted simulation model.
\( \alpha_i \): The \( i^{th} \) ranked fading envelope.
\( \alpha_w \): The \( w^{th} \) unranked fading envelope.
\( b_{cs,i} \): Overall number of erroneous bits associated to the \( i^{th} \) ranked code of the set number \( cs \).
\( C \): Counter for the number of simulation runs.
\( c_i \): Coded bit associated to the \( i^{th} \) channel.
\( cm_i \): Modulated bit associated to the \( i^{th} \) channel.
\( cr_i \): Received signal associated to the \( i^{th} \) channel.
\( Cs \): Selected code set number.
\( eb_i \): Counter for the number of erroneous bits within a block.
\( es_i \): Counter for the number of erroneous symbols within a block
\( \gamma \): Average SNR per bit.
\( j_i \): Counter for the number of symbols within a block.
\( K \): Total number of information symbol transmitted during 1 simulation run.
\( L \): Number of diversity channels.
\( m \): Number of bits per symbol.
\( n \): Number of symbols per block.
\( NG \): Maximum number of code sets per group.
\( P \): Overall symbol error probability.
\( Pb \): Overall bit error probability.
\( R \): Throughput.
\( ri \): Demapped received bit associated with the \( i^{th} \) channel.
\( s_{cs,i} \): Overall number of erroneous symbols associated to the \( i^{th} \) ranked code of the set number \( cs \).
\( S_i \): a symbol in error flag.
\( s_{max} \): Maximum tolerable number of erroneous symbols.
\( T \): Total number of erroneous symbols
\( Ti \): Total number of erroneous symbols associated to the \( i^{th} \) channel.
\( vi \): Counter for the number of bits within a symbol.

Table 2.2: List of symbols used in the simulation model in Figure 2.5.
In order to validate the numerical results of the BCH coded system proposed in [30, 31], a comparison between the numerical and simulation results is performed. In the evaluation, the set $S$ was taken to have all the BCH codes of length $n = 63$. The number, $N_G$, of $L$-codes sets in $G$ was limited to a maximum of eight sets. Figure 2.6 shows the BER performance of the BCH-coded MC-AFEC system for different number of channels, $L$, and $R = 1/L$. It can be noticed from Figure 2.6 that both the simulation and numerical results are matched. In the next section, the performance and the behavior of RS-coded system will be studied in details for different values of $\gamma$, $R$ and $L$.

![Graph showing BER performance of BCH-coded MC-AFEC system for different $L$ values](image)

Figure 2.6: Comparison between the numerical results of the BCH-coded MC-AFEC system and the simulation results for $L = 2, 3, 4$ and $R = 1/L$. 
2.7 **System performance**

The Models of evaluating the performance of the MC-AFEC system has been described in the last section for both numerical and simulated techniques. In this section, these models will be used to examine the performance of the system with different values of average SNR, $\overline{\gamma}$, throughput rate, $R$, and number of channels, $L$.

In the evaluation, the set $S$ contains all the RS codes of length $n = 2^4-1=15$ symbols. Here, the number of bits per symbol $m$ is 4. As an example, consider the 3-code sets presented in Table 2.3 for the case of $R=1/3$. Here, we also restrict $N_G$, the number of $L$-code sets in $G$, to a maximum of eight sets.

<table>
<thead>
<tr>
<th>Set number</th>
<th>Code 1</th>
<th>Code 2</th>
<th>Code 3</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>(15,15,00)</td>
<td>(15,00,---)</td>
<td>(15,00,---)</td>
</tr>
<tr>
<td>2</td>
<td>(15,13,01)</td>
<td>(15,02,06)</td>
<td>(15,00,---)</td>
</tr>
<tr>
<td>3</td>
<td>(15,11,02)</td>
<td>(15,04,05)</td>
<td>(15,00,---)</td>
</tr>
<tr>
<td>4</td>
<td>(15,11,02)</td>
<td>(15,03,06)</td>
<td>(15,01,07)</td>
</tr>
<tr>
<td>5</td>
<td>(15,09,03)</td>
<td>(15,06,04)</td>
<td>(15,00,---)</td>
</tr>
<tr>
<td>6</td>
<td>(15,09,03)</td>
<td>(15,03,06)</td>
<td>(15,03,06)</td>
</tr>
<tr>
<td>7</td>
<td>(15,07,04)</td>
<td>(15,05,05)</td>
<td>(15,03,06)</td>
</tr>
<tr>
<td>8</td>
<td>(15,05,05)</td>
<td>(15,05,05)</td>
<td>(15,05,05)</td>
</tr>
</tbody>
</table>

Table 2.3: Eight RS 3-code sets satisfying $R \approx 0.33$. 
The number of sets is restricted to eight after it has been found that using more sets doesn’t lead to a considerable improvement in the performance. For eight sets, 3 bits are sufficient to identify the chosen set that will be communicated to the transmitter over the feedback channel. These bits can be highly protected with little cost making them almost error free.

Figures 2.7-a to 2.7-c show the SER performance of the RS-coded system with respect to the average SNR, $\bar{\gamma}$, for $L = 2, 3$ and $4$, respectively. Observing the figures, it is clear that the results generated by numerical integration is close to the ones generated by simulation, which indicate that both methods is capable of evaluating the SER performance of the system.

In Figure 2.7-a, where $L = 2$, it can be noticed that a rate-reduction of 0.1, from $R = 0.6$ to 0.5, introduces a major improvement on $\bar{P}$ of about two orders of magnitude (from the range of $10^{-4}$ to $10^{-6}$ at $\bar{\gamma} = 30$dB). A much smaller improvement can be observed in the case of $L = 3$ (Figure 2.7-b) where the improvement is less than one order of magnitude.

Along the same lines, a reduction from $R = 0.4$ to 0.33 did not lead to a significant improvement for $L = 4$ (Figure 2.7-c), where $\bar{P}$ has been reduced only from $1.8 \times 10^{-8}$ to $1.1 \times 10^{-8}$, while for $L = 3$ the same reduction in rate results in a significant improvement of more than one order of magnitude.
Figure 2.7: Symbol-error probability of the RS-coded MC-AFEC system vs. average SNR per bit, for different throughput rates and with (a) $L = 2$, (b) $L = 3$, and (c) $L = 4$ diversity channels.
From the above observations, it is clear that the relation between $R$ and $\bar{P}$ is not straightforward, and it is dependent on the value of $L$. For example, in Figure 2.7-a ($L=2$), it is apparent that the curves are grouped into two clusters. The cluster with better performance corresponds to $R$ equal to or less than 0.5, while the other cluster corresponds to rate $R > 0.5$. The clustering pattern is related to the number of possibly avoidable channels. For $R \leq 0.5$, one of the two channels can be voided, while for $R > 0.5$ both channels must be utilized. For the case $L = 3$, the BER curves are grouped in three clusters; see Figure 2.7-b. The best cluster corresponds to $R \leq 0.33$, where two of the three channels can be avoided. The second cluster corresponds to the case where one
bad channel can be avoided. This corresponds to $0.33 < R \leq 0.67$. The worst cluster is for $R > 0.67$ where no possibility to avoid any channel. The same discussion applies to Figure 2.7-c for $L = 4$. In this case, the curves are grouped into four clusters. This clustering behavior is observed in the ranges $R \leq 0.25$, $0.25 < R \leq 0.5$, $0.5 < R \leq 0.75$ and $R > 0.75$.

To generalize, the clustering behavior depends on the relative values of $R$ and $L$. It is found that for a given $L$, the curves corresponding to the rates in the range $(\frac{i-1}{L}, \frac{i}{L}]$ are grouped in a cluster. This behavior can be noticed clearly in Figures 2.8 to 2.10 where the Symbol-error probability versus the throughput rate is presented for $L = 2, 3$ and 4, respectively, for different values of $\bar{P}$. Each cluster of curves, in Figures 2.7-a to 2.7-v, corresponds to a smooth curve of gradual changes over the interval $\frac{i-1}{L} < R \leq \frac{i}{L}$. Large changes can be noticed at $R = \frac{i}{L}$, which is another illustration of the gap between clusters.

As mentioned earlier, the clustering behavior is related to the number of channels that can be avoided without violating the throughput constraint. That is, the reduction in $\bar{P}$ caused by decreasing $R$ depends on whether this change enables the system to leave out the worst channel or not; if yes, the improvement will be significant. Otherwise, it is minor. The justification behind this type of behavior is connected to the instance of deep fade. The performance of the system is dominated by the occurrence of deep fades on a channel. In case of deep fade and in view of the slow fading model adopted here, the
reduction in the code rate will have a little effect. As an example, in the case of \( L = 3 \) (Figure 2.9), the slow change of \( P \) with \( R \) can be seen in the interval \( 0.67 < R < 1 \) where there is no possibility to avoid any channel when it suffers from a deep fade. When the rate is dropped to 0.67, a remarkable improvement can be noticed, as it is then possible to avoid one channel when it is deeply faded.

![Figure 2.8: Symbol-error probability of the RS-coded MC-AFEC system with \( L = 2 \) vs. rate, for different SNR values.](image-url)
Figure 2.9: Symbol-error probability of the RS-coded MC-AFEC system with $L = 3$ vs. rate, for different SNR values.

Figure 2.10: Symbol-error probability of the RS-coded MC-AFEC system with $L = 4$ vs. rate, for different SNR values.
The trend of gradual improvement is resumed within the region $0.33 < R \leq 0.66$, since still only one bad channel can be avoided. Once the rate falls to 0.33, another significant improvement is observed where it is possible to leave out two channels when they experience deep fades. The same observations is noted when $L = 2$ (Figure 2.8) for intervals $0.5 < R \leq 1$ and $R \leq 0.5$, and for $L = 4$ (Figure 2.10) for the intervals: $0.75 < R < 1$, $0.5 < R \leq 0.75$, $0.25 < R \leq 0.5$, and $R \leq 0.25$.

Unexpectedly, reducing $R$ doesn’t lead always to better performance. For example, consider the system with $L = 2$ in Figure 2.8. It is observed that the system of $R = 1/2$ has a better performance than the cases of $R < 1/2$. This can be seen also in the case of $L = 3$ where the best performance is obtained when $R = 1/3$, and in the case of $L = 4$, $R = 1/4$ is the rate of the best system. Hence, one can conclude that $R = 1/L$ is the optimum code rate. The reason of this behavior is related to the efficiency of coding. That is the effect of added redundancy doesn’t compensate for the effect of reduction in $\gamma$. As a result, the coding gain will be negative.

The effect of increasing the number of channels while the rate is constant is shown in Figures 2.11 to 2.17 for different RS code rate. These Figures demonstrate the significance of improvement in $\bar{P}$ with respect to $R$ and compare this adaptive system with $L = 2$, 3 and 4 with the case of fixed-rate at $L = 1$ (with the same rate). The following observations can be made about Figures 2.11 to 2.17.

(i) Generally speaking, increasing the number of channels $L$ will always result in improved performance at any rate $R$. 
(ii) The performance of fixed-rate system \( (L = 1) \) is unacceptable. In fact, it is worse than the uncoded system and it gets worse as the rate is reduced. This is due to the power of coding is taken from the randomness of the noise. In our channel model, the fade envelope covers the whole block and no matter what the rate of code is, it will perform worst than the uncoded case since the deep fades will severely diminish the performance. Therefore, the coding becomes a waste since it cannot suppress the effect of deep fading.

(iii) The amount of improvement of the adaptive system over the fixed-rate system increases as the rate decreases. It is so because the decrease in the rate means more freedom for adaptation.

(iv) Clustering effect referred to earlier appears here again. In the following lines, a discussion on the effect of \( R \) and \( L \) on this phenomena will be presented.

At \( R = 0.85 \) (Figure 2.11), and for \( L = 2, 3 \) and 4, the system cannot avoid using any channel when it has an instant deep fade. Hence, in the three cases, the curves are close and there is no significant improvement from increasing the number of channels over the system of fixed-rate \( (L = 1) \).

In the case of \( R = 0.75 \) (Figure 2.12), the situation is different. Here at \( L = 4 \), the system has the ability to avoid one channel, while for \( L = 2 \) and 3, the system doesn’t have this ability. Avoiding a channel is accomplished by transmitting no information,
only redundant symbols are transmitted, i.e. the code \((n,0,\rightarrow)\) is used on that channel. As a result, the \(L = 4\) case has a significant gain over the other cases.

At \(R = 0.6\) (Figure 2.13), the systems with \(L = 3\) and \(4\) can avoid one bad channel while for \(L = 2\) there is no possibility to avoid the deeply faded channel at this rate. Consequently, the curves of \(L = 3\) and \(L = 4\) are close to each other while the curve for \(L = 2\) is considerably worse.

In the case of \(R = 0.5\) (Figure 2.14) and \(R = 0.4\) (Figure 2.15), one bad channel can be avoided in the cases of \(L = 2\) and \(3\). Therefore, a significant improvement over the fixed system \((L = 1)\) is obtained. Moreover, for \(L = 4\) two bad channels can be avoided. Therefore, another major improvement is also recorded.

For the case of \(R = 0.33\) (Figure 2.16), the systems of \(L = 3\) and \(4\) have the ability of avoiding two channels. Hence, the two curves are close to each others, while the curve for \(L = 2\) is far worse.

In Figure 2.17, the throughput rate is equal to 0.25. At \(L = 4\), the flexibility of channel avoidance is very high (3 channels), in \(L = 3\) the flexibility is moderate (2 channels), in \(L = 2\) the flexibility is low (1 channel) while in the fixed-rate system there is no possibility to avoid any channel. Consequently, all curves are significantly separated. The curve of \(L = 2\) has a significance improvement over the fixed-rate system, the curve of \(L = 3\) is considerably far from \(L = 2\), and the curve of \(L = 4\) is far better than all others.
Figure 2.11: Symbol-error probability of the RS-coded MC-AFEC system at $R = 0.85$.

Figure 2.12: Symbol-error probability of the RS-coded MC-AFEC system at $R = 0.75$. 
Figure 2.13: Symbol-error probability of the RS-coded MC-AFEC system at $R = 0.6$.

Figure 2.14: Symbol-error probability of the RS-coded MC-AFEC system at $R = 0.5$. 
Figure 2.15: Symbol-error probability of the RS-coded MC-AFEC system at $R = 0.4$.

Figure 2.16: Symbol-error probability of the RS-coded MC-AFEC system at $R = 0.33$. 
Figure 2.17: Symbol-error probability of the RS-coded MC-AFEC system at $R = 0.25$. 
2.8 System performance using One $L$-code set

Instead of utilizing eight $L$-code sets for adaptation, the use of a single $L$-code set will be studied in this section. The system is still adaptive in terms of allocating the codes on each channel according to their qualities, where the highest rate code is assigned to the best channel and the lower rate codes to the poorer channels. Let $\gamma_i; i = 1,2,\ldots, L$ be the estimates of the SNR of the $i^{th}$ channel and let $\beta_q$ denotes the $qth$ ranked estimate of those $\gamma_i$’s, where $q = 1,2,\ldots,L$. To illustrate the relationship between $\gamma_i$’s and $\beta_q$’s, consider for example, the case when $L = 3$. In this case the relation will be

$$\beta_1 = \gamma_x; \beta_2 = \gamma_y; \mbox{ and } \beta_3 = \gamma_z, \mbox{ when } \gamma_x < \gamma_y < \gamma_z \quad (2.21)$$

Let $g_q(\beta_q)$ be the probability density function of the $q^{th}$ ranked of the $L$ independent identically distributed random variables. From order statistics [33], $g_q(\beta_q)$ can be expressed as

$$g_q(\beta_q) = \binom{L}{q} \left[ \int^\beta_q f(\gamma)d\gamma \right]^{q-1} f(\beta_q) \left[ \int^{\beta_q} f(\gamma)d\gamma \right]^{L-q} \quad (2.22)$$

The pdf of $\gamma, f(\gamma)$, in Rayleigh fading channel is given in Equation (1.12). Substitute this pdf in the above Equation and carry out the integration to get $g_q(\beta_q)$. After some manipulations, $g_q(\beta_q)$ can be written as

$$g_q(\beta_q) = \frac{q}{\gamma} \binom{L}{q} \left[ 1 - \exp \left[ -\frac{\beta_q}{\gamma} \right] \right]^{q-1} \exp \left[ -\frac{(L-q+1)\beta_q}{\gamma} \right] \quad (2.23)$$
In Figure 2.18, \( g_q(\beta_q) \) has been drawn for different values of \( \bar{\gamma} \).

Let the \( L \) codes of the set be ranked according to their rates in ascending order where the rank \( L \) will be assigned to the highest rate code. The \( q \)th rank code will be always assigned to the channel with SNR of \( \beta_q \). Let \( P_q \) be the post-decoding symbol error probability of the system using the \( q \)th ranked code. The overall average symbol error probability is obtained by averaging \( P_q \) over \( g_q(\beta_q) \), that is

\[
P = \frac{1}{K} \sum_{q=1}^{L} k_q \int_{0}^{\infty} P_q g_q(\beta_q) d\beta_q \quad \text{(2.24)}
\]

Figure 2.18: The pdf of the \( q \)th ranked of SNR for three independently Rayleigh faded channels with (a) \( \bar{\gamma} = 10 \text{ dB} \), (b) \( \bar{\gamma} = 20 \text{ dB} \), and (c) \( \bar{\gamma} = 30 \text{ dB} \).
Figure 2.18: (Continued).
<table>
<thead>
<tr>
<th>Set number</th>
<th>Code 1</th>
<th>Code 2</th>
<th>Code 3</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>(63,63,00)</td>
<td>(63,32,05)</td>
<td>(63,00,---)</td>
</tr>
<tr>
<td>2</td>
<td>(63,63,00)</td>
<td>(63,16,11)</td>
<td>(63,16,11)</td>
</tr>
<tr>
<td>3</td>
<td>(63,57,01)</td>
<td>(63,38,04)</td>
<td>(63,00,---)</td>
</tr>
<tr>
<td>4</td>
<td>(63,51,02)</td>
<td>(63,44,03)</td>
<td>(63,00,---)</td>
</tr>
<tr>
<td>5</td>
<td>(63,51,02)</td>
<td>(63,28,07)</td>
<td>(63,16,11)</td>
</tr>
<tr>
<td>6</td>
<td>(63,46,03)</td>
<td>(63,30,06)</td>
<td>(63,19,09)</td>
</tr>
<tr>
<td>7</td>
<td>(63,46,03)</td>
<td>(63,28,07)</td>
<td>(63,21,08)</td>
</tr>
<tr>
<td>8</td>
<td>(63,39,04)</td>
<td>(63,28,07)</td>
<td>(63,28,07)</td>
</tr>
</tbody>
</table>

Table 2.4: Eight BCH 3-code sets satisfying $R \approx 0.5$.

Consider the case of BCH-coded system with $L = 3$ and $R = 0.5$. The plots of $P$ for different code sets are shown in Figure 2.19 and compared with the original MC-AFEC system with the all eight codes given in Table 2.4. The MC-AFEC system that utilizes all of the eight sets is represented by curve A. Curve B, C and D, is the cases when we use just one code listed in Table 2.5. Observing Figure 2.19, it is clear that using all of the eight sets yields the best performance shown by curve A. A significant fall in the performance is observed for curve D compared with other cases. This is due to the code set D using all three channels, and non of them can be avoided during deep fade. On the other hand, code sets B and C have the ability to reject the deeply faded channel. A slight improvement of curve B over C is noticed and it is due to using a more powerful code over the second worst channel [32].
Figure 2.20 shows $\bar{P}$ for the RS-coded system with $R = 1/3$ and $L = 3$. Similar to the above system, curve A is the optimal case as a result of providing the system with 8 code sets of Table 2.3 including the code sets of the other curves. In curve B, all the code sets of Table 2.3 is used except Set number 1. Curves C, D, and E represent the performance of the system that uses only one code set, given in Table 2.6.

The importance of the ON/OFF code set (the first set) at high $\bar{\gamma}$ can be seen clearly when we compare curve A with curve B. While the two systems have close performance at low $\bar{\gamma}$, the system in A shows remarkable improvement at high $\bar{\gamma}$. This in fact emphasizes the dominance of the effect of the number of possibly avoidable channels at high $\bar{\gamma}$. For B, only one channel can be avoided while in A the system has the ability of avoiding two channels.

Similarly, the significance of the ON/OFF code set at high $\bar{\gamma}$ can be seen clearly when we compare curve B with curve C. The system that uses all sets except the ON/OFF code set (curve B) shows better performance at low $\bar{\gamma}$ compared to the system in C, which uses the ON/OFF code set only. However, the system in C improves faster to be better than the system in B at high $\bar{\gamma}$.

Curve D refers to the case when the system can avoid one bad channel, and hence as expected, a worse performance is noticed compared to the cases when the system can avoid two channels. Finally, if the system is not given the flexibility to avoid a channel in deep fade, the performance will be severely degraded, as seen in curve E.
The results of Figures 2.19 and 2.20 can be generalized to all cases of $R$ and $L$. One $L$-code set can be adaptively utilized with its members assigned to the diversity channels according to their quality. This set should be chosen in such a way that one of its codes is as redundant as possible, the following code is yet again as redundant as possible, and so on. This implies that the worst channel will be assigned a highly redundant code; as such as the throughput constraint permit. The optimum case would be to avoid transmission over more of the channels, as long as the throughput constraint is not violated. This will be don at the price of allowing the number of information symbols on better channels to be with weak or no coding. The code set that is chosen using this criterion will be the best of all other sets.

Let us Refer to Figure 2.1, where the code set assignment according to the instantaneous SNR of each channel in the case of $L = 2$, note that the most outer regions are when one or more channels have a low $\gamma$ which corresponds to deep fades. The code set used in the outer regions is the set number 1 (the ON/OFF code set) in Table 2.1, which is the best set that employs the method that has been described above. It is known that the major source of the severe degradation in the performance is when one channel or more is in deep fade, and it is clear from Figure 2.1 that the code set that has been assigned using the method explained above will take care of these intervals very effectively providing the best performance compared with other codes. Therefore, with the method of choosing the best set explained above, the deterioration in the system’s performance would be minimal compared with the system that uses all of the code set available.
Figure 2.19: The effect of choosing the code sets on the performance of BCH-coded MC-AFEC system with $L = 3$ and $R = 0.5$.

<table>
<thead>
<tr>
<th>Code Set</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>All eight sets of Table 2.4</td>
</tr>
<tr>
<td>B</td>
<td>(63,63,00)  (63,32,05)  (63,00,---)</td>
</tr>
<tr>
<td>C</td>
<td>(63,51,02)  (63,44,03)  (63,00,---)</td>
</tr>
<tr>
<td>D</td>
<td>(63,51,02)  (63,28,07)  (63,16,11)</td>
</tr>
</tbody>
</table>

Table 2.5: The code sets associated with the curves in Figure 2.19.
Figure 2.20: The effect of choosing the code sets on the performance of RS-coded MC-AFEC system with $L = 3$ and $R = 0.33$.

|   | All eight sets of Table 2.2 | All eight sets of Table 2.2 except the first one | (15,15,00) | (15,00,---) | (15,00,---) | (15,09,03) | (15,06,04) | (15,00,---) | (15,05,05) | (15,05,05) | (15,05,05) |
|---|-----------------------------|-----------------------------------------------|-----------|---------|---------|-----------|---------|---------|-----------|---------|---------|---------|
| A | All eight sets of Table 2.2 | All eight sets of Table 2.2 except the first one | (15,15,00) | (15,00,---) | (15,00,---) | (15,09,03) | (15,06,04) | (15,00,---) | (15,05,05) | (15,05,05) | (15,05,05) |

Table 2.6: The code sets associated with the curves in Figure 2.20.
CHAPTER 3

PERFORMANCE OF MC-AFEC SYSTEM UNDER REALISTIC CONDITIONS

3.1 Introduction

In the previous chapter, the structure and the behavior of the MC-AFEC system has been studied. This system is a form of a diversity system in the sense of utilizing multiple channels to the effect of fading. In implementation terms, this system reduces to that of selecting the optimum set of codes for a given channel estimation. As a result, the MC_AFEC system may be viewed as wider-range selective diversity. Therefore, it would be valuable to compare this system with selective combing (SC) diversity. In addition, the performance of the MC-AFEC system is studied in some realistic conditions. For instance, correlated branches and outdated channel estimates.
This chapter is organized as follows. First, a comparison with selective combining diversity system over Rayleigh fading channels is performed. Then, the effect of the correlation between diversity channels is studied. We next examine the impact of outdated estimates of the channel state information CSI on the system’s performance. In the last section, the effect of fading severity will be investigated by examining the behavior of the system over Nakagami-$m$ fading channel for different values of the parameter $m$.

### 3.2 The performance over Rayleigh fading channels

In this section, the performance of the MC-AFEC is compared to the SC over a Rayleigh fading channel for the channel model described in Section 2.3. The following was assumed about the two systems:

- The channels are slow and non-selective.
- All the diversity channels are identical on the average.
- The diversity channels are independent.
- Perfect channel state information CSI is assumed; That is, the estimates are noise free and available on time with no delay.

In Chapter 2, two methods have been presented in order to evaluate the bit error rate $P_b$. The first method is based on the evaluation of Equation 2.4 using numerical multidimensional integration, while the other is based on computer simulation.
According to these models the SER performance of the RS-coded MC-AFEC system has been evaluated with various rates $R$ and with different number of channels $L$. The results in the form of BER for the two coding schemes: Binary BCH and RS are presented here and compared to SC with different values of $R$ and $L$. Figures 3.1 to 3.3 and 3.4 to 3.6 show the BER of the RS and BCH coded systems, respectively. It can be remarked from the figures that the numerical and simulation results are matched.

Figures 3.1 and 3.4 display the performance of the MC-AFEC systems when $L=2$. Observing these figures, it can be seen that at $R = 0.5$ the MC-AFEC system operates better than the SC system by about 1 dB. However, for other values of $R$, less or more than 0.5, the performance degrades in such a manner that the system became inferior to the SC system. As a result, the MC-AFEC system better to be in rate $R = 0.5$ to have a reasonable performance compared with the SC.

If the MC-AFEC utilizes three diversity channels as in Figures 3.2 and 3.5, the performance will improve more and it can be observed that when $R \leq 1/3$, the BER is lower than the one in SC case with the same number of channels. For the case when $R = 1/3$, the BER curve is lower than the SC curve by more than 1.6dB. However, $\bar{P}_e$ get higher when $R$ is reduced below 1/3, but it is still better than the SC system. On the other hand, increasing $R$ above 1/3 will make the system worse than the SC. Consequently, the rate should be less than or preferably equal to 1/3 in order for the MC-AFEC system to perform better than SC with the same number of channels.
Figures 3.3 and 3.6 demonstrate the performance of the MC-AFEC system when $L = 4$ for the RS and BCH coded systems respectively and compared with the SC with the same number of diversity channels. The MC-AFEC systems show more improvement over the SC. It can be seen from the figures that the MC-AFEC system outperform the SC by approximately 2.5 dB when $R = 0.25$ and Still, the performance is better than the SC if the rate decreases below 0.25. Unfortunately, it became inferior to the SC when $R > 0.25$ especially at high SNR. However, for lower SNR, the system with some rates higher than 0.25 shows a better performance. For example, consider the case of $R = 0.33$, the MC-AFEC system have a better performance than the SC with $R = 0.25$ if they operate below $\bar{\gamma} = 22$ dB; to be specific, a 1.6 dB improvement can be noticed. In the same way, the system with $R = 0.4$, an improvement over the SC with $R = 0.25$ can be remarked at $P_b = 10^{-4}$ by about 1.2 dB. As a result, if the application requires the BER of about $10^{-6}$ or more, the MC-AFEC would be acceptable when the throughput is between 0.33 and 0.5 compared to the SC. However, lower rate may be needed if lower BER is required.
Figure 3.1: The performance of RS-coded MC-AFEC of various rates compared to the SC diversity with two diversity channels.

Figure 3.2: The performance of RS-coded MC-AFEC of various rates compared to the SC diversity with three diversity channels.
Figure 3.3: The performance of RS-coded MC-AFEC of various rates compared to the SC diversity with four diversity channels.

Figure 3.4: The performance of BCH-coded MC-AFEC of various rates compared to the SC diversity with two diversity channels.
Figure 3.5: The performance of BCH-coded MC-AFEC of various rates compared to the SC diversity with three diversity channels.

Figure 3.6: The performance of BCH-coded MC-AFEC of various rates compared to the SC diversity with four diversity channels.
3.3 The impact of branch correlation

In studying the performance of diversity systems, it is usually assumed that the diversity channels are independent. However, there are a number of real life cases in which this assumption is not valid. Consider, for instance, the case of space diversity. Due to physical limitations, correlation between branches may be introduced. In the literature, various correlation models have been proposed. For example, Nakagami [36] proposed a constant correlation model of dual diversity reception with nonidentical fading. Another model proposed by Aalo [37, sec. II-A] assumes $L$ identically distributed branches with constant correlation between them; that is the envelope correlation coefficient $\rho$ is the same between all pairs of channels. There are other models that adopt the exponential correlation like the one in [37, sec. II-B] where the diversity channels are assumed to be identically distributed with exponential envelope correlation coefficients between the channels pairs.

In this section, we will adopt the second realization of diversity channels presented in Section 2.2, where multiple antennas is used to achieve space diversity. We will adopt also the constant correlation model proposed by Aalo [37, sec II-A]. This model assumes that the correlation between all pairs of channels is constant which corresponds to the cases where all antennas are equidistant. Figures 3.7 and 3.8 shows the placement of equidistant antennas for the case of $L = 3$ and $L = 4$, respectively.
In this section, a numerical evaluation in addition to computer simulation will be presented for the case of dual diversity. Furthermore, simulation will be presented for the cases of $L > 2$. In these evaluations the following is assumed:

- The channels are slow and non-selective.

- All the diversity channels are identical on the average; i.e., $E[|z|^2] = 1$. 

Figure 3.7: Demonstration of three equidistant antennas.

Figure 3.8: Demonstration of four equidistant antennas.
• The diversity channels are correlated with the same envelope correlation coefficient \( \rho \) between channel pairs; that is

\[
\rho = \frac{\text{cov}(\alpha_i^2, \alpha_j^2)}{\sqrt{\text{var}(\alpha_i^2) \text{var}(\alpha_j^2)}}; \quad i \neq j, \quad 0 \leq \rho < 1
\]  

(3.1)

where, \( i, j = 1, 2, \ldots L \).

• Perfect channel state information CSI is assumed.

To evaluate \( b_P \), we need to carry out the integration in Equation (2.4). It is clear that \( b_P \) is a function of \( f(\Gamma) \). In Chapter 2, the channels has been considered independent; hence, \( f(\Gamma) = f(\gamma_1)f(\gamma_2)\ldots f(\gamma_L) \). When the channels are correlated, we need to go for the joint pdf of \( \gamma \)'s, \( f(\Gamma) = f_{\gamma_1, \gamma_2, \ldots, \gamma_L}(\gamma_1, \gamma_2, \ldots, \gamma_L) \). To evaluate \( f(\Gamma) \) for a given fading distribution \( f_{\alpha_1, \alpha_2, \ldots, \alpha_L}(\alpha_1, \alpha_2, \ldots, \alpha_L) \), one needs to use the linear transformation method.

Consider the problem of finding the joint pdf for \( L \) functions of \( L \) random variables \( \alpha = [\alpha_1, \alpha_2, \ldots, \alpha_L] \) [38]:

\[
\gamma_1 = g_1(\alpha); \gamma_2 = g_2(\alpha); \ldots \gamma_L = g_L(\alpha)
\]  

(3.2)

where \( g_i(\alpha) = \alpha_i^2 \); \( i = 1, 2, \ldots L \). The solution of \( g_i(\alpha) \) will be \( \alpha_i \) and is given by: \( \alpha_i = h_i(\Gamma) \). The set of \( h_i(\Gamma) \) is the unique solution of the set of equations in (3.2) and is given by
\[ h_i(\Gamma) = \sqrt{\frac{\gamma_i}{\bar{\gamma}}} \quad \text{; (The negative solution is omitted since } \alpha_i \geq 0). \quad (3.3) \]

To get the joint pdf of \( \Gamma \), the following equation need to be applied:

\[
f_{\gamma_1,\gamma_2,\ldots,\gamma_L}(\gamma_1,\gamma_2,\ldots,\gamma_L) = f_{a_1,a_2,\ldots,a_L}(h_1(\Gamma),h_2(\Gamma),\ldots,h_L(\Gamma)) |J(\gamma_1,\gamma_2,\ldots,\gamma_L)| \quad (3.4)
\]

Where \( J(\cdot) \) denotes the Jacobean of the transformation and is given by:

\[
J(\gamma_1,\gamma_2,\ldots,\gamma_L) = \begin{vmatrix}
\frac{\partial h_1}{\partial \gamma_1} & \cdots & \frac{\partial h_1}{\partial \gamma_L} \\
\vdots & \ddots & \vdots \\
\frac{\partial h_L}{\partial \gamma_1} & \cdots & \frac{\partial h_L}{\partial \gamma_L}
\end{vmatrix} = \left( \frac{1}{2\sqrt{\bar{\gamma}}} \right)^L \frac{1}{\sqrt[2L]{\prod_{i=1}^{L} \gamma_i}} \quad (3.5)
\]

Applying Equations (3.5) and (3.3) in (3.4) to get

\[
f_{\gamma_1,\gamma_2,\ldots,\gamma_L}(\gamma_1,\gamma_2,\ldots,\gamma_L) = f_{a_1,a_2,\ldots,a_L}\left( \sqrt{\frac{\gamma_1}{\bar{\gamma}}}, \sqrt{\frac{\gamma_2}{\bar{\gamma}}}, \ldots, \sqrt{\frac{\gamma_L}{\bar{\gamma}}} \right) \left( \frac{1}{2\sqrt{\bar{\gamma}}} \right)^L \left( \frac{1}{\sqrt[2L]{\prod_{i=1}^{L} \gamma_i}} \right) \quad (3.6)
\]

Consider the bivariate Nakagami-\( m \) pdf presented in [3]:

\[
f_{a_1,a_2}(\alpha_1,\alpha_2) = \frac{4m^{m+1}(\alpha_1 \alpha_2)^m}{\Gamma(m)(1-\rho)(\rho)^{\frac{m-1}{2}}} \exp \left[ -\frac{m}{1-\rho} (\alpha_1^2 + \alpha_2^2) \right] I_{m-1}\left( \frac{2m\sqrt{\rho}\alpha_1\alpha_2}{1-\rho} \right) \quad (3.7)
\]

where, \( \Gamma(\cdot) \) is the gamma function and \( I_{m-1}(\cdot) \) is the modified Bessel function. Applying Equation (3.7) in (3.6), to get

\[
f_{\gamma_1,\gamma_2}(\gamma_1,\gamma_2) = A(\gamma_1,\gamma_2) \frac{m^{m-1}}{\sqrt{\bar{\gamma}}^{m-1}(1-\rho)(\rho)^{\frac{m-1}{2}}} \exp\left[ -B(\gamma_1 + \gamma_2) \right] I_{m-1}\left( C\sqrt{\gamma_1\gamma_2} \right) ; \quad (3.8)
\]

where, \( A = \frac{m^{m+1}}{\sqrt{\bar{\gamma}}^{m-1}(1-\rho)(\rho)^{\frac{m-1}{2}}} \), \( B = \frac{m}{\sqrt{\bar{\gamma}}(1-\rho)} \), and \( C = \frac{2m\sqrt{\rho}}{\sqrt{\bar{\gamma}}(1-\rho)} \).
In this section, channels are modeled by Rayleigh fading. So, by setting the fading parameter \( m \) to 1, the joint PDF of \( \gamma \)'s for Rayleigh fading environment can be reduced to be

\[
f_{\gamma_1,\gamma_2}(\gamma_1,\gamma_2) = \frac{1}{\gamma^2(1-\rho)} \exp \left[ -\frac{(\gamma_1 + \gamma_2)}{(1-\rho)\gamma} \right] I_0 \left( \frac{2\sqrt{\rho \sqrt{\gamma_1\gamma_2}}}{(1-\rho)\gamma} \right)
\]  

(3.9)

Now, by applying Equation (3.9) in the integration in Equation (2.8), the BER can be evaluated numerically. The results of this numerical evaluation can be seen in Figures 3.9 and 3.10 for the correlated dual diversity channels \( (L=2) \) of the RS and BCH coded MC-AFEC systems, respectively.

Computer simulation has also been carried out for the purpose of evaluating the BER of the MC-AFEC systems for higher \( L \). For this objective, correlated vectors of Rayleigh r.v. has to be generated. In this work, the decomposing technique proposed in [35] is adopted. This technique is suitable for efficient generation of correlated Nakagami-\( m \) fading vectors. In the following lines, this technique is described briefly without proofs. For detailed analysis, the interested reader may refer to [35].

The technique in [35] is trying to solve the problem of how to generate an \( L \)-by-1 correlated Nakagami vector with fading parameter \( m \) and covariance matrix \( R_z \) from independent Gaussian vectors. Let us define the notations:

\[
x \sim N (\mathbf{0}, R_x)
\]
\[
y \sim GM (m, R_y)
\]
\[
z \sim NK (m, R_z)
\]
which indicate the vectors $x$, $y$, and $z$ follow a joint normal (Gaussian), Gamma, and Nakagami distribution, respectively. The Gaussian process has zero mean, and the fading parameter for Gamma and Nakagami is $m$. $R_x$, $R_y$ and $R_z$ correspond to the covariance matrix of the noted distributions. As a convention, $R(i,j)$ denotes the $(i,j)^{th}$ element of $R$ and $x^{o_r}$ denotes the vector obtained by taking the power of $r$ of each elements of $x$; that is

$$x^{o_r} = [x_1^r, x_2^r, ..., x_L^r]^T$$

where, T denotes transposition.

This technique involves a conversion from a set of independent Gaussian vectors to a set of correlated Gaussian vectors and a conversion from correlated Gaussian vectors to gamma vector then to Nakagami vector. This process is illustrated graphically below,

$$e_k \xrightarrow{D} x_k \xrightarrow{\sum_i (\cdot)^{o_r}} y \xrightarrow{(\cdot)^{o_r(1/2)}} z$$

where, $e_k$ is the $k^{th}$ independent identically distributed (iid) Gaussian sequence with zero mean and unit variance; that is $e_k \sim N(o, I)$, where, $I$ is the identity matrix. The symbol $D$ in the relation (3.11) is the coloring matrix decomposed from $R_x$ using Cholesky decomposition; that is

$$R_x = D D^T$$
with * denotes the Hermitian transposition. Next, the correlated Gaussian sequence \( x_k \) of covariance matrix \( R_x \) can be generated by

\[
x_k = D e_k
\]  

(3.13)

and consequently the Gamma and the Nakagami distribution can be generated using the following two equations, respectively:

\[
y = \sum_{k=1}^{2m} x_k^{\odot 2}
\]  

(3.14)

\[
z = y^{\odot (1/2)} = \left( \sum_{k=1}^{2m} x_k^{\odot 2} \right)^{\odot (1/2)}
\]  

(3.15)

The problem now is how to get \( R_x \), and hence \( D \) from \( R_z \). Following are the steps needed to get the value of \( D \):

1. Identify \( R_z \). For a given \( R_z \), the associated correlation coefficient equals

\[
\rho(i, j) = R_z(i, j) [R_z(i, i) R_z(j, j)]^{-1/2}
\]  

(3.16)

2. Obtain the cross correlation of \( y \) \( v(i, j) \) that is defined by

\[
v(i, j) = R_y(i, j) [R_y(i, i) R_y(j, j)]^{-1/2}
\]  

(3.17)

To simplify the notations, the indices of \( \rho(i, j) \) and \( v(i, j) \) will be dropped and we will use \( \rho \) and \( v \), respectively. The method of Newton-Raphson is used for finding the value of \( v \) that employs an iterative technique using the following equation,
\[
v_{i+1} = v_i - \frac{f(v)}{f'(v)}
\]  
(3.18)

with the initial value \( v_0 = \rho \) and with \( f(v) \) defined as

\[
f(v) \triangleq \varphi(m,1) \left\{ _2F_1 \left( \frac{1}{2}, \frac{1}{2}; m; v \right) - 1 \right\} - \rho
\]  
(3.19)

and \( f'(v) \) is the derivative of \( f(v) \) is given by

\[
f'(v) = \frac{\varphi(m,1)}{4m} \left\{ _2F_1 \left( \frac{1}{2}, \frac{1}{2}; m + 1; v \right) \right\}
\]  
(3.20)

where

\[
\varphi(a,b) = \frac{\Gamma^2 \left( \frac{a + b}{2} \right)}{\Gamma(a)\Gamma(a+b) - \Gamma^2 \left( \frac{a + b}{2} \right)}
\]  
(3.21)

and the hyper geometric function is defined as

\[
_eF_1(a,b;c;z) = \sum_{n=0}^{\infty} \frac{(a)_n(b)_n}{(c)_n} \frac{z^n}{n!}
\]  
(3.22)

with \( (a)_n = a(a+1)\ldots(a+n-1) \) and \( (a)_0 = 1 \).

3. Determine the covariance matrix \( \mathbf{R}_x \) of the correlated Gaussian vectors \( \mathbf{x}_k \)'s using

the following equation:
\[ R_x(i, j) = \begin{cases} 
\xi R_z(i, i) \\
\xi \{R_z(i, i)R_z(j, j)\}^{1/2}
\end{cases} \]

where

\[ \xi = \frac{1}{2m} \left[ 1 - \frac{1}{m} \frac{\Gamma^2 \left( m + \frac{1}{2} \right)}{\Gamma^2(m)} \right]^{-1} \]

4. Determine the coloring matrix \( D \) by the method of Cholesky decomposition using Equation (3.12).

5. Apply Equation (3.15) to get the desired Nakagami vector \( z \). It should be noted that this step is valid for integer \( m \) only. For non-integer \( m \), an extra step is needed before this step [35].

In our work, a Rayleigh vector is needed with the same constant correlation over all channels. To use the described technique for generating correlated vectors, one may set the parameter \( m \) to 1. The results are generated assuming that the correlation matrix \( C_z \) equals

\[
C_z = \begin{pmatrix}
1 & \rho & \cdots & \rho \\
\rho & 1 & \cdots & \\
\vdots & \vdots & \ddots & \rho \\
\rho & \cdots & \rho & 1
\end{pmatrix}
\]

Figures 3.9 and 3.10 show the BER of MC-AFEC for both RS coding and BCH coding, respectively, compared to SC, with correlated branches perturbed by Rayleigh.
fading. Consider the case of $L = 2$ in both figures. It can be noticed that the results of simulation are close to the numerical results. It is expected that the performance of the systems degrades when the channels are correlated. For the RS coded MC-AFEC and with a correlation coefficient $\rho = 0.5$, a reduction of about 1 dB is noticed in the performance. For $\rho = 0.7$ and 0.9 the performance drops by more than 2.5 dB and 5 dB, respectively. Similar observations can be noted about the BCH coded MC-AFEC and SC.

As another example, consider the case of $L = 3$. The following observations are presented for the RS-coded MC-AFEC system, and they are valid for the other two systems with minor variations. In these figures, more reduction can be observed as compared to $L = 2$; for instance, about 2 dB inferiority is noticed when $\rho = 0.5$, compared to the uncorrelated case. If $\rho$ increased to be 0.7 and 0.9 the system’s performance drops by about 3.9 dB and 7.8 dB respectively.

All systems become even more sensitive to correlation when the number of channels increased to 4. Consider the RS coded MC-AFEC systems with $L = 4$ correlated Rayleigh channels. When $\rho = 0.5$, more than 2.5 dB reduction in the performance is introduced compared to the case of uncorrelated channels. The reduction increased to about 4.4 dB for the case of $\rho = 0.7$ and more than 9 dB when $\rho = 0.9$.

It is clear from the above observations that higher correlation defeats the purpose of diversity. Because larger $L$ yields more diversity gain as compared to lower $L$, it is intuitive that the larger $L$, the more the system sensitivity to correlation.
Figure 3.9: The effect of correlation on the performance of the RS-coded MC-AFEC compared to Selective Combing diversity with (a) $\rho = 0$, (b) $\rho = 0.5$, (c) $\rho = 0.7$ and (d) $\rho = 0.9$. 

$L = 2$

$L = 3$
Figure 3.9: (Continued)

Figure 3.10: The effect of correlation on the performance of the BCH-coded MC-AFEC compared to Selective Combing diversity with (a) $\rho = 0$, (b) $\rho = 0.5$, (c) $\rho = 0.7$ and (d) $\rho = 0.9$. 
Figure 3.10: (Continued)
3.4 The Impact of Outdated Channel Estimates

In the previous sections, it has been assumed that the Channel State information CSI provides perfect estimates of the channel’s SNR. However, in practice these estimates must be delivered in the presence of noise and time delay. As we stated earlier, with 8 code sets, only 3 bits are needed to be transmitted over the feedback channels. Thus, a strong coding can be applied which may validate the assumption of noiseless estimates [32]. However, time delay may not be avoided; hence, the impact of outdated channel estimates on the performance is studied in this section. With a delay of duration of 1 block transmission, the BER behavior of the RS and BCH coded MC-AFEC system will be compared with the SC through computer simulation.

In order to simulate the behavior of the system under outdated CSI, the correlation between fading samples should be considered. We will assume that the auto-correlation of the generated fading coefficients follow the Bessel function $J_0$ given by:

$$ R(\tau) = J_0(2\pi f_D \tau) $$

(3.25)

All Jake’s-like fading generators are designed around this auto correlation behavior. Jake’s method has earned considerable popularity. In addition to its simplicity, it is computationally attractive. However, the original algorithm by Jake [41] has a problem with persistence correlation between generators. A Jake’s-like fading generator has been presented in [40], which solves this problem and still has good statistical behavior: it
approximates the complex Gaussian random process very well, it is wide-sense stationary and uncorrelated generators can be created easily.

This generator assumes \( N_s \) scatterers equi-spaced in azimuth around the mobile (their distance is irrelevant). All scattered signals have the same amplitude but with random phases \( \phi_i \). It is also assumed that the mobile is translated a distance \( x \), the angle of each scatterer \( i \) is \( \theta_i \) with respect to the direction of movement. Under these assumptions the complex gain can be written as

\[
g(t) = \frac{1}{\sqrt{N_s}} \sum_{i=0}^{N_s-1} \exp \left[ j \left( \phi_i + \omega_i t \right) \right] \tag{3.26}
\]

where \( \omega_i = 2 \pi f_D \cos(\theta_i) \). A computationally efficient form of complex gain generator equivalent to (3.26) is given by,

\[
g(u) = \frac{1}{\sqrt{N_s}} \sum_{i=0}^{N_s-1} \exp \left[ G_i + u G_{i+N_s} \right] \tag{3.27}
\]

where \( u = x / \lambda = f_D t \) (\( \lambda \) is the wave length and \( f_D \) is the Doppler frequency), and \( G \) is a vector contains the state variables of the generator: the first half of \( G \) holds the randomized phases \( \phi_n \), and the second holds the Doppler shifts, also randomized by the selection of the first arrival angle \( \theta_0 \). The vector \( G \) is initialized using the algorithm given in Figure 3.11 [40].
Figure 3.11: Algorithm of generating $G$, the state variables of the Jakes-like generator.

This algorithm uses the function nonWSS to check if the initialized $\theta_0$ generates a non-WSS behavior or not. Two conditions are examined for this purpose; if these
conditions are satisfied, this value of $\theta_0$ is accepted. Otherwise, the algorithm needs to regenerate another value of $\theta_0$. The conditions are [40]:

- The number of scatters $N_s$ must be odd.
- No arrival angle equals to $\pi/2$ or $-\pi/2$.

The nonWSS($\theta_0, N_s, \varepsilon$) procedure does these checks ($\varepsilon$ is a threshold for the “closeness” to the non-WSS behavior). This procedure is illustrated in Figure 3.12 and it will return 1 if it is close to the non-WSS behavior and 0 if not.

```plaintext
procedure nonWSS ($\theta_0, N_s, \varepsilon$)
integer $N_s$, i, flag
real $\theta, \theta_0, \varepsilon$
flag ← 0
flag ← 1 if mod($N_s, 2$)≠0
for i ∈ 0..$N_s$ – 1 do
    $\theta ← \theta_0 + \frac{2\pi \cdot i}{N_s}$
    flag ← 1 if $|\theta - \frac{\pi}{2}| < \varepsilon$
    flag ← 1 if $|\theta + \frac{\pi}{2}| < \varepsilon$
end do
end procedure nonWSS
```

Figure 3.12: Procedure to check for the WSS behavior of the Jake’s-like generator.
We would like to make sure that our fading generators are uncorrelated. The method is simple: give the different generators different values of first angle $\theta_0$. To prove that, let’s define the process:

$$g_1(t) = \frac{1}{\sqrt{N_s}} \sum_{i=0}^{N_s-1} \exp[j(\phi_1i + \omega_1i \cdot t)]$$

$$g_2(t) = \frac{1}{\sqrt{N_s}} \sum_{i=0}^{N_s-1} \exp[j(\phi_2i + \omega_2i \cdot t)]$$

Their cross-correlation must be zero which is given by

$$\text{Avg}_t (g_1(t) \cdot g_2(t - \tau)) = \frac{1}{N_s} \sum_{i=0}^{N_s-1} \sum_{k=0}^{N_s-1} e^{j(\phi_1i - \phi_2k)} \cdot \text{Avg}_t [e^{j\cdot\omega_1\cdot t} - e^{j\cdot\omega_k\cdot (t-\tau)}]$$

$$= \frac{1}{N_s} \sum_{i=0}^{N_s-1} \sum_{k=0}^{N_s-1} e^{j(\phi_1i - \phi_2k)} \cdot e^{j\cdot\omega_k\cdot t} \cdot \text{Avg}_t [e^{j\cdot(\omega_k - \omega_1)\cdot t}]$$

If the Doppler shifts $\omega_i$ and $\omega_k$ are all different, then the average is zero, as wanted.

These Doppler shifts are dependent on the offset arrival angles. According to the algorithm, these angels are in the range $0 \leq \theta_1, \theta_2 < \frac{2\pi}{N_s}$, and in order to have the Doppler shifts all different, we simply need to ensure that $\theta_1 \neq \theta_2$. In other words we have to make sure that the two angles are not too close together and this can be generalized to any pair of fading generators.
In broad terms, the time variability of a flat fading wireless channel depends on the relative velocity between transmitter and receiver or moving scatterers in the environment, with respect to the transmission rate. A common way to quantify this is to refer to the Doppler rate $f_D T$, which is defined as the product of the maximum Doppler frequency shift $f_D$ experienced by a mobile receiver and the transmission symbol period $T$. Lower Doppler rates lead to slower varying channels, where the time correlation between successive channel gains is larger.

In our work, $L$ identical and uncorrelated Jake’s-like generators have been used, with $N_s = 15$ and $\epsilon = 0.01$ and with different values of Doppler rate, to study the effect of outdated channel estimates. Figures 3.13 to 3.16 show the performance of the MC_AFEC system assuming that the CSI is delayed by duration of transmission of one block. In these figures there are five curves. Curve A displays the performance for the MC-AFEC system undergoing no outdated CSI while the effect of outdated CSI with different Doppler rates is shown in Curves B, C and D. On the other hand, the effect of outdated CSI on selective combing is illustrated in curves E and F. See Table 3.1 in which the definition of these curves are presented.

For the case of $L = 2$, Figures 3.13 and 3.15 demonstrate the effect of Doppler rate on the performance of the RS and BCH coded MC-AFEC system, respectively, in the presence of outdated channel estimates. Considering Figure 3.13, it can be observed that as the Doppler rate increases, the BER increases as well. While the reduction in performance, at $\gamma = 30$ dB, doesn’t exceed 0.25 dB when $f_D T = 0.375 \times 10^{-4}$ (Curve B), it
became around 2 dB when $f DT$ is increased to $0.15 \times 10^{-3}$ (Curve C) and higher than 4 dB if $f DT$ is increased further to $0.375 \times 10^{-3}$ (Curve D).

Observing Figure 3.13, one can notice that the increase in BER becomes more significant as the SNR gets higher. In case B, this behavior is not clear since the reduction in the performance is not that much. However, this effect can be seen clearly in case C, where, with almost 0 dB reduction in the performance at $\gamma$ below 10 dB, the reduction becomes about 2 dB at $\gamma = 30$ dB. The situation get worst in case D; with almost 0 dB when $\gamma$ is below 5 dB, the performance degraded as $\gamma$ increases to be more than 4 dB when $\gamma$ reaches 30 dB.

The selective combing system performs better than the MC-AFEC system in the presence of outdated estimates. From Figure 3.13, with $f DT = 0.375 \times 10^{-4}$ (Curve F) and $\gamma = 30$ dB, the reduction in BER is still insignificant. One can conclude that SC is more immune to outdated estimate. However, the BER in MC-AFEC is still lower than the SC in most cases. As in case B, the MC-AFEC performs better than SC at all values of $\gamma$. In this case, the MC-AFEC system outperforms SC by about 1 dB when $\gamma = 30$ dB. Moreover, the MC-AFEC still performs better than SC in case B, but only when $\gamma$ is below 25 dB, and when $\gamma$ is below 20 dB in case D. However, the MC-AFEC system gets worse than the SC when $\gamma$ is greater than 25 dB in case C and it gets worst in case D. The same comments can be said about the BCH coded system (Figure 3.15).

In the same way, the performance of the MC-AFEC with $L = 3$ deteriorates more as the Doppler rate increases in the presence of outdated channel estimates (Figures 3.14
and 3.16. In Figure 3.14, the RS coded system shows a very small deterioration in the performance (about 0.5 dB at $\gamma = 30$ dB) when $f_dT$ is as small as $0.375 \times 10^{-4}$ (Curve B). This deterioration is enlarged to be about 3 dB for $f_dT = 0.15 \times 10^{-3}$ (Curve C). For $f_dT = 0.375 \times 10^{-3}$ (Curve D), the performance gets worse by about 6 dB. Like the case of $L = 2$, with $L = 3$ the increase in BER became more intense as the SNR gets higher, and it is even more sensitive than the case of $L = 2$. For example, consider case C. While there is no increase in the BER over the case of no outdated estimates if $\gamma$ is below 20 dB, it grows to be worse by over 3 dB at $\gamma = 30$ dB. As another example, consider case D where the deterioration increases by more than 6 dB when $\gamma$ is as high as 30 dB. While, it gets better as $\gamma$ decreases to be equivalent to the case of no outdated estimates when $\gamma$ decreases below 10 dB.

Consistently, SC shows more immunity to the effect of outdated estimates than the MC-AFEC system when $L = 3$. It is clear from Figure 3.14 that the deterioration in the performance of SC system caused by the outdated estimation is insignificant compared to the MC-AFEC even at $f_dT = 0.375 \times 10^{-3}$. Eventhough, the MC-AFEC system shows a better performance in most times specially at low $\gamma$. Consider, for instance, case C, the system performs better than SC when $\gamma$ is less than 28 dB and when $\gamma$ is less than 21 dB in case D. However, in case B, the MC-AFEC shows a better performance at all values of $\gamma$ to be about 2 dB better than SC at $\gamma = 30$ dB. On the other hand, SC performs better than the MC-AFEC in the cases C and D at a very high $\gamma$ as in the case of $\gamma = 30$, where SC outperforms the MC-AFEC system by 0.7 dB and
3.4 dB, respectively. The same observations can be noted about the BCH-coded MC-AFEC system (Figure 3.16).

In short, the impact of outdated CSI on the performance is dependent on the values of $f_D T$ and $\bar{\gamma}$. For smaller $f_D T$, the effect is less significant, but as $f_D T$ increases the sensitivity to the outdated CSI increases as well. Similarly, at low $\bar{\gamma}$ the impact is very low while it becomes more intense as $\bar{\gamma}$ increases. On the other hand, SC shows more immunity to the outdated CSI, and its superiority appears at high $\bar{\gamma}$.

We conclude this section be answering two questions. The first question, is why does the increase of Doppler rate lead to a worse performance in the presence of outdated estimates? And the second is why the situation gets worse as the SNR gets higher? To answer the first question recall the autocorrelation function in Equation (3.25), sketched in Figure 3.17. In this figure, the autocorrelation function is drawn for the three values of $f_D$’s: 10, 40 and 100 Hz. It is clear from the figure that as $f_D$ increases the auto correlation function decays faster; thus, the correlation between fading samples decreases as $f_D$ increases. As a result, when $f_D$ gets smaller, the correlation between the actual (new) $\bar{\gamma}$ and its outdated estimate gets higher; hence the deterioration in the performance is minimal. However, when $f_D$ is high, the correlation between the new $\bar{\gamma}$ and its estimate will be low; and hence an erroneous estimation may occur which result in a more degradation in the performance.

The answer of the second question is some how harder to explain. However, let’s try to answer it from the concept of deep fade. As explained earlier, when one or more
channels has/have a very low instantaneous SNR (or in deep fade), the system tries to avoid that/those bad channels; that is, the system will use the ON/OFF code set. On the other hand, if all channels are in good conditions (high SNR), the system tries to utilize all channels with moderate coding.

Now, when the system has a low $\gamma$, it will have the instantaneous SNR being low with a high probability, which means that the system will use the ON/OFF code set with a high probability. Using ON/OFF code set is equivalent to SC system where both systems are ignoring the bad channel and utilizing the good channel without employing any coding. With such code set, and with the strong correlation between fading samples, the switching between deep fade to good condition in the bad channel or from good condition to deep fade in the good channel is improbable. In addition, the influence of that switching on the performance is minimal. Hence, the degradation in the performance at low $\gamma$ is insignificant.

On the other hand, if the system operates at high $\gamma$, it means that the system is utilizing all channels with moderate coding with high probability. If the system is using all channels for transmission and the system is being in a deep fade, there will be errors for sure even though the occurrence of deep fades has a very low probability. The influence of these errors on the performance is significance at high $\gamma$; hence, the degradation of the performance is large at high $\gamma$. 
Table 3.1 Representation of the curves used in Figures 3.13 to 3.16.

<table>
<thead>
<tr>
<th>Curve</th>
<th>System</th>
<th>Doppler rate ( (f_D T) )</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>MC-AFEC (no outdated CSI)</td>
<td>0.375 \times 10^{-3}</td>
</tr>
<tr>
<td>B</td>
<td>MC-AFEC</td>
<td>0.375 \times 10^{-4}</td>
</tr>
<tr>
<td>C</td>
<td>MC-AFEC</td>
<td>0.15 \times 10^{-3}</td>
</tr>
<tr>
<td>D</td>
<td>MC-AFEC</td>
<td>0.375 \times 10^{-3}</td>
</tr>
<tr>
<td>E</td>
<td>SC (no outdated CSI)</td>
<td>0.375 \times 10^{-3}</td>
</tr>
<tr>
<td>F</td>
<td>SC</td>
<td>0.375 \times 10^{-3}</td>
</tr>
</tbody>
</table>

Figure 3.13: The effect of outdated CSI on the performance of the RS-coded MC-AFEC compared to SC over \( L = 2 \) channels modeled by Jakes like fading model.
Figure 3.14: The effect of outdated CSI on the performance of the RS-coded MC-AFEC compared to SC over $L = 3$ channels modeled by Jakes like fading model.

Figure 3.15: The effect of outdated CSI on the performance of the BCH-coded MC-AFEC compared to SC over $L = 2$ channels modeled by Jakes like fading model.
Figure 3.16: The effect of outdated CSI on the performance of the BCH-coded MC-AFEC compared to SC over \( L = 3 \) channels modeled by Jakes like fading model.

Figure 3.17: The auto correlation function \( R(\tau) = J_0(2\pi f_D \tau) \) for different values of \( f_D \).
3.5 **Effect of fading severity**

In this section, the effect of fading severity on the performance of the MC-AFEC will be investigated. For this purpose, the amount of fading (AF), or “fading figure”, will be adopted. This term is associated with the fading pdf and it is defined by:

\[
AF = \frac{\text{var}(\alpha^2)}{(E(\alpha^2))^2} = \frac{E(\gamma^2) - (E(\gamma))^2}{(E(\gamma))^2}
\]  

(3.29)

with \(E(.)\) denoting the statistical average and \(\text{var}(.)\) denoting variance. This term was introduced by Charash [39] as a unified measure of the severity of fading [3].

For the purpose of this study, the Nakagami-\(m\) fading model is utilized to examine the behavior of the MC-AFEC with different amounts of fading AF. The Nakagami-\(m\) distribution is given by

\[
p_\alpha(\alpha) = \frac{2m^m \alpha^{2m-1}}{\Omega^m \Gamma(m)} \exp\left(-\frac{m \alpha^2}{\Omega}\right), \quad \alpha \geq 0
\]  

(3.30)

where \(m\) is the Nakagami-\(m\) fading parameter which ranges from \(1/2\) to \(\infty\). Applying Equation (2.1) shows that the SNR per symbol, \(\gamma\), is distributed according to the gamma distribution given by

\[
p_\gamma(\gamma) = \frac{m^m \gamma^{m-1}}{\gamma^* \Gamma(m)} \exp\left(-\frac{m \gamma}{\gamma^*}\right), \quad \gamma \geq 0
\]  

(3.31)
The Nakagami-\(m\) distribution typically agrees with experimental data of land-mobile and indoor-mobile multipath propagation [3].

To calculate AF for the Nakagami-\(m\) distribution, the averages in Equation (3.29) need to be calculated. The moments of \(\gamma\) are given by [3]:

\[
E[\gamma^k] = \frac{\Gamma(m+k)}{\Gamma(m) m^k} \overline{\gamma}^k
\]  \hspace{1cm} (3.32)

From the above equation, the first two moments are

\[
E[\gamma] = \overline{\gamma}
\]  \hspace{1cm} (3.33)

\[
E[\gamma^2] = \frac{\Gamma(m+2)}{\Gamma(m) m^2} \overline{\gamma}^2 = \frac{(m+1)(m)\Gamma(m)}{\Gamma(m) m^2} \overline{\gamma}^2 = (1 + \frac{1}{m})\overline{\gamma}^2
\]  \hspace{1cm} (3.34)

Substitute Equations (3.33) and (3.34) in (3.29) to get AF for Nakagami-\(m\) fading, yielding after simplification,

\[
AF = \frac{1}{m}
\]  \hspace{1cm} (3.35)

The performance of the MC-AFEC system will be evaluated with different values of AF. This will be done by changing the fading parameter \(m\). In this work, three AF values will be considered: 1, 1/2 and 1/4, for \(m = 1, 2\) and 4, respectively. For each value of \(m\) and \(L\), \(\overline{P}_b\) of the MC-AFEC system is compared with SC and MRC systems with the same \(m\) and \(L\). The evaluation will be carried out using the numerical evaluation method described in Section 2.6 with the following assumptions:
• The channels are slow and non-selective.

• All the diversity channels are identical on the average; i.e., $E[|\alpha|^2] = 1$.

• The diversity channels are independent.

• Perfect channel state information CSI is assumed. That means the estimates are noise free and no time delay is encountered.

Figures 3.18 to 3.23 demonstrate the behavior of $\bar{P}_b$ of the MC-AFEC systems with different number of channels. In each figure, there are three groups of curves, corresponding to three values of the fading parameter, namely, $m = 1$ (AF = 1), $m = 2$ (AF = 1/2), and $m = 4$ (AF = 1/4). The effect of fading severity is clearly seen in these figures; that is as AF decreases the performance shows a significant improvement. However, the MC-AFEC shows more improvement compared to the other systems.

Consider the case of $L = 2$ (Figure 3.18), the RS coded system shows an improvement of about 1.5 order of magnitude (from $9 \times 10^{-5}$ to $4 \times 10^{-7}$) at $\gamma = 20$ dB when AF is reduced from 1 to 1/2; (i.e. m is increased from 1 to 2). Four orders of magnitudes are observed when $m$ is increased from 2 to 4. The same observations are valid when $L = 3$ (Figure 3.19). In this case, it can be noticed that with the decrease of AF from 1 to 1/2, two order of magnitude reduction in $\bar{P}_b$ is observed and more than four order of magnitudes reduction if AF reduced from 1/2 to 1/4 at $\gamma = 19$ dB.

For the case $L = 4$, a significant reduction of $\bar{P}_b$ is also remarked as AF decreases. Reducing AF from 1 to 1/2 causes a reduction in $\bar{P}_b$ of about three orders of magnitudes
(from $2 \times 10^{-5}$ to $2.7 \times 10^{-8}$) and about four order of magnitudes reduction is observed when the AF reduced from $1/2$ to $1/4$ at $\bar{\gamma} = 17$ dB. The same observations can be noted for the BCH coded system (Figures 3.21 to 3.23).

To compare the performance of the MC-AFEC system with the SC and MRC systems as the amount of fading AF changes, consider the Figures 3.15 to 3.23 again. For the case of $L = 2$, Figures 3.18 and 3.21 shows the behavior of RS coded system and BCH coded system, respectively. While the improvement in the RS coded system over the SC doesn’t exceed 0.5 dB in the case of $m=1$, an improvement of about 1.4 dB is observed when $m= 2$ and more than 2dB in the case of $m= 4$ at $P_b = 2 \times 10^{-6}$. However, the RS coded system lags MRC by about 0.3 dB at $P_b = 2 \times 10^{-6}$. This inferiority is reduced as $m$ increases. Accordingly, the reduction in performance is lowered to be less than 0.2 dB when $m= 2$. If $m$ became higher, MC-AFEC tends to outperform MRC as in the case of $m= 4$, where the RS coded system are better than MRC by more than 0.3 dB.

The same observations can be remarked about the BCH coded system (Figure 3.21) with more improvements. For instance, at $m = 2$, the BCH system behaves almost as the MRC system with no considerable difference. More improvement can be noticed when $m= 4$, with more than 3.4 dB over the SC system and about 1.1 dB over MRC.

Figures 3.19 and 3.22 demonstrate the performance of the MC-AFEC system with the two coding techniques. From these figures, it can be observed that the system shows more improvement. For example at $m= 1$ (AF= 1), around 1.8 dB superiority is noticed compared to SC. Still the lag to MRC is noticed of about 0.9 dB. Again, the lag
is reduces as AF decreases to be about 0.5 dB in the case of AF = 1/2. As in the case of 
$L = 2$, when $m = 4$ (AF = 1/4), the RS coded system provide a better performance 
compared to MRC system with about 0.4 dB at $P_b = 1 \times 10^{-10}$ and much better compared 
to the SC system with more than 4 dB. Similarly, the BCH system shows a significant 
improvement especially in the case of AF = 1/2 and more at AF = 1/4. In the case of $m = 2$ (AF = 1/2), the system provides 3 dB improvement over the SC and it again matches 
the performance of the MRC system. In the same way, more improvement can be 
figured out at AF = 1/4, where the system provides about 0.7 dB over the MRC system 
and about 4.3 dB over SC.

The same observations is noticed in the case of $L = 4$ (Figures 3.20 and 3.23), 
with more improvement. For example, at $m = 4$, the RS coded MC-AFEC system is 
more than 4.5 dB better than the SC system and more than that for BCH coded system. 
In addition, it outperforms MRC by about 0.9 dB in the case of BCH coded system.

We can summarize our observation in the following:

- By decreasing AF, more improvement in $P_b$ is noticed for all systems.
- In all cases, the MC-AFEC system outperforms SC, and the superiority of 
  the MC-AFEC system increases with the decreases of AF.
- In most cases, MRC performs better than the MC-AFEC system. 
  However, the inferiority of the MC-AFEC system decreases as AF 
  decreases to the point that it outperforms MRC when AF = 1/4.
Figure 3.18: The performance of the RS-coded MC-AFEC system at $R = 1/L$ compared to SC and MRC over $L = 2$ Nakagami fading channels with different values of $m$.

Figure 3.19: The performance of the RS-coded MC-AFEC system at $R = 1/L$ compared to SC and MRC over $L = 3$ Nakagami fading channels with different values of $m$. 
Figure 3.20: The performance of the RS-coded MC-AFEC system at $R = 1/L$ compared to SC and MRC over $L = 4$ Nakagami fading channels with different values of $m$.

Figure 3.21: The performance of the BCH-coded MC-AFEC system at $R = 1/L$ compared to SC and MRC over $L = 2$ Nakagami fading channels with different values of $m$. 
Figure 3.22: The performance of the BCH-coded MC-AFEC system at $R= 1/L$ compared to SC and MRC over $L = 3$ Nakagami fading channels with different values of $m$.

Figure 3.23: The performance of the BCH-coded MC-AFEC system at $R= 1/L$ compared to SC and MRC over $L = 4$ Nakagami fading channels with different values of $m$. 
To examine the effect of changing the number of diversity channels consider Figures 3.24 to 2.27. In each figure, the BER of the MC-AFEC is compared to the SC and MRC systems with different values of $L$ for a certain value of $m$. Observing the figures we notice the following:

- As $L$ increases the performance is increased as well.

- At a very low SNR, increasing the number of channels reduces the performance. This means that the MC-AFEC system, like the SC system, is inefficient at very low SNR.

- At a very low SNR the system tends to follow the SC system. This is not surprising since at a noisy environment the MC-AFEC system will more likely use the ON/OFF code set, the set that mimics the SC operation.

- At a very high SNR the system tends to follow the MRC system. That is because at high SNR the MC-AFEC tries to utilize the CSI of the channel efficiently by assigning the appropriate code set.

- As $m$ increases, the improvement of the MC-AFEC system is more than that of MRC. That is because as $m$ increases the channel tends to be Gaussian. In Gaussian environment, no significant improvement can be noticed in the MRC system since it just became a repetitive code. However, using BCH or RS code in Gaussian channels will improve the performance.
Figure 3.24: The performance of the RS-coded MC-AFEC system at $R= 1/L$ compared to SC and MRC over different number of Nakagami fading channel with $m = 1$.

Figure 3.25: The performance of the RS-coded MC-AFEC system at $R= 1/L$ compared to SC and MRC over different number of Nakagami fading channel with $m = 2$. 
Figure 3.26: The performance of the RS-coded MC-AFEC system at $R = 1/L$ compared to SC and MRC over different number of Nakagami fading channel with $m = 4$.

Figure 3.27: The performance of the BCH-coded MC-AFEC system at $R = 1/L$ compared to SC and MRC over different number of Nakagami fading channel with $m=1$. 
Figure 3.28: The performance of the BCH-coded MC-AFEC system at $R = 1/L$ compared to SC and MRC over different number of Nakagami fading channel with $m=2$.

Figure 3.29: The performance of the BCH-coded MC-AFEC system at $R = 1/L$ compared to SC and MRC over different number of Nakagami fading channel with $m=4$. 
As a final point, consider Figures 3.30 to 3.35, where the performance of RS coded system is plotted versus the BCH system with different number of channels and with different fading parameters. It can be seen that with at $m = 1$ the two systems perform almost the same with RS system is getting slightly better at very low SNR. However, increasing $m$ will make the BCH system superior to the RS system. The cause of this behavior is the ability to correct random noise, since the BCH codes are more powerful in random error correction than RS codes. And as $m$ increases, the randomness of the noise increases as well. Hence, The BCH coded system will always perform better than RS coded system at higher $m$ values.

![Graph showing performance comparison between RS-coded and BCH-coded systems](image)

Figure 3.30: Comparison between RS-coded MC-AFEC and BCH coded system in Nakagami-$m$ fading of different values of $m$ with two diversity channels.
Figure 3.31: Comparison between RS-coded MC-AFEC and BCH coded system in Nakagami-$m$ fading of different values of $m$ with three diversity channels.

Figure 3.32: Comparison between RS-coded MC-AFEC and BCH coded system in Nakagami-$m$ fading of different values of $m$ with four diversity channels.
Figure 3.33: Comparison between RS-coded MC-AFEC and BCH coded system in Nakagami-$m$ fading of $m=1$ with different number of diversity channels.

Figure 3.34: Comparison between RS-coded MC-AFEC and BCH coded system in Nakagami-$m$ fading of $m=2$ with different number of diversity channels.
Figure 3.35: Comparison between RS-coded MC-AFEC and BCH coded system in Nakagami-$m$ fading of $m = 4$ with different number of diversity channels.
CHAPTER 4

CONCLUSIONS AND SUGGESTIONS
FOR FURTHER WORK

4.1 Conclusions

In this thesis, forward error correction has been employed in an adaptive way to improve the performance of communication transmission over number of parallel channels perturbed by fading. The adaptive technique was applied to minimize the BER of the system under the constraint of fixed throughput; that is, the overall rate of flow of transmitted symbols from transmitter to the receiver was fixed, but the rates of the codes used for each channel was adjusted to match the prevailing channel state information
CSI. Channels having poor quality are allocated fewer information symbols and more check symbols, and better quality channels are allocated an increased number of information symbols and a reduced number of check symbols. This system, referred to as Multi-Channel Adaptive Forward Error-Correction (MC-AFEC) system has been studied under different environments. The performance of this system shows an improved performance compared to classical diversity systems with the advantage of having flexible throughput rate, but with the cost of increasing the complexity of the system, where the price is the added feedback channel and error correction coding.

In Chapter 2, the MC-AFEC system has been described and analyzed in details. In addition, the optimization technique and the evaluation methods used in this work have been explained. Two evaluation methods have been discussed: numerical integration and computer simulation. The results of the two methods are found matched. It has been found also that the performance of the MC-AFEC system does not improve linearly with increasing the number of channels or decreasing the throughput. In fact, the performance is dependent on the relative values of the throughput $R$ and the number of channels $L$, where small and gradual changes in the BER have been noticed over the interval $\frac{i-1}{L} < R \leq \frac{i}{L}$, $i = 1,2,\ldots,L$. However, at $R = \frac{i}{L}$, a large change has been remarked. It has been concluded that no decrease in $R$ below $1/L$ will lead to an improvement in the performance; in fact the performance deteriorates as the system operates below $1/L$. 
In the last section of Chapter 2, the effect of using one code set on the performance has been studied. It has been shown that by using a single code set selected in a particular way, most of the advantages of adaptation can be obtained, and the performance in this case is shown to be slightly inferior to that obtainable with larger number of code sets.

In chapter 3, the performance of the MC-AFEC system has been studied in different environments and compared to classical diversity systems. The chapter started by a comparison between the MC-AFEC system and SC over Rayleigh fading channels. It has been found that the MC-AFEC system outperforms SC for the same rate and the same number of channels, and in some cases the MC-AFEC with higher throughput can outperform SC at moderate and low SNR.

The effect of correlation has been investigated by means of numerical evaluation and computer simulation in the case of dual diversity. For the case of $L > 2$, simulation only has been employed to evaluate the BER of the system. In the evaluation, the same correlation coefficient $\rho$ was assumed between channel pairs. The techniques of generating correlated branches have been explained for both evaluation methods. It has been found that the BER of both systems: MC-AFEC and SC, increases with the increase of the correlation between channels. It has been shown that both systems become more sensitive to the correlation as the number of diversity channels increases. It has been found also that the behavior of the MC-AFEC agrees with SC behavior. However, the performance of the MC-AFEC is still better than that of SC at all values of $\rho$. 
The MC-AFEC system has been simulated in the presence of delayed channel state information CSI to study its impact on the performance. A Jakes-like algorithm has been utilized to model the channels. With different values of Doppler rate $f_D T$, the BER has been calculated and compared to SC. It has been shown that the impact of outdated CSI on the performance is dependent on the values of $f_D$ and SNR. As $f_D T$ increases the sensitivity to the outdated CSI increases as well. In the same way, at low SNR the effect of outdated CSI was found to be insignificant while it becomes more severe as SNR increases. On the other hand, SC shows more immunity to the outdated CSI, and its superiority appears at high SNR.

In the last section, the effect of fading severity has been studied and compared to MRC and SC. For this purpose, the amount of fading (AF) has been adopted to measure the severity of fading. The BER of the system has been evaluated over Nakagami-$m$ fading channels with different AF (or $m$) values. It has been found that the system shows more improvement with the decrease in AF compared to MRC and SC. It has also been found that the MC-AFEC system outperforms SC in all cases, and the superiority of the MC-AFEC system increases with the decreases of AF. However, MRC was found to perform better than the MC-AFEC system in most cases. Nevertheless, the inferiority of the MC-AFEC system decreases as AF decreases to the point that it outperforms MRC when AF= 1/4.

The final section concluded by a comparison between the BCH-coded system and the RS-coded systems over Nakagami-$m$ fading channels with different amounts of fading. It has been found that both systems have close performance when AF= 1.
However, at very low SNR, the RS-coded system shows a very small improvement over the BCH-coded system; whereas at high SNR the performance of BCH-coded systems tends to be better at higher SNR. Moreover, when AF decreases, the improvement of the performance of the BCH-coded system tends to be better than that of RS-coded system, which makes the BCH-coded system superior to the RS-coded system at AF > 1.

4.2 Suggestions for further work

In view of the findings of this work, the following suggestions is made for carrying out further work in this area:

1. The MC-AFEC system relies, to a large extent, on accurate channel state information CSI. In practice, CSI must be obtained in the presence of noise and delay. The effect of delayed CSI has been considered in Chapter 3. However, the effect of erroneous estimates has not been considered. The CSI has been assumed error free, which means that the estimates are perfect and the feedback channels are noise free. It would be worth studying the effect of errors in both cases. This actually would require evaluating the performance of the system employing a specific channel quality estimation method.

2. The channels were assumed to be perturbed by block fading. Block fading implies that the fading should be very slow, which makes the channels more likely frequency selective. That is because, in order to
have slow fading channel, the bandwidth of the transmitted signal should be much greater than the Doppler spread, and increasing the bandwidth of the signal increases the chance of the frequency selectivity of the channel. Thus, it would be valuable to investigate the behavior of the system over frequency selective block fading channels.

3. Coherent BPSK has been assumed as the modulation scheme of the MC-AFEC system. Since RS codes are non-binary codes, it would be worth studying the performance of the system using non-binary modulation scheme. In addition, ideal coherent phase detection was assumed. It would be valuable to study the impact of non-ideal coherent detection of the phase. In addition, the performance of the system can be studied for different modulation schemes and various error correcting codes.

4. In the study of the effect of branch correlation, outdated CSI and fading severity, each factor has been studied separately. It would be valuable to combine the effect of two or three factors together. For example, the effect of branch correlation or outdated estimates can be studied with different amount of fading.
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