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The notion of pure subgroups was first introduced by Prüfer in 1923. A subgroup $G$ of a group $A$ is said to be pure in $A$ if the equation $nx = g$, where $n \in \mathbb{Z}$ and $g \in G$, is solvable in $G$ whenever it is solvable in $A$. The notion of purity was extended to submodules by several authors (e.g. Cohn, Fuchs, and Walker), and has since become an extensively studied topic in module theory. In 1967, B. H. Maddox introduced absolutely pure modules. This notion was studied and developed by other authors, for example C. Megibben and B. Stenström. In this thesis we will present various properties of absolute purity, as well as some ring characterizations that use this notion. A generalization of absolute purity, due to Lee, will also be discussed.
ملخص الرسالة

اسم الطالب الكامل: حسین يحيى أحمد الحمالي

عنوان الدراسة: الموديولات النقية مطلقاً والمفاهيم المرتبطة بها

التخصص: رياضيات

تاريخ الدرجة: مايو 2005

طورت فكرة الزمرة الجزئية مبدئياً عام 1922م بواسطة العالم الرياضي
برافر. نقول أن الزمرة الجزئية ج من الزمرة ع أنها نقية في ع إذا كانت
المعادلة $\exists=0$, حيث أن $\exists=0$ (مجموعة الأعداد الصحيحة) و
$\exists=0$ قابلة للحل في ع عندم تكون قابلة للحل في ع. عزمت بعد ذلك فكرة
النقاقة على الموديولات بواسطة عدد من الكتب (على سبيل المثال كونن،
فووكس و وكر), ومنذ ذلك الحين أصبح موضوع نقاوة الموديولات من
المواضيع المهمة في نظرية الموديولات. في عام 1927م قدم الرياضي
مادوكس تعريفا للموديولات النقية مطلقاً. بعد ذلك درست هذه الفكرة و
طورت عن طريق بعض الكتب مثل ميكيين و ستانستروم. في هذه الرسالة
سوف نقوم بعرض عدد من خصائص الموديولات النقية مطلقاً بالإضافة
حو توصيف بعض الحلقات باستخدام فكرة النقاقة المطلقة للموديولات. في
النهاية سوف نقوم بدراسة تعليم للنقاقة المطلقة على طريقة الرياضي لي.

التاريخ: 29/5/2005 م
0 INTRODUCTION

The notion of pure subgroups was first introduced by Prüfer in 1923. A subgroup $G$ of a group $A$ is said to be pure in $A$ if the equation $nx = g$, where $n \in \mathbb{Z}$ and $g \in G$, is solvable in $G$ whenever it is solvable in $A$. In 1959, the notion of purity was extended by P. M. Cohn [5] to modules, and has since become an extensively studied topic in module theory (see for example J. Dauns [7], D. J. Fieldhouse [9], L. Fuchs [10], B. Stenström [22], R. B. Warfield [24] and R. Wisbauer [25]). Pure submodules are defined as follows.

An exact sequence of left $R$-modules $0 \rightarrow A' \xrightarrow{\lambda} A \rightarrow A'' \rightarrow 0$ is said to be pure-exact if, for every right $R$-module $B$, we have exactness of $0 \rightarrow B \otimes A' \xrightarrow{1 \otimes \lambda} B \otimes A \rightarrow B \otimes A'' \rightarrow 0$. In this case, we say $\lambda(A')$ is a pure submodule of $A$. The following equational characterization will often be useful.

**Theorem 1.** A submodule $N$ of an $R$-module $M$ is pure in $M$ if and only if every finite system of equations over $N$ which is solvable in $M$ is also solvable in $N$, that is, if and only if, every system of equations

$$\sum_{k=1}^{n} r_{jk} x_k = n_j \in N \quad (1 \leq j \leq m)$$

that has a solution in $M$, has necessarily a solution in $N$, i.e. there exist $a_1, a_2, ..., a_n$ in $N$ such that

$$\sum_{k=1}^{n} r_{jk} a_k = n_j \quad (1 \leq j \leq m).$$

In 1967, B. H. Maddox [16] introduced absolutely pure modules: A module is absolutely pure (a.p.) if it is pure in every module containing it as a submodule. This notion was studied and developed by many authors (see for example, B. H. Maddox [16], C. Megibben
Since an injective module is a direct summand of every module containing it, it is easy to show that injective modules are necessarily absolutely pure. This means that absolute purity is a weak form of injectivity, and the question as to whether there are absolutely pure modules that are not injective naturally arises. As we shall see in this thesis, these two notions coincide precisely when the ring is noetherian.

Recall that a ring $R$ is semisimple if and only if every left $R$-module is injective. Another natural question therefore is the following: What are the rings over which all modules are absolutely pure? A third interesting question is to characterize the rings such that quotients of absolutely pure modules are absolutely pure. These and other related questions will be discussed in the thesis.

We will show how several results on injective modules can be extended, with appropriate modifications, to absolutely pure modules. For example, an analogue of Baer’s Criterion established by C. Megibben [18] is:

**Theorem 2.** An $R$-module $A$ is absolutely pure if and only if every $R$-homomorphism $\psi : K \longrightarrow A$ in the diagram

\[
\begin{array}{ccc}
0 & \longrightarrow & K \\
& & \sigma \\
& \downarrow \psi & \\
& F & \\
& \downarrow \\
& A \\
\end{array}
\]

where $F$ is free and both $F$ and $K$ are f.g. and where $\sigma$ is the inclusion map, can be extended by an $R$-homomorphism $\beta : F \longrightarrow A$, i.e. $\psi = \beta \sigma$.

A useful, closely related concept to absolute purity is flatness. A right $R$-module $B$ is flat if whenever $f : X \longrightarrow Y$ is a monomorphism then so too is $1_B \otimes f : B \otimes X \longrightarrow B \otimes Y$. 
As we shall see later, flat modules are dual in a certain sense to absolutely pure modules. A characterization of flatness that we will repeatedly use in the thesis is the following classical result:

**Theorem 3** (J. Lambek [14]). *An $R$-module $A$ is flat if and only if $A^*$ is an injective $R$-module, where $A^* = \text{Hom}_\mathbb{Z}(A, \mathbb{Q}/\mathbb{Z})$.***

The work is organized as follows. In Chapter 1, we give basic terminology and preliminaries that will be used in the sequel. In Chapter 2, we introduce purity of modules (in the sense of P. M. Cohn [5]) and absolute purity, and prove various results about these two notions. The role of absolute purity in characterizing a number of important classes of rings is explained in Chapter 3. Finally, in Chapter 4, we discuss generalizations of absolute purity, flatness and coherence due to S. B. Lee [15].
Chapter 1
BASIC TERMINOLOGY AND PRELIMINARIES

In this section we summarize some definitions and basic results in module theory and homological algebra that will be used in the thesis. Proofs of these results can be found in any standard algebra book, see for example [12] and [20]. For more basic results that are not included here, we refer to [4, 12, 19, 20]. Throughout the thesis, all rings (denoted $R$ or $S$) are with 1, all modules are unitary and, unless otherwise stated, left modules. Let $I$ be a non-empty set and $M$ be an $R$-module, then $|I|$ denotes the cardinality of $I$ and $M^I$ (respectively $M^{(I)}$) denotes the direct product (respectively sum) of $|I|$ copies of $M$.

**Definition.** A diagram $A \xrightarrow{f} B \xrightarrow{g} C$ where $A$, $B$ and $C$ are $R$-modules, $f$ and $g$ are $R$-homomorphisms is called an exact sequence if $\text{im } f = \text{ker } g$. In general, a sequence $\ldots \rightarrow A_{-2} \xrightarrow{f_{-2}} A_{-1} \xrightarrow{f_{-1}} A_0 \xrightarrow{f_0} A_1 \xrightarrow{f_1} A_2 \xrightarrow{f_2} \ldots$ of $R$-modules and $R$-homomorphisms is exact if $\text{im } f_n = \ker f_{n+1}$ for all $n \in \mathbb{Z}$.

The following useful theorem can be proved using standard diagram chasing.

**Theorem 1.1 (Five Lemma).** Consider the commutative diagram with exact rows

$$
\begin{array}{cccccccc}
A_1 & \xrightarrow{f_1} & A_2 & \xrightarrow{f_2} & A_3 & \xrightarrow{f_3} & A_4 & \xrightarrow{f_4} & A_5 \\
\downarrow t_1 & & \downarrow t_2 & & \downarrow t_3 & & \downarrow t_4 & & \downarrow t_5 \\
B_1 & \xrightarrow{h_1} & B_2 & \xrightarrow{h_2} & B_3 & \xrightarrow{h_3} & B_4 & \xrightarrow{h_4} & B_5
\end{array}
$$

(i) If $t_2$ and $t_4$ are epic and $t_5$ is monic, then $t_3$ is epic.

(ii) If $t_2$ and $t_4$ are monic and $t_1$ epic, then $t_3$ is monic.

In particular if $t_1, t_2, t_4, t_5$ are isomorphisms, then $t_3$ is an isomorphism.
Theorem 1.2. Let $0 \to A \xrightarrow{f} B \xrightarrow{g} C \to 0$ be an exact sequence of $R$-modules and $R$-homomorphisms. Then, the following conditions are equivalent:

(i) There is a homomorphism $k : B \to A$ such that $kf = 1_A$.

(ii) There is a homomorphism $h : C \to B$ such that $gh = 1_C$.

(iii) There is an isomorphism $\phi$ such that

$$
\begin{array}{cccc}
0 & \to & A & \to & A \oplus C & \to & C & \to & 0 \\
1_A & \downarrow & \downarrow \phi & & \downarrow 1_C & \\
0 & \to & A & \xrightarrow{f} & B & \xrightarrow{g} & C & \to & 0
\end{array}
$$

is commutative.

The exact sequence $(\ast)$ is called split exact if any one of the above equivalent statements is satisfied.

A module $Y$ is called a direct summand of $X$ if there is a diagram $Y \xrightarrow{f} X \xrightarrow{g} Y$ such that $gf = 1_Y$. Hence, in (i) of Theorem 1.2, $A$ is a direct summand of $B$.

**Definition.** A category $\mathcal{C}$ consists of a class of objects, $\text{obj } \mathcal{C}$, pairwise disjoint sets of morphisms, $\text{Hom}_\mathcal{C}(A, B)$, for every ordered pair of objects, and compositions $\text{Hom}_\mathcal{C}(A, B) \times \text{Hom}_\mathcal{C}(B, C) \to \text{Hom}_\mathcal{C}(A, C)$, denoted $(f, g) \mapsto gf$, satisfying the following axioms:

(i) for each object $A$, there exists an identity morphism $1_A \in \text{Hom}_\mathcal{C}(A, A)$ such that $f1_A = f$ for all $f \in \text{Hom}_\mathcal{C}(A, B)$ and $1_A g = g$ for all $g \in \text{Hom}_\mathcal{C}(C, A)$;

(ii) associativity of composition holds whenever possible: if $f \in \text{Hom}_\mathcal{C}(A, B)$, $g \in \text{Hom}_\mathcal{C}(B, C)$ and $h \in \text{Hom}_\mathcal{C}(C, D)$, then $h(gf) = (hg)f$.

**Definition.** Let $\mathcal{C}$ and $\mathcal{D}$ be categories. A covariant functor $F : \mathcal{C} \to \mathcal{D}$ is a function satisfying:

(i) If $A \in \text{obj } \mathcal{C}$, then $FA \in \text{obj } \mathcal{D}$;
(ii) if \( f : A \to B \) is a morphism in \( \mathcal{C} \), then \( Ff : FA \to FB \) is a morphism in \( \mathcal{D} \);

(iii) if \( A \xrightarrow{f} B \xrightarrow{g} C \) are morphisms in \( \mathcal{C} \), then \( F(gf) = FgFf \);

(iv) for every \( A \in \text{obj } \mathcal{C} \), we have \( F(1_A) = 1_{FA} \).

**Definition.** A covariant functor \( F \) is *left exact* if exactness of

\[
0 \to A \xrightarrow{\alpha} B \xrightarrow{\beta} C
\]

implies exactness of

\[
0 \to FA \xrightarrow{F\alpha} FB \xrightarrow{F\beta} FC;
\]

a covariant functor \( F \) is *right exact* if exactness of

\[
A \xrightarrow{\alpha} B \xrightarrow{\beta} C \to 0
\]

implies exactness of

\[
FA \xrightarrow{F\alpha} FB \xrightarrow{F\beta} FC \to 0.
\]

**Definition.** Let \( \mathcal{C} \) and \( \mathcal{D} \) be categories. A *contravariant functor* \( F : \mathcal{C} \to \mathcal{D} \) is a function satisfying:

(i) If \( A \in \text{obj } \mathcal{C} \), then \( FA \in \text{obj } \mathcal{D} \);

(ii) if \( f : A \to B \) is a morphism in \( \mathcal{C} \), then \( Ff : FB \to FA \) is a morphism in \( \mathcal{D} \);

(iii) if \( A \xrightarrow{f} B \xrightarrow{g} C \) are morphisms in \( \mathcal{C} \), then

\[
F(gf) = FfFg;
\]

(iv) for every \( A \in \text{obj } \mathcal{C} \), we have \( F(1_A) = 1_{FA} \).
**Definition.** A contravariant functor $F$ is *left exact* if exactness of

$$A \xrightarrow{\alpha} B \xrightarrow{\beta} C \rightarrow 0$$

implies exactness of

$$0 \rightarrow FC \xrightarrow{F\beta} FB \xrightarrow{F\alpha} FA;$$

a contravariant functor $F$ is *right exact* if exactness of

$$0 \rightarrow A \xrightarrow{\alpha} B \xrightarrow{\beta} C$$

implies exactness of

$$FC \xrightarrow{F\beta} FB \xrightarrow{F\alpha} FA \rightarrow 0.$$

A functor is *exact* if it is both left and right exact.

**Definition.** A morphism $f : A \rightarrow B$ in a category $\mathcal{C}$ is called an *equivalence* if there is a morphism $g : B \rightarrow A$ in $\mathcal{C}$ such that $gf = 1_A$ and $fg = 1_B$.

**Definition.** Let $E$ and $F$ be covariant functors, $E : \mathfrak{U} \rightarrow \mathfrak{B}$ and $F : \mathfrak{U} \rightarrow \mathfrak{B}$. A *natural transformation* $t : E \rightarrow F$ is a class of morphisms $t_A : EA \rightarrow FA$, one for each $A \in \text{obj } \mathfrak{U}$, giving commutativity of

$$
\begin{array}{ccc}
EA & \xrightarrow{Ef} & EA' \\
\downarrow t_A & & \downarrow t_A' \\
FA & \xrightarrow{Ff} & FA'
\end{array}
$$

for every $f : A \rightarrow A'$ in $\mathfrak{U}$. There is a similar definition if both $E$ and $F$ are contravariant.

**Definition.** If $F, G : \mathfrak{U} \rightarrow \mathfrak{B}$ are functors of the same variance, then $F$ and $G$ are *naturally equivalent*, denoted $F \cong G$, if there is a natural transformation $t : F \rightarrow G$ with each $t_A : FA \rightarrow GA$ an equivalence.
Projective and injective modules form important classes in module theory and homological algebra. We will present the definition of each and some of their basic features.

**Definition.** An $R$-module $P$ is said to be *projective* if for every exact sequence $A \xrightarrow{f} B \xrightarrow{} 0$ of $R$-modules and for every $R$-homomorphism $g : P \xrightarrow{} B$, there exists an $R$-homomorphism $h : P \xrightarrow{} A$ such that $fh = g$.

**Theorem 1.3.** Let $F$ be a left $R$-module and let $X$ be a set. Then, the following statements are equivalent:

(i) $F$ has a basis indexed by $X$.

(ii) $F$ is a direct sum of $|X|$ cyclic $R$-modules each of which is isomorphic to $R$ (as a left $R$-module).

(iii) $F \cong R^{(X)}$.

A module $F$ over a ring $R$, that satisfies any of the above equivalent statements, is called a *free* $R$-module on the set $X$.

**Theorem 1.4.** Every free $R$-module is projective.

**Theorem 1.5.** For any $R$-module $P$, the following conditions are equivalent:

(i) $P$ is projective;

(ii) every exact sequence $0 \xrightarrow{} A \xrightarrow{} B \xrightarrow{} P \xrightarrow{} 0$ of $R$-modules is split exact;

(iii) there is a free $R$-module $F$ and an $R$-module $K$ such that $F \cong K \oplus P$.

**Theorem 1.6.** Let $\{P_i \mid i \in I\}$ be a family of $R$-modules. Then, $\bigoplus_{i \in I} P_i$ is projective if and only if each $P_i$ is projective.
Definition. A module $M$ is finitely generated (f.g.) if there is a finite subset \( \{x_1, x_2, \ldots, x_n\} \) of $M$ with $M = Rx_1 + Rx_2 + \ldots + Rx_n$.

Definition. An $R$-module $P$ is finitely presented (f.p.) if there is an exact sequence $0 \rightarrow K \rightarrow F \rightarrow P \rightarrow 0$ of $R$-modules where $F$ is free and both $F$ and $K$ are finitely generated (f.g.).

Definition. An $R$-module $A$ is said to be injective if for every exact sequence $0 \rightarrow X \xrightarrow{f} Y$ of $R$-modules and for every $R$-homomorphism $g : X \rightarrow A$, there exists an $R$-homomorphism $h : Y \rightarrow A$ such that $hf = g$, i.e. $g : X \rightarrow A$ can be extended to $h : Y \rightarrow A$.

Theorem 1.7. Let $\{A_i \mid i \in I\}$ be a family of $R$-modules. Then, $\prod_{i \in I} A_i$ is injective if and only if each $A_i$ is injective.

The following result is a well-known characterization of injective modules.

Theorem 1.8 (Baer’s Criterion). An $R$-module $M$ is injective if and only if for any left ideal $I$ of $R$ and any $R$-homomorphism $f : I \rightarrow M$ there exists an $R$-homomorphism $g : R \rightarrow M$ that extends $f$.

Theorem 1.9. For any $R$-module $M$, the following conditions are equivalent:

(i) $M$ is injective;

(ii) every exact sequence $0 \rightarrow M \rightarrow N \rightarrow P \rightarrow 0$ of $R$-modules is split exact;

(iii) $M$ is a direct summand of every module that contains it.

Definition. A free resolution of a module $M$ is an exact sequence

\[
\ldots \rightarrow F_n \xrightarrow{d_n} F_{n-1} \xrightarrow{d_{n-1}} \ldots \rightarrow F_1 \xrightarrow{d_1} F_0 \xrightarrow{d_0} M \rightarrow 0
\]
in which each $F_n$ is a free module.

The following results will be used repeatedly later.

**Theorem 1.10.** For any $R$-module $M$, there exists a free $R$-module $F$ and an epimorphism $f : F \rightarrow M$. If $M$ is f.g., $F$ can be chosen to be f.g.

One direct consequence is that a finitely generated projective module is finitely presented. To see this, let $0 \rightarrow K \rightarrow F \rightarrow P \rightarrow 0$ be an exact sequence where $P$ is a f.g. projective module and $F$ is f.g. free (see Theorem 1.10). The sequence is split since $P$ is projective by Theorem 1.5, so $F \cong K \oplus P$ which leads to have $K$ f.g. (being an epic image of the f.g. module $F$) and hence $P$ is f.p.

**Theorem 1.11.** Every $R$-module can be embedded in an injective $R$-module. (That is, for every $R$-module $M$, there exists a monomorphism $g : M \rightarrow E$ where $E$ is an injective $R$-module)

**Theorem 1.12.** Let $M$ and $N$ be $R$-modules. Then,

(i) $\text{Hom}(M, \_)$ is a left exact covariant functor and $\text{Hom}(\_, M)$ is a left exact contravariant functor.

(ii) The functors $M \otimes_R \_$ and $\_ \otimes_R N$ are right exact covariant functors.

We note that a module $M$ is projective if and only if $\text{Hom}(M, \_)$ is exact; and $M$ is injective if and only if $\text{Hom}(\_, M)$ is exact.

**Theorem 1.13.** Let $A$ be a right $R$-module and $B$ be a left $R$-module. Then, there exist isomorphisms of abelian groups $A \otimes_R R \cong A$ and $R \otimes_R B \cong B$. 
The following two identities will be needed later.

**Theorem 1.14.** If \( \{ A_i \mid i \in I \} \) is a family of \( R \)-modules, then

1. \( \text{Hom} (\bigoplus_i A_i, B) \cong \prod_i \text{Hom}(A_i, B) \) for all \( R \)-modules \( B \).

2. \( \text{Hom}(B, \prod_i A_i) \cong \prod_i \text{Hom}(B, A_i) \) for all \( R \)-modules \( B \).

**Theorem 1.15.** Let \( A \) be a left \( R \)-module and let \( \{ B_i \mid i \in I \} \) be a family of right \( R \)-modules. Then, there is an isomorphism

\[
(\bigoplus_i B_i) \otimes_R A \cong \bigoplus_i (B_i \otimes_R A).
\]

**Theorem 1.16 (Adjoint Isomorphism).** For rings \( R \) and \( S \), consider the situation \( _R A, _S B, _R C \), i.e. where \( A \) is a left \( R \)-module, \( B \) an \( (S, R) \)-bimodule and \( C \) a left \( S \)-module. Then,

\[
\text{Hom}_S(B \otimes_R A, C) \cong \text{Hom}_R(A, \text{Hom}_S(B, C)).
\]

And in the situation \( (A_R, _R B_S, _S C) \) we have

\[
\text{Hom}_S(A \otimes_R B, C) \cong \text{Hom}_R(A, \text{Hom}_S(B, C)).
\]

**Definition.** A set \( I \) is **quasi-ordered** if it has a relation \( \leq \) that is reflexive and transitive. A quasi-ordered set \( I \) is **directed** if, for each \( i, j \in I \), there exists \( k \in I \) with \( i \leq k \) and \( j \leq k \).

Now, let us define direct systems and direct limits.
Definition. Let $I$ be a quasi-ordered set and $\mathcal{C}$ be a category. A direct system in $\mathcal{C}$ with index set $I$ is a function $F : I \rightarrow \mathcal{C}$ such that for each $i \in I$, there is an object $F_i$ and, whenever $i, j \in I$ satisfy $i \leq j$, there is a morphism $\phi^j_i : F_i \rightarrow F_j$ such that:

(i) $\phi^j_i : F_i \rightarrow F_i$ is the identity for every $i \in I$

(ii) if $i \leq j \leq k$, then $\phi^k_j \phi^j_i = \phi^k_i$.

Definition. Let $F = \{F_i, \phi^j_i\}$ be a direct system in a category $\mathcal{C}$. The direct limit of this system, denoted as $\lim \! F_i$, is an object and a family of morphisms $\alpha_i : F_i \rightarrow \lim \! F_i$ with $\alpha_i = \alpha_j \phi^j_i$ whenever $i \leq j$ satisfying the following universal mapping problem:

![Diagram](image)

for every object $X$ and every family of morphisms $f_i : F_i \rightarrow X$ with $f_i = f_j \phi^j_i$ whenever $i \leq j$, there is a unique morphism $\beta : \lim \! F_i \rightarrow X$ making the above diagram commute.

It can be shown that the class of direct systems with index set $I$ is a category $\text{Dir}(I)$, where a morphism $t : \{F_i, \phi^j_i\} \rightarrow \{G_i, \psi^j_i\}$ is a family of maps $t_i : F_i \rightarrow G_i$ making all the following diagrams commute (when $i \leq j$):

\[
\begin{array}{ccc}
F_i & \xrightarrow{t_i} & G_i \\
\phi^j_i \downarrow & & \psi^j_i \downarrow \\
F_j & \xrightarrow{t_j} & G_j.
\end{array}
\]

For future reference, the following results are included.
Theorem 1.17. (N. Bourbaki [1]). Every $R$-module is a direct limit of finitely presented $R$-modules.

Theorem 1.18. Let $I$ be a directed quasi-ordered set. Suppose there are morphisms of direct systems over $I$

$$\{ A_i, \phi^j_i \} \longrightarrow \{ B_i, \psi^j_i \} \longrightarrow \{ C_i, \theta^j_i \}$$

such that

$$0 \longrightarrow A_i \xrightarrow{t_i} B_i \xrightarrow{s_i} C_i \longrightarrow 0$$

is exact for each $i \in I$. Then there is an exact sequence of modules

$$0 \longrightarrow \lim A_i \xrightarrow{t} \lim B_i \xrightarrow{s} \lim C_i \longrightarrow 0.$$

Theorem 1.19. For any right $R$-module $B$, the functor $B \otimes_R -$ preserves direct limits.

Theorem 1.20. Let $\{ A_i, \phi^j_i \}$ be a direct system of $R$-modules and homomorphisms with directed index set $I$, let $\lambda_j$ be the $j$th injection $\lambda_j : A_j \longrightarrow \oplus A_i$, and let $\lim A_i = \oplus A_i / S$ where $S$ is the submodule of $\oplus F_i$ generated by $\lambda_j \phi^j_i(a_i) - \lambda_i(a_i)$ ($a_i \in F_i$ and $i \leq j$). Then,

(i) $\lim A_i$ consists of all $\lambda_i(a_i) + S$;

(ii) $\lambda_i(a_i) + S$ is 0 if and only if $\phi^j_i(a_i) = 0$ for some $t \geq i$. 
Chapter 2

ABSOLUTE PURITY

In this chapter we will discuss the notions of purity and absolute purity of modules. As we shall see, their basic properties generalize splitness and injectivity. We first start with purity.

**Definition.** An exact sequence of left $R$-modules

\[ 0 \rightarrow A' \xrightarrow{\lambda} A \rightarrow A'' \rightarrow 0 \]

is said to be *pure-exact* if, for every right $R$-module $B$, we have exactness of

\[ 0 \rightarrow B \otimes A' \xrightarrow{1 \otimes \lambda} B \otimes A \rightarrow B \otimes A'' \rightarrow 0. \]

In this case, we say $A'$ is a pure submodule of $A$.

This is the definition of pure exact sequences introduced by P. M. Cohn [5]. It is clear that every $R$-module $M$ has $0$ and $M$ as pure submodules.

For simplicity, we will use an equational characterization of purity of modules to deduce some results. To prove this characterization, we need the following lemma (see B. Stenström [23, p.38]).

**Lemma 2.1.** Let the diagram

\[
\begin{array}{ccc}
M' & \xrightarrow{\mu'} & M & \xrightarrow{\mu} & M'' & \rightarrow 0 \\
\downarrow \alpha' & & \downarrow \alpha & & \downarrow \alpha'' \\
N' & \xrightarrow{\eta'} & N & \xrightarrow{\eta} & N'' & \rightarrow 0
\end{array}
\]
be commutative with exact rows. Suppose that $\alpha$ is monic. Then, $\alpha''$ is monic if and only if $\text{im } \eta' \cap \text{im } \alpha = \text{im } \alpha \mu'$.

Proof. Let $\alpha''$ be monic and let $x = \text{im } \eta' \cap \text{im } \alpha$. Then, $x = \eta'(t) = \alpha(m)$ for some $t \in N'$ and $m \in M$. $\eta'(t) \in \text{im } \eta' = \text{ker } \eta$ implies $\eta\eta'(t) = 0$. Then, $\eta\alpha(m) = \eta\eta'(t) = 0$ which leads to have $\alpha''\mu(m) = 0$ and this implies $\mu(m) = 0$ since $\alpha''$ is monic. Then, $m \in \ker \mu = \text{im } \mu'$ which means that $m = \mu'(c)$ for some $c \in M'$. Thus, $x = \eta'(t) = \alpha(m) = \alpha\mu'(c) \in \text{im } \alpha\mu'$. The other inclusion is clear since $\text{im } \alpha\mu' \subseteq \text{im } \alpha$ and $\text{im } \alpha\mu' = \text{im } \eta'\alpha' \subseteq \text{im } \eta'$.

For the converse, Let $\alpha''(m'') = 0$ for some $m'' \in M''$. Then, $m'' = \mu(m)$ for some $m \in M$ since $\mu$ is epic. Then, $\alpha''\mu(m) = \alpha''(m'') = 0$ implies $\eta\alpha(m) = 0$ and hence $\alpha(m) \in \ker \eta = \text{im } \eta'$. But $\alpha(m) \in \text{im } \alpha$, so $\alpha(m) \in \text{im } \alpha\mu'$ by the hypothesis, which means that $\alpha(m) = \alpha\mu'(m')$ for some $m' \in M$. This leads to have $m = \mu'(m') \in \text{im } \mu' = \ker \mu$. Therefore, $m'' = \mu(m) = 0$ which means that $\alpha''$ is monic. \[\Box\]

Remark. It is clear from the proof of Lemma 2.1 that $\alpha''$ is monic if $\text{im } \eta' \cap \text{im } \alpha \subseteq \text{im } \alpha\mu'$.

Proposition 2.2. For a submodule $N$ of an $R$-module $M$, the following statements are equivalent:

(i) $N$ is pure submodule of $M$.

(ii) Every finite system of equations over $N$ which is solvable in $M$ is also solvable in $N$. That is, if the system of equations

$$\sum_{k=1}^{n} r_{jk}x_k = b_j \in N \ (1 \leq j \leq m)$$
has a solution in $M$, say $(a_1, a_2, \ldots, a_n)$ then the system has a solution $(t_1, t_2, \ldots, t_n)$ in $N$, i.e.

$$\sum_{k=1}^{n} r_{jk} t_k = b_j \ (1 \leq j \leq m).$$

Proof. (ii)$\implies$(i) We want to prove that for every right $R$-module $B$, $1_B \otimes f : B \otimes N \rightarrow B \otimes M$ is monic whenever $f : N \rightarrow M$ is the inclusion map. Without loss of generality, we may assume that $B$ is a finitely presented $R$-module by Theorem 1.17 and Theorem 1.19. Then, there is an exact sequence

$$R^n \xrightarrow{\alpha} R^m \rightarrow B \rightarrow 0,$$

where $\alpha : (x_k)_{1 \leq k \leq n} \mapsto (\sum r_{jk} x_k)_{1 \leq j \leq m}$ for some $r_{jk} \in R$. Let $f : N \rightarrow M$ be the inclusion map. Then, the diagram

$$\begin{array}{c}
R^n \otimes N & \longrightarrow & R^m \otimes N & \longrightarrow & B \otimes N & \longrightarrow & 0 \\
\downarrow 1_{R^n} \otimes f & & \downarrow 1_{R^m} \otimes f & & \downarrow 1_B \otimes f & & \\
R^n \otimes M & \longrightarrow & R^m \otimes M & \longrightarrow & B \otimes M & \longrightarrow & 0
\end{array}$$

is commutative of exact rows since $\otimes M$ is a right exact functor for every left $R$-module $M$ by Theorem 1.12. The maps $1_{R^n} \otimes f$ and $1_{R^m} \otimes f$ are monomorphisms since each free module is flat. For simplicity, we will use the natural isomorphisms in Theorem 1.13 and Theorem 1.15 and hence, we have the following diagram

$$\begin{array}{c}
N^n \xrightarrow{\alpha_1} N^m \longrightarrow B \otimes N \longrightarrow 0 \\
\downarrow \psi & & \downarrow \phi & & \downarrow 1_B \otimes f & & \\
M^n \xrightarrow{\alpha_2} M^m \longrightarrow B \otimes M \longrightarrow 0
\end{array}$$

where $\alpha_1$ and $\alpha_2$ are defined in the same way as $\alpha$ on $N^n$ and $M^n$ respectively and $\phi : N^m \rightarrow M^m$ defined as $\phi((c_j)_j) = (f(c_j))_j = (c_j)_j$. Now, we want to prove that $\text{im } \alpha_2 \cap \text{im } \phi \subseteq \text{im } \phi \alpha_1$, so let $b \in \text{im } \alpha_2 \cap \text{im } \phi$. Then, $b = \alpha_2((a_k)_k) = (\sum_{k=1}^{n} r_{jk} a_k)_j$ for some $a_k \in M$ and $b = \phi((c_j)_j)$ for some $c_j \in N$. Thus, $(\sum_{k=1}^{n} r_{jk} a_k)_j = \phi((c_j)_j) = (c_j)_j$. Thus, $\sum_{k=1}^{n} r_{jk} x_k = c_j \ (1 \leq j \leq m)$ be a system over $N$ which is solvable in $M$ and
hence there are \( t_k \)'s \( \in N \) such that \( \sum_{k=1}^{n} r_{jk} t_k = c_j \) \( (1 \leq j \leq m) \) by hypothesis. Then,

\[
(c_j)_j = (\sum_{k=1}^{n} r_{jk} t_k)_j = \alpha_1((t_k)_k). \tag{i}
\]

Now, \( b = \phi((c_j)_j) = \phi\alpha_1((t_k)_k) \in \text{im } \phi \alpha_1 \). Thus,

\[
\text{im } \alpha_2 \cap \text{im } \phi \subseteq \text{im } \phi \alpha_1. \tag{ii}
\]

Therefore, \( 1_B \otimes f \) is monic by Lemma 2.2.

\[\text{(i)} \implies \text{(ii)}\]

Let \( N \) be pure in \( M \) and let \( \sum_{k=1}^{n} r_{jk} x_k = b_j \in N \) \( (1 \leq j \leq m) \) be a system over \( N \) which is solvable in \( M \) say by \((a_1, a_2, ..., a_n)\). Let \( B = R^m \sqcup \text{im } \alpha \) where \( \alpha : R^n \twoheadrightarrow R^m \) defined as \( \alpha((x_k)_{1 \leq k \leq n}) = (\sum_{k=1}^{n} r_{jk} x_k)_{1 \leq j \leq m} \). Now, if \( f \) be the inclusion map in the above diagram, then \( 1_B \otimes f \) is monic since \( N \) is pure in \( M \) and hence \( \text{im } \alpha_2 \cap \text{im } \phi = \text{im } \phi \alpha_1 \) by Lemma 2.2. Now, \( (b_j)_j = (\sum_{k=1}^{n} r_{jk} a_k)_j = \alpha_2((a_k)_k) \in \text{im } \alpha_2 \) but \( b_j \in N \) then

\[
(b_j)_j = (f(b_j)_j) = \phi((b_j)_j) \in \text{im } \phi \implies (b_j)_j \in \text{im } \alpha_2 \cap \text{im } \phi. \tag{ii}
\]

Thus, \( (b_j)_j \in \text{im } \phi \alpha_1 \) and hence \( (b_j)_j = \phi \alpha_1((t_k)_k) \) for some \( t_k \in N \). Then,

\[
(\sum_{k=1}^{n} r_{jk} t_k)_j = (f(\sum_{k=1}^{n} r_{jk} t_k)_j) = (\phi((\sum_{k=1}^{n} r_{jk} t_k)_j)) = \phi \alpha_1((t_k)_k) = (b_j)_j (1 \leq j \leq m) \text{ where } t_k \in N.
\]

Hence, the system \( \sum_{k=1}^{n} r_{jk} x_k = b_j \in N \) \( (1 \leq j \leq m) \) is solvable in \( N \). \( \square \)

**Proposition 2.3.** If \( N \) is pure in \( M \) and \( M \) is pure in \( P \) then \( N \) is pure in \( P \).

Proof. Let \( N \) be pure in \( M \) and \( M \) be pure in \( P \). Let \( \sum_{k=1}^{n} r_{jk} x_j = n_j \in N \) \( (1 \leq j \leq m) \) be a finite system over \( N \) which is solvable in \( P \). Then, the system is solvable in \( M \) since \( M \) is pure in \( P \). Hence, since \( N \) is pure in \( M \), the system is solvable in \( N \), and so \( N \) is pure in \( P \). \( \square \)

**Proposition 2.4.** The direct sum of a family of \( R \)-modules is pure in their direct product.

Proof. Let \( \{ E_i \mid i \in I \} \) be a family of \( R \)-modules and let \( \sum_{k=1}^{n} r_{jk} (x_{ki})_{i \in I} = (q_{ji})_{i \in I} \) \( (1 \leq j \leq m) \) be a system of linear equations over \( \oplus_{i \in I} E_i \) which is solvable in \( \prod_{i \in I} E_i \), say by \( (t_{ki})_{i \in I} \), i.e. \( \sum_{k=1}^{n} r_{jk} (t_{ki})_{i \in I} = (q_{ji})_{i \in I} \) \( (1 \leq j \leq m) \). Now almost all \( q_{ji} \) are zero
since \((q_{ji})_{i \in I} \in \oplus_{i \in I} E_i\). Let \(T = \bigcup_{j=1}^{m} \text{support}(q_{ji})\) and for each \(k\), define \(s_{ki}\) as follows

\[
s_{ki} = \begin{cases} 
  t_{ki} & \text{if } i \in T \\
  0 & \text{if } i \in \Gamma \setminus T
\end{cases}.
\]

It is clear that \((s_{ki})_{i \in I} \in \oplus_{i \in I} E_i\) because \(T\) is finite, and that \(\sum_{k=1}^{n} r_{jk} (s_{ki})_{i \in I} = (q_{ji})_{i \in I}\) (1 \(\leq j \leq m\)). This proves that \(\oplus_{i \in I} E_i\) is pure in \(\prod_{i \in I} E_i\). \(\square\)

The following result was proved by D. J. Fieldhouse [9] in the context of pure theories. We prove it here using the equational characterization of purity of modules.

**Proposition 2.5.** If \(P\) and \(Q\) are two submodules of \(M\), then:

(i) \(P \cap Q\) pure in \(Q\) implies \(P\) pure in \(P + Q\).

(ii) \(P + Q\) pure in \(M\) and \(P \cap Q\) pure in \(Q\) implies \(P\) pure in \(M\).

(iii) \(P + Q\) pure in \(M\) and \(P \cap Q\) pure in \(M\) implies \(P\) pure in \(M\) and \(Q\) pure in \(M\).

(iv) \(P \cap Q\) pure in \(P + Q\) implies \(P\) and \(Q\) are both pure in \(P + Q\).

**Proof.**

(i) Let \(\sum_{k=1}^{n} r_{jk}x_k = p_j\) (1 \(\leq j \leq m\)) be a system over \(P\) which is solvable in \(P + Q\) say by \(t_k + s_k\) (1 \(\leq k \leq n\)) where \(t_k \in P\) and \(s_k \in Q\) i.e. \(\sum_{k=1}^{n} r_{jk}(t_k + s_k) = p_j\).

Then \(\sum_{k=1}^{n} r_{jk}s_k = p_j - \sum_{k=1}^{n} r_{jk}t_k \in P \cap Q\). Now, the system \(\sum_{k=1}^{n} r_{jk}x_k = p_j - \sum_{k=1}^{n} r_{jk}t_k\) has the solution \(s_k\) (1 \(\leq k \leq n\)) in \(Q\) and so it has a solution in \(P \cap Q\) by hypothesis, say \(q_k\) (1 \(\leq k \leq n\)), i.e. \(\sum_{k=1}^{n} r_{jk}q_k = p_j - \sum_{k=1}^{n} r_{jk}t_k\). Thus, we have \(\sum_{k=1}^{n} r_{jk}(q_k + t_k) = p_j\) (1 \(\leq j \leq m\)) where \(q_k \in P \cap Q \subseteq P\) and \(t_k \in P\). Hence, \(P\) is pure in \(P + Q\).

(ii) Let \(P + Q\) be pure in \(M\) and \(P \cap Q\) be pure in \(Q\). By (i), \(P \cap Q\) pure in \(Q\) implies \(P\) pure in \(P + Q\). Thus, \(P\) is pure in \(P + Q\) and \(P + Q\) is pure in \(M\), so that \(P\) pure in \(M\).

(iii) Suppose \(P \cap Q\) is pure in \(M\), then \(P \cap Q\) is pure in \(Q\), since \(Q\) is a submodule of \(M\).

So, if \(P + Q\) is pure in \(M\), then \(P\) is pure in \(M\) by (ii). Similarly, \(Q\) is pure in \(M\).
(iv) Let $P \cap Q$ be pure in $P + Q$. Then $P \cap Q$ is pure in $Q$, as $Q \subseteq P + Q$. Hence, $P$ is pure in $P + Q$ by (i). Similarly, $Q$ is pure in $P + Q$. \qed

2.1 Absolutely Pure Modules

In this section we present the notion of absolutely pure modules and some of its fundamental properties. B. H. Maddox [16] introduced the following

Definition. An $R$-module is absolutely pure (a.p.) if it is a pure submodule in every module containing it.

Recall that an exact sequence $0 \rightarrow N \xrightarrow{\alpha} M \xrightarrow{\beta} P \rightarrow 0$ of $R$-modules and $R$-homomorphisms is pure-exact if $\alpha(N)$ is pure in $M$.

Proposition 2.6. An $R$-module $N$ is absolutely pure if and only if every short exact sequence with first term $N$ is pure-exact.

Proof. Suppose first that $N$ is an absolutely pure module and assume that

$$0 \rightarrow N \xrightarrow{\alpha} M \xrightarrow{\beta} P \rightarrow 0$$

is a short exact sequence. Now let $\sum_{k=1}^{n} r_{jk} x_k = \alpha(s_j) \ (1 \leq j \leq m)$ be a system over $\alpha(N)$ which is solvable in $M$, say by $(a_1, a_2, \ldots, a_n)$, i.e. $\sum_{k=1}^{n} r_{jk} a_k = \alpha(s_j) \ (1 \leq j \leq m)$. Now, $\alpha(N) \cong N$ and so $\alpha(s_j) = b_j$ for some $b_j \in N$. Then, $\sum_{k=1}^{n} r_{jk} a_k = b_j \in N$. Since $N$ is absolutely pure, there are $t_k$’s in $N$ such that $\sum_{k=1}^{n} r_{jk} t_k = b_j$. Now, $t_k \in N \cong \alpha(N)$ and so $t_k = \alpha(u_k)$ for some $u_k \in N$. Therefore, $\sum_{k=1}^{n} r_{jk} \alpha(u_k) = \alpha(s_j)$. Thus, the system is solvable in $\alpha(N)$ and hence $\alpha(N)$ is pure in $M$. 

For the converse, simply take \( \alpha \) to be the inclusion map. \( \square \)

**Proposition 2.7.** An \( R \)-module \( N \) is absolutely pure if and only if it is pure in some injective \( R \)-module.

Proof. One implication follows by taking an injective envelope of \( N \). For the converse, let \( M \) be a module containing \( N \) and suppose that \( N \) is pure in some injective \( R \)-module \( E \). Let \( \sum_{k=1}^{n} r_{jk}x_k = a_j \ (1 \leq j \leq m) \) be a finite system of equations over \( N \), solvable in \( M \) by \( (b_1, b_2, ..., b_n) \), i.e. \( \sum_{k=1}^{n} r_{jk}b_k = a_j \). We show that the system is solvable in \( N \). Consider the following diagram

\[
0 \rightarrow N \xrightarrow{i} M \xrightarrow{\alpha} E 
\]

where \( \alpha \) and \( i \) are the inclusion maps. Then, there is a map \( \mu : M \rightarrow E \) such that \( \mu \alpha = i \) since \( E \) is injective. Then,

\[
\sum_{k=1}^{n} r_{jk} \mu(b_k) = \mu(\sum_{k=1}^{n} r_{jk}b_k) = \mu \alpha(a_j) = a_j \ (1 \leq j \leq m)
\]

and so the finite system \( \sum_{k=1}^{n} r_{jk}x_k = a_j \ (1 \leq j \leq m) \) is solvable in \( E \), and so it is solvable in \( N \). Hence, there exist \( t_k \in N \ (1 \leq k \leq n) \) such that \( \sum_{k=1}^{n} r_{jk}t_k = a_j \ (1 \leq j \leq m) \), as required. \( \square \)

**Proposition 2.8.** Every split exact sequence is pure-exact. In particular, every direct summand of an \( R \)-module \( M \) is isomorphic to a pure submodule of \( M \).

Proof. Let \( 0 \rightarrow N \xrightarrow{\lambda} M \xrightarrow{\sigma} P \rightarrow 0 \) be a split exact sequence and let \( \sum_{k=1}^{n} r_{jk}x_k = \lambda(n_j) \ (1 \leq j \leq m) \) be a finite system over \( \lambda(N) \) which is solvable in \( M \). Then, there are \( b_k \in M \ (1 \leq k \leq n) \) such that \( \sum_{k=1}^{n} r_{jk}b_k = \lambda(n_j) \). Since the sequence is split, there is \( \beta : M \rightarrow N \) with \( \beta \lambda = 1_N \). So we get \( \sum_{k=1}^{n} r_{jk} \beta(b_k) = \beta \lambda(n_j) = n_j \), which implies that
$\sum_{k=1}^{n} r_{jk} \lambda \beta(b_k) = \lambda(n_j)$. Since $\lambda \beta(b_k) \in \lambda(N)$, the system is solvable in $\lambda(N)$, as required. □

**Corollary 2.9.** Injective modules are absolutely pure.

Proof. Let $N$ be an injective submodule of an $R$-module $M$. Then, consider the exact sequence

$$0 \longrightarrow N \xleftarrow{\subseteq} M \longrightarrow M/N \longrightarrow 0.$$  

This sequence is split exact, since $N$ is injective by Theorem 1.9, and hence it is pure exact by Proposition 2.8. Therefore, $N$ is pure in $M$. □

Because of the above results, we can consider absolute purity as a weak form of injectivity, and purity as a weak form of splitness. We shall see later that there are absolutely pure modules that are not injective. We next prove some additional results on absolute purity.

The following proposition was proved by B. H. Maddox [16].

**Proposition 2.10.** (i) Pure submodules of absolutely pure modules are absolutely pure. In particular, direct summands of absolutely pure modules are absolutely pure.

(ii) Direct products and direct sums of absolutely pure modules are absolutely pure.

Proof. (i) Let $N \subseteq M$ where $N$ is a pure submodule of $M$ and $M$ is absolutely pure. Then, $M$ is pure in some injective module say $E$ by Proposition 2.7, so by Proposition 2.3, $N$ is pure in $E$. Hence, $N$ is absolutely pure again by Proposition 2.7.

(ii) Let $\{N_i \mid i \in I\}$ be a family of absolutely pure modules. Then $N_i$ is pure in some injective module, say $E_i$. Now, let $\sum_{k=1}^{n} r_{jk}(x_{ki})_{i \in I} = (a_{ji})_{i \in I}$ $(1 \leq j \leq m)$ be a system of equations over $\prod_{i \in I} N_i$ which is solvable in $\prod_{i \in I} E_i$. Consider each component separately,
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i.e. consider the system $\sum_{k=1}^{n} r_{jk}(x_{kt}) = (a_{jt})$ for each $t \in I$. Then, it will be a system over $N_t$ which is solvable in $E_t$. By the hypothesis, the system will be solvable in $N_t$. This is true for all $t \in I$. So, $\sum_{k=1}^{n} r_{jk}(x_{kt}) = (a_{jt})$ is solvable in $\prod_{i \in I} N_i$, i.e. $\prod_{i \in I} N_i$ is pure in $\prod_{i \in I} E_i$. Since is $\prod_{i \in I} E_i$ is injective (Theorem 1.7), $\prod_{i \in I} N_i$ is absolutely pure by Proposition 2.7. Also, the direct sum $\bigoplus_{i \in I} N_i$ of the family $\{N_i \mid i \in I\}$ is a pure submodule of their direct product by Proposition 2.4. So, by (i), $\bigoplus_{i \in I} N_i$ is absolutely pure. □

Recall the definition of finitely presented modules.

**Definition.** An $R$-module $P$ is finitely presented (f.p.) if there is an exact sequence $0 \longrightarrow K \longrightarrow F \longrightarrow P \longrightarrow 0$ of $R$-modules where $F$ is free and both $F$ and $K$ are finitely generated (f.g.).

**Definition.** A system of equations over a module $A$ is said to be consistent if it is solvable in some extension $B$ of $A$.

**Proposition 2.11.** A system $\sum_{k=1}^{n} r_{jk} x_k = a_j$ ($1 \leq j \leq m$) over a module $A$ is consistent if and only if $\sum_{j=1}^{m} \lambda_j a_j = 0$ for all scalars $\lambda_j$ such that $\sum_{j=1}^{m} \lambda_j r_{jk} = 0$ for all $k$.

Proof. Let $\sum_{k=1}^{n} r_{jk} x_k = a_j$ be a consistent system over $A$. Then, the system is solvable in some extension $B$ of $A$, i.e. $\sum_{k=1}^{n} r_{jk} t_k = a_j$ ($1 \leq j \leq m$) for some $t_k \in B$.

Now, assume that $\sum_{j=1}^{m} \lambda_j r_{jk} = 0$ for all $k$, then $\sum_{j=1}^{m} \lambda_j a_j = \sum_{j=1}^{m} \lambda_j (\sum_{k=1}^{n} r_{jk} t_k) = \sum_{k=1}^{n} (\sum_{j=1}^{m} \lambda_j r_{jk}) t_k = 0$.

Conversely, let $\sum_{k=1}^{n} r_{jk} x_k = a_j$ ($1 \leq j \leq m$) be a system over $A$. Then, consider the following diagram.
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\[ 0 \rightarrow K \xrightarrow{\psi} R^n \]
\[ 0 \rightarrow A \xrightarrow{\sigma} E \]

where \( K \) is a f.g submodule of \( R^n \) generated by \( y_j = \sum_{k=1}^{n} r_{jk}e_k (1 \leq j \leq m) \), where \( \{e_k\}_{1 \leq k \leq n} \) is the standard basis of \( R^n \), \( E \) is an injective envelope of \( A \) and \( \sigma \) is the inclusion map. Now, let \( \psi : K \rightarrow A \) defined as \( y_j \mapsto a_j \) (\( \psi \) is well-defined because if \( \sum_{j=1}^{m} \lambda_j y_j = 0 \) then \( 0 = \sum_{j=1}^{m} \lambda_j (\sum_{k=1}^{n} r_{jk}e_k) = \sum_{k=1}^{n} (\sum_{j=1}^{m} \lambda_j r_{jk})e_k, \) i.e. \( \sum_{j=1}^{m} \lambda_j r_{jk} = 0 \) which, by hypothesis leads to have \( 0 = \sum_{j=1}^{m} \lambda_j a_j = \sum_{j}^{m} \lambda_j \psi(y_j) = \psi(\sum_{j=1}^{m} \lambda_j y_j) \). Now, \( E \) is injective and so there is an extension \( \phi : R^n \rightarrow E \) of \( \sigma \psi \). We claim that \( \{\phi(e_k)\}_{1 \leq k \leq n} \) solves the system \( \sum_{k=1}^{n} r_{jk}\phi(e_k) = \phi(\sum_{k=1}^{n} r_{jk}e_k) = \phi(y_j) = \sigma \psi(y_j) = \psi(y_j) = a_j \) \( (1 \leq j \leq m) \). Thus, the system is solvable in an extension \( E \) of \( A \) and hence the system is consistent. \( \square \)

**Proposition 2.12** (A. Kertész [13]). An \( R \)-module \( A \) is injective if and only if every consistent system of equations over \( A \) is solvable in \( A \).

Proof. Let \( A \) be an injective \( R \)-module. Let \( \sum_{k \in K} r_{jk}x_k = a_j \in A \) \( (j \in J) \) be a consistent system of equations over \( A \) and let \( G \) be the submodule of the free module \( F = R^{(K)} \) generated by \( \{\sum_{k \in K} r_{jk}e_k\}_{j \in J} \), where \( \{e_k\}_{k \in K} \) is the standard basis of \( F \). Consider the following diagram

\[ 0 \rightarrow G \xrightarrow{f} F \]
\[ \phi \]
\[ A \]

where \( f : G \rightarrow A \) is defined as \( \sum_{k \in K} r_{jk}e_k \mapsto a_j \) (\( f \) is well-defined). Then, there exists an extension \( \psi : F \rightarrow A \). Let \( t_k = \psi(e_k) \) then \( \sum_{k \in K} r_{jk}t_k = \sum_{k \in K} r_{jk}\psi(e_k) = \psi(\sum_{k \in K} r_{jk}e_k) = f(\sum_{k \in K} r_{jk}e_k) = a_j \). Thus, the system is solvable in \( A \).
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Conversely, consider the following diagram

\[
\begin{array}{ccc}
0 & \longrightarrow & I \\
& & \subseteq \rightarrow R \\
& f \downarrow & \\
& A & \\
\end{array}
\]

where \( \{a_j \mid j \in J\} \) is a set of generators of the ideal \( I \). Consider the system of equations \( a_jx = f(a_j) \). This system is consistent by Proposition 2.11. So, by the hypothesis the system is solvable in \( A \), i.e. \( a_jt = f(a_j) \) for some \( t \) in \( A \) and all \( j \in J \). Let \( \psi : R \rightarrow A \) be defined as \( \psi(r) = rt \). Then, \( \psi(a_j) = a_jt = f(a_j) \). Hence, \( \psi \) extends \( f \), and \( A \) is an injective \( R \)-module by Baer’s Criterion.

**Proposition 2.13.** A module \( A \) is absolutely pure if and only if every consistent finite system over \( A \) is solvable in \( A \).

Proof. Let \( A \) be an absolutely pure \( R \)-module. Then, \( A \) is pure in some injective \( R \)-module \( E \) by Proposition 2.7. Let \( \sum_{k=1}^{n} r_{jk}x_k = a_j \in A \) \( (1 \leq j \leq m) \) be a finite consistent system over \( A \). Then, this system is over \( E \) and the system is consistent. Thus, the system is solvable in \( E \) by Proposition 2.12. and so the system is solvable in \( A \) since \( A \) is pure in \( E \).

For the converse, let \( A \) be a submodule of an \( R \)-module \( B \) and let \( \sum_{k=1}^{n} r_{jk}x_k = a_j \in A \) \( (1 \leq j \leq m) \) be a system over \( A \) which is solvable in \( B \), say \( \sum_{k=1}^{n} r_{jk}b_k = a_j \in A \) \( (1 \leq j \leq m) \), where \( b_k \in B \). This finite system is consistent by Proposition 2.11. Hence, there is \( \{t_k\}_{1 \leq k \leq n} \) in \( A \) such that \( \sum_{k=1}^{n} r_{jk}t_k = a_j \). Therefore, \( A \) is pure in \( B \), and so \( A \) is absolutely pure. \( \square \)
2.2 An Analogue of Baer’s Criterion

One powerful test of injectivity is Baer’s Criterion. One may therefore want to have an analogue of this for absolutely pure modules. The following proposition gives the desired criterion.

**Proposition 2.14.** For an $R$-module $A$, the following conditions are equivalent.

(i) $A$ is absolutely pure;

(ii) every homomorphism $\psi : K \to A$ in the diagram

\[
0 \to K \overset{\psi}{\longrightarrow} F \overset{\sigma}{\longrightarrow} A
\]

where $F$ is free and both $F$ and $K$ are f.g., and $\sigma$ is the inclusion map, can be extended by $\beta : F \to A$ i.e. $\psi = \beta \sigma$.

Proof. (i)$\Rightarrow$(ii) (C. Megibben [18]). Let $0 \to K \to F \to P \to 0$ be an exact sequence where $F$ is free and both $F$ and $K$ are f.g. Let $\psi : K \to A$ be an $R$-homomorphism. Let $K$ be generated by $\{a_1, a_2, \ldots, a_m\}$, $F$ have basis $\{e_k\}_{1 \leq k \leq n}$. Then, there are $r_{jk}$’s in $R$ such that $a_j = \sum_{k=1}^{n} r_{jk}e_k$ ($1 \leq j \leq m$). Consider the system

\[
\sum_{k=1}^{n} r_{jk}x_k = \psi(a_j) \quad (1 \leq j \leq m).
\]

Now, if there exist scalars $\lambda_j$ such that $\sum_{j=1}^{m} \lambda_j r_{jk} = 0$ for all $k$, then $0 = \sum_{k=1}^{n} (\sum_{j=1}^{m} \lambda_j r_{jk}) e_k = \sum_{j=1}^{m} \lambda_j (\sum_{k=1}^{n} r_{jk} e_k) = \sum_{j=1}^{m} \lambda_j a_j$, which implies that $\sum_{j=1}^{m} \lambda_j \psi(a_j) = 0$ and hence the system is consistent by Proposition 2.11. Then, by Proposition 2.13, the system is solvable in $A$ say by $(t_1, t_2, \ldots, t_n)$, i.e $\sum_{k=1}^{n} r_{jk} t_k = \psi(a_j)$. Let $\beta : F \to A$ be defined by $\beta(e_k) = t_k$ ($1 \leq k \leq n$). Then, $\beta(a_j) = \beta(\sum_{k=1}^{n} r_{jk} e_k) = \sum_{k=1}^{n} r_{jk} \beta(e_k) = \sum_{k=1}^{n} r_{jk} t_k = \psi(a_j)$, so $\beta$ extends $\psi$, as required.
(ii) $\implies$ (i) Let $\sum_{k=1}^{n} r_{jk}x_k = a_j \in A \ (1 \leq j \leq m)$ be a system of equations over $A$, solvable by $(c_1, c_2, \ldots, c_n)$ in an injective envelope $E$ of $A$. Now, let $F = R^n$ with standard basis $\{e_k\}_{1 \leq k \leq n}$ and $K$ be the submodule of $F$ generated by $b_j = \sum_{k=1}^{n} r_{jk}e_k \ (1 \leq j \leq m)$.

Define an $R$-homomorphism $\psi : K \rightarrow A$ by $\psi(b_j) = a_j$ ($\psi$ is well-defined because if $\sum_{j=1}^{m} \lambda_j b_j = 0$ then $0 = \sum_{j=1}^{m} \lambda_j(\sum_{k=1}^{n} r_{jk}e_k) = \sum_{k=1}^{n} (\sum_{j=1}^{m} \lambda_j r_{jk}) e_k$, and so $\sum_{j=1}^{m} \lambda_j r_{jk} = 0$, i.e. $0 = \sum_{k=1}^{n} (\sum_{j=1}^{m} \lambda_j r_{jk}) e_k = \sum_{j=1}^{m} \lambda_j(\sum_{k=1}^{n} r_{jk}e_k) = \sum_{j=1}^{m} \lambda_j a_j$). Then, by the hypothesis, the diagram

$$
\begin{array}{ccc}
0 & \rightarrow & K \\
\downarrow \psi & & \downarrow \\
& & A
\end{array}
$$

has an extension $g : F \rightarrow A$ of $\psi$. Let $g(e_k) = d_k \in A$. Then, $\sum_{k=1}^{n} r_{jk}d_k = \sum_{k=1}^{n} r_{jk}g(e_k) = g(\sum_{k=1}^{n} r_{jk}e_k) = g(b_j) = \psi(b_j) = a_j$. So, the system is solvable in $A$ and hence $A$ is absolutely pure by Proposition 2.13. \, \Box

**Proposition 2.15.** Consider the short exact sequence

$$
0 \rightarrow M' \xrightarrow{\alpha} M \xrightarrow{\beta} M'' \rightarrow 0
$$

where both $M'$ and $M''$ are absolutely pure. Then, $M$ is absolutely pure.

Proof. Consider the following diagram of exact sequences

$$
\begin{array}{ccc}
0 & \rightarrow & K \\
\downarrow f & & \downarrow \\
0 & \rightarrow & M' \xrightarrow{\alpha} M \xrightarrow{\beta} M'' \rightarrow 0
\end{array}
$$

where $F$ is free and both $F$ and $K$ are f.g., and $\sigma$ is the inclusion map. Then, $\phi : F \rightarrow M''$ exists such that $\phi \sigma = \beta f$. So, there is a map $\psi : F \rightarrow M$ such that $\beta \psi = \phi$ since $F$ is projective. Now, $\beta \psi \sigma = \beta f$ implies that $\beta(\psi \sigma - f) = 0$ which means that $\psi \sigma - f \in \ker \beta = \text{im} \alpha = \alpha(M')$ and hence $\psi \sigma - f$ maps $K$ into $\alpha(M')$. Since $\alpha$ is monic, there is an
isomorphism $\gamma$ that maps $\alpha(M')$ onto $M'$. Thus, $\gamma(\psi\sigma - f)$ is a homomorphism that maps $K$ into $M'$. Therefore, there is a homomorphism $\tau : F \rightarrow M'$ such that $\tau \sigma = \gamma(\psi\sigma - f)$ since $M'$ is an absolutely pure module by Proposition 2.14. But $\alpha\tau \sigma = \alpha\gamma(\psi\sigma - f) = \psi\sigma - f$ since $\alpha\gamma = 1_{\alpha(M')}$ which leads to have $f = \psi\sigma - \alpha\tau \sigma = (\psi - \alpha\tau)\sigma$ and hence $\psi - \alpha\tau$ is an extension of $f$. Therefore, $M$ is absolutely pure by Proposition 2.14. $\square$
In this chapter we will study some types of rings using such concepts as absolute purity, flatness and direct limit. For example, it is known that a direct sum of injective modules is not necessarily injective, hence the question as to which rings have the property that injectivity is closed under direct sums naturally arises. This and other similar questions are the object of this chapter.

3.1 Noetherian and Coherent Rings

We begin with the following important class of rings.

**Definition.** A ring $R$ is *left noetherian* if every left ideal is finitely generated.

In the following classical result, we see that the noetherianess of a ring ensures that injectivity is closed under direct sums. This result is needed later.

**Proposition 3.1.** A ring $R$ is left noetherian if and only if every direct sum of injective modules is injective.

Proof. Suppose $R$ is noetherian and let $\{E_i\}_{i \in J}$ be a family of injective modules. Consider the following diagram

\[
\begin{array}{ccc}
0 & \longrightarrow & I \\
& \downarrow f & \longrightarrow \\
& \oplus E_i & R
\end{array}
\]

where $I$ is a left ideal and $f$ is an $R$-homomorphism. Then $I = \langle a_1, a_2, \ldots, a_n \rangle$ since $R$ is noetherian. Now, $f(\sum_{i=1}^{n} r_i a_i) = \sum_{i=1}^{n} r_i f(a_i)$ where each $f(a_i) \in \oplus E_i$ has only finitely
many non-zero coordinates. Hence, \( \text{im } f \subseteq E_{i_1} \oplus E_{i_2} \oplus \cdots \oplus E_{i_m} \) for some \( m \in \mathbb{N} \) and \( E_{i_1} \oplus E_{i_2} \oplus \cdots \oplus E_{i_m} \) is injective by Theorem 1.7. Thus, there is a map \( g : R \rightarrow E_{i_1} \oplus E_{i_2} \oplus \cdots \oplus E_{i_m} \subseteq \oplus E_i \) extending \( f \).

Assume now that \( R \) is not left noetherian, then there is strictly ascending sequence of ideals

\[
I_1 \subset I_2 \subset I_3 \subset \ldots
\]

Let \( I = \bigcup_{n=1}^{\infty} I_n \) and note that \( I/I_n \neq 0 \) for all \( n \). Imbed \( I/I_n \) in an injective module \( E_n \). We claim that \( \bigoplus E_n \) is not injective. Let \( \pi_n : I \rightarrow I/I_n \) be the natural map. Then for each \( a \in I \), \( \pi_n(a) = 0 \) for sufficiently large \( n \), so the map \( f : I \rightarrow \bigoplus E_n \) given by \( a \mapsto (\pi_1(a), \pi_2(a), \ldots, \pi_n(a), \ldots) \) has its image in \( \bigoplus E_n \). Suppose \( \bigoplus E_n \) is injective, then there is a map \( g : R \rightarrow \bigoplus E_n \) extending \( f \). Write \( g(1) = (x_n)_{n \in \mathbb{N}} \). Choose \( m \in \mathbb{N} \) and \( a \in I \setminus I_m \). Now, \( \pi_m(a) \neq 0 \), so \( g(a) = f(a) \) has a non-zero \( m^{th} \) coordinate \( \pi_m(a) \). But \( g(a) = ag(1) = a(x_n)_{n \in \mathbb{N}} = (ax_n)_{n \in \mathbb{N}} \), thus \( \pi_m(a) = ax_m \), so that \( x_m \neq 0 \). Since \( m \) is arbitrary, we contradicted the fact that almost all the coordinates \( g(a) \in \bigoplus E_n \) are zeros. \( \square \)

**Remark.** We proved that every injective module is absolutely pure module. A natural question now arises. Is there an absolutely pure module which is not injective? We know that a ring \( R \) is noetherian if and only if every direct sum of injective modules is injective. So, if \( R \) is not left noetherian then not every direct sum of injective \( R \)-modules is injective. Let \( \{E_i\}_{i \in \mathcal{I}} \) be a family of injective modules such that \( \bigoplus_i E_i \) is not injective. Using Corollary 2.9, each \( E_i \) is absolutely pure, hence \( \bigoplus_i E_i \) is also absolutely pure by Proposition 2.10. We may now ask the following question. What are the rings over which all absolutely pure modules are injective? The following result gives the desired answer.
Proposition 3.2. The following statements are equivalent for any ring $R$.

(i) $R$ is noetherian.

(ii) An $R$-module $A$ is injective if and only if it is an absolutely pure $R$-module.

Proof. (i) $\implies$ (ii) It is known that if $A$ is injective then it is absolutely pure by Corollary 2.9. Conversely, let $M$ be an absolutely pure module, and consider the following diagram

$$
\begin{array}{ccc}
0 & \longrightarrow & I \\
& & \sigma \\
& & R \\
& f \downarrow & \\
& M & \\
\end{array}
$$

where $I$ is an ideal in $R$, $f$ is an $R$-homomorphism, and $\sigma$ is the inclusion map. As $R$ is noetherian, $I$ is f.g., but $R$ is f.g. free, and so there is a map $\beta : R \longrightarrow M$ such that $\beta \sigma = f$, by Proposition 2.14. Thus, $M$ is an injective $R$-module.

(ii) $\implies$ (i) By way of contradiction, assume that $R$ is not noetherian and choose a family $\{B_i\}_{i\in I}$ of injective $R$-modules such that $A = \bigoplus B_i$ is not injective (this can be done by Proposition 3.1). Now, $A = \bigoplus B_i$ is an absolutely pure module by Corollary 2.9 and Proposition 2.10, and this contradicts the hypothesis (ii). Therefore, $R$ is noetherian. $\square$

J. M. Maranda [17] undertook a study of modules $M$ for which the contravariant functor $Hom(\_, M)$ takes maps from a restricted class of monomorphisms of $R$-modules to epimorphisms in the category of abelian groups. These monomorphisms were labelled "pure monomorphisms". Accordingly, an $R$-module $M$ is said to be pure-injective if $Hom_R(\_, M)$ preserves exactness in pure-exact sequences or, equivalently, if $M$ has the injective property with respect to pure-exact sequences. It is clear that every injective module is pure-injective.
We have seen above that a ring $R$ is noetherian if and only if every absolutely pure $R$-module is an injective module. Now, over arbitrary rings if we impose pure-injectivity on absolutely pure modules, then they become injective modules. To see this, let $N$ be an absolutely pure and pure injective $R$-module. Then, every short exact sequence $0 \rightarrow N \overset{\alpha}{\rightarrow} M \overset{\beta}{\rightarrow} P \rightarrow 0$ is pure-exact by Proposition 2.6. Now, let $1_N$ be the identity map on $N$. Then, there is $g : M \rightarrow N$ such that $g\alpha = 1_N$, since $N$ is pure-injective. Hence, the sequence is split exact. It follows that $N$ is injective by Theorem 1.9. It is now clear that a module is injective if and only if it is both absolutely pure and pure-injective. □

Now, let us consider another important class of rings.

**Definition.** A ring $R$ is left coherent if every f.g. left ideal is f.p.

Note that every left noetherian is left coherent. To see this, let $R$ be a left noetherian ring and let $I$ be a f.g. left ideal. Then, we have the exact sequence

$$0 \rightarrow \ker \phi \overset{c}{\rightarrow} F \overset{\phi}{\rightarrow} I \rightarrow 0$$

where $F$ is chosen to be f.g. free. Since $R$ is noetherian, $\ker \phi$ is f.g. being a submodule of the f.g. $R$-module $F$. Therefore, $I$ is a f.p. left ideal and hence $R$ is left coherent.

**Definition.** If $B$ is a right $R$-module, its character module $B^*$ is the left $R$-module $\text{Hom}_{\mathbb{Z}}(B, \mathbb{Q}/\mathbb{Z})$.

**Proposition 3.3.** A sequence $0 \rightarrow N \rightarrow M \rightarrow P \rightarrow 0$ of $R$-modules is pure-exact if and only if $0 \rightarrow P^* \rightarrow M^* \rightarrow N^* \rightarrow 0$ is split exact.

**Proof.** Suppose that

$$0 \rightarrow N \rightarrow M \rightarrow P \rightarrow 0$$
is a pure-exact sequence. Then, for all right $R$-modules $X$, the exact sequence of abelian groups

$$0 \rightarrow X \otimes_R N \rightarrow X \otimes_R M \rightarrow X \otimes_R P \rightarrow 0$$

is exact. Now $\mathbb{Q}/\mathbb{Z}$ is an injective $\mathbb{Z}$-module, so we have

$$0 \rightarrow Hom_{\mathbb{Z}}(X \otimes_R P, \mathbb{Q}/\mathbb{Z}) \rightarrow Hom_{\mathbb{Z}}(X \otimes_R M, \mathbb{Q}/\mathbb{Z}) \rightarrow Hom_{\mathbb{Z}}(X \otimes_R N, \mathbb{Q}/\mathbb{Z}) \rightarrow 0$$

is exact. By Theorem 1.16 (Adjoint Isomorphism)

$$0 \rightarrow Hom_R(X, P^*) \rightarrow Hom_R(X, M^*) \rightarrow Hom_R(X, N^*) \rightarrow 0$$

is exact. In particular, if we set $X = N^*$, then

$$0 \rightarrow P^* \rightarrow M^* \rightarrow N^* \rightarrow 0$$

is a split exact sequence.

Conversely, suppose that

$$0 \rightarrow P^* \rightarrow M^* \rightarrow N^* \rightarrow 0$$

is split exact. Then,

$$0 \rightarrow Hom_R(X, P^*) \rightarrow Hom_R(X, M^*) \rightarrow Hom_R(X, N^*) \rightarrow 0$$

is exact and again by Theorem 1.16 (Adjoint Isomorphism), we will have the exact sequence
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\[ 0 \rightarrow \text{Hom}_\mathbb{Z}(X \otimes_R P, \mathbb{Q}/\mathbb{Z}) \rightarrow \text{Hom}_\mathbb{Z}(X \otimes_R M, \mathbb{Q}/\mathbb{Z}) \rightarrow \text{Hom}_\mathbb{Z}(X \otimes_R N, \mathbb{Q}/\mathbb{Z}) \rightarrow 0. \]

Then,

\[ 0 \rightarrow X \otimes_R N \rightarrow X \otimes_R M \rightarrow X \otimes_R P \rightarrow 0 \]

is exact for all \( X \) since \( \mathbb{Q}/\mathbb{Z} \) is a cogenerator for abelian groups. Hence, \( 0 \rightarrow N \rightarrow M \rightarrow P \rightarrow 0 \) is pure-exact. \( \square \)

**Lemma 3.4.** Let \( X \) be a f.p. left \( R \)-module, \( Y \) an \((R, S)\)-bimodule and \( Z \) an injective right \( S \)-module. Then, \( \text{Hom}_S(\text{Hom}_R(X, Y), Z) \cong \text{Hom}_S(Y, Z) \otimes_R X \).

Proof. Let \( X \) be a f.p. left \( R \)-module i.e. there is an exact sequence

\[ F_1 \xrightarrow{\alpha} F_0 \rightarrow X \rightarrow 0 \]

where \( F_0 \) and \( F_1 \) are f.g. free. Since \( \text{Hom}_R(\_, Y) \) is left exact, the sequence

\[ 0 \rightarrow \text{Hom}_R(X, Y) \rightarrow \text{Hom}_R(F_0, Y) \rightarrow \text{Hom}_R(F_1, Y) \]

is exact. \( \text{Hom}_S(\_, Z) \) is exact since \( Z \) is injective, therefore we have a diagram

\[
\begin{array}{ccc}
\text{Hom}_S(Y, Z) \otimes_R F_1 & \rightarrow & \text{Hom}_S(Y, Z) \otimes_R F_0 \\
\downarrow \sigma & & \downarrow \beta \\
\text{Hom}_S(\text{Hom}_R(F_1, Y), Z) & \rightarrow & \text{Hom}_S(\text{Hom}_R(F_0, Y), Z) \\
& & \downarrow \psi \\
& & \text{Hom}_S(\text{Hom}_R(X, Y), Z) \rightarrow 0
\end{array}
\]

where \( \sigma(f \otimes a) : g \mapsto f(g(a)) \) whenever \( g \in \text{Hom}_R(F_1, Y) \) and \( a \in F_1 \), and where \( \beta \) and \( \psi \) are defined in the same way. The top row above is exact since the tensor functor is right exact by Theorem 1.12. The first two vertical maps are isomorphisms. Thus, by the Five Lemma, the last vertical map is an isomorphism. \( \square \)
Proposition 3.5. Let \( 0 \rightarrow N \rightarrow M \rightarrow P \rightarrow 0 \) be a pure-exact sequence of \( R \)-modules and \( B \) a f.p. \( R \)-module. Then, the sequence

\[
0 \rightarrow \text{Hom}_R(B, N) \rightarrow \text{Hom}_R(B, M) \rightarrow \text{Hom}_R(B, P) \rightarrow 0
\]

is pure-exact.

Proof. The sequence

\[
0 \rightarrow P^* \rightarrow M^* \rightarrow N^* \rightarrow 0
\]

is split exact by Proposition 3.3. Thus, the sequence

\[
0 \rightarrow P^* \otimes_R B \rightarrow M^* \otimes_R B \rightarrow N^* \otimes_R B \rightarrow 0
\]

is also split exact. By Lemma 3.4, we have a split exact sequence

\[
0 \rightarrow (\text{Hom}_R(B, P))^* \rightarrow (\text{Hom}_R(B, M))^* \rightarrow (\text{Hom}_R(B, N))^* \rightarrow 0.
\]

Then,

\[
0 \rightarrow \text{Hom}_R(B, N) \rightarrow \text{Hom}_R(B, M) \rightarrow \text{Hom}_R(B, P) \rightarrow 0
\]

is pure-exact by Proposition 3.3. \( \square \)

Definition. A right \( R \)-module \( B \) is flat if whenever \( f : X \rightarrow Y \) is a monomorphism then so too is \( 1_B \otimes f : B \otimes X \rightarrow B \otimes Y \).

A fundamental characterization of flatness is

Lemma 3.6 (J. Lambek [14]). A right \( R \)-module \( A \) is flat if and only if \( A^* \) is an injective left \( R \)-module.

Proof. We give a sketch of the proof by showing that \( \text{Hom}_R(\_, \text{Hom}_Z(A, \mathbb{Q}/\mathbb{Z})) \) is an exact functor. We have \( \text{Hom}_R(\_, \text{Hom}_Z(A, \mathbb{Q}/\mathbb{Z})) \) naturally equivalent to
$Hom_Z(A \otimes_{R-} Q/\mathbb{Z})$, the latter being the composition $Hom_Z(\_ , Q/\mathbb{Z}) \circ (A \otimes_{R-})$, where each of these two composed functors is exact, since $Q/\mathbb{Z}$ is an injective $\mathbb{Z}$-module and $A$ is flat. Hence, $A^*$ is an injective $R$-module.

Conversely, if $A^*$ is an injective $R$-module and if $f : B' \to B$ is monic, then, by Theorem 1.16 (Adjoint Isomorphism), we have

$$Hom_Z(A \otimes_R B , Q/\mathbb{Z}) \to Hom_Z(A \otimes_R B', Q/\mathbb{Z}) \to 0$$

is exact. Hence, $0 \to A \otimes_R B' \to A \otimes_R B$ is exact since $Q/\mathbb{Z}$ is a cogenerator for abelian groups, i.e. the right $R$-module $A$ is flat. □

An example of a flat $R$-module is $R$ itself. To see this, consider the following diagram.

$\begin{array}{ccc}
M & \xrightarrow{f} & N \\
\downarrow \cong & & \downarrow \cong \\
R \otimes M & \xrightarrow{1 \otimes f} & R \otimes N
\end{array}$

where $M$ and $N$ are left $R$-modules, $f$ is an $R$-monomorphism and the vertical maps are the natural isomorphisms (Theorem 1.13). Then, $1 \otimes f$ is an $R$-monomorphism.

In fact, free $R$-modules, or more generally, projective $R$-modules are always flat. To see this, consider the following commutative diagram

$$\begin{array}{ccc}
(\bigoplus B_i) \otimes M & \xrightarrow{1 \otimes f} & (\bigoplus B_i) \otimes N \\
\downarrow \cong & & \downarrow \cong \\
\bigoplus (B_i \otimes M) & \xrightarrow{(1 \otimes f)} & \bigoplus (B_i \otimes N)
\end{array}$$

where $\{B_i \mid i \in I\}$ is a family of right $R$-modules, $N$ and $M$ are left $R$-modules, $f$ is an $R$-monomorphism and the vertical maps are natural isomorphisms (Theorem 1.15). Now, we can conclude that $\bigoplus B_i$ is flat if and only if each $B_i$ is flat. Hence, a free $R$-module is
flat being a direct sum of copies of $R$. Also, a projective $R$-module is flat since it is a direct summand of some free $R$-module.

**Lemma 3.7.** If $B$ is a right $R$-module such that $0 \to B \otimes_R I \overset{1_B \otimes \sigma}{\to} B \otimes_R R$ is an exact sequence whenever $I$ is a f.g. left ideal of $R$ and $\sigma$ is the inclusion $I \to R$, then $B$ is flat.

Proof. Every left ideal $I$ is equal to $\lim_{\to} I_k$ for some f.g. left ideals $I_k$’s by Theorem 1.17 (this is simply the directed union of the finitely generated subideals of $I$). Now,

$$0 \to B \otimes_R I_k \to B \otimes_R R$$

is exact by the hypothesis, and so,

$$0 \to \lim_{\to} (B \otimes_R I_k) \to \lim_{\to} (B \otimes_R R)$$

is an exact sequence by Theorem 1.18. Then,

$$0 \to \lim_{\to} (B \otimes_R I_k) \to B \otimes_R R$$

is exact since $\lim_{\to} (B \otimes_R R) = B \otimes_R R$. Then,

$$0 \to B \otimes_R \lim_{\to} I_k \to B \otimes_R R$$

is exact since the functor $B \otimes_R -$ preserves direct limits (Theorem 1.19). It follows that

$$(B \otimes_R R)^* \to (B \otimes_R I)^* \to 0$$

is exact which gives the exactness of

$$Hom_R(R, B^*) \to Hom_R(I, B^*) \to 0$$

by the Adjoint Isomorphism. Hence, $B^*$ is injective by Baer’s criterion, and this shows that $B$ is flat by Lemma 3.6. □
An analogue of Lemma 3.6 is

**Proposition 3.8** A right $R$-module $A$ is flat if and only if $A^*$ is an absolutely pure left $R$-module.

Proof. If $A$ is a flat right $R$-module, then $A^*$ is an injective left $R$-module by Lemma 3.6 and hence absolutely pure.

For the converse, let $A^*$ be an absolutely pure left $R$-module and let $I$ be a f.g. left ideal.

Then, consider the exact sequence

$$0 \longrightarrow I \overset{\sigma}{\longrightarrow} R$$

where $\sigma$ is the inclusion map. The sequence $Hom_R(R, A^*) \longrightarrow Hom_R(I, A^*) \longrightarrow 0$ is exact by Proposition 2.14 since $A^*$ is an absolutely pure $R$-module. Now, by Theorem 1.16 (Adjoint Isomorphism), we will have the exact sequence

$$Hom_Z(A \otimes_R Q/Z) \longrightarrow Hom_Z(A \otimes_I Q/Z) \longrightarrow 0.$$

Then, the sequence

$$0 \longrightarrow A \otimes I \longrightarrow A \otimes R$$

is exact since $Q/Z$ is a cogenerator for abelian groups. Therefore, $A$ is a flat right $R$-module by Lemma 3.7. □

**Definition.** An $R$-module is *coflat* if it has the injective property relative to any exact sequence $0 \longrightarrow I \longrightarrow R \longrightarrow R/I \longrightarrow 0$ where $I$ is a f.g. ideal of $R$.

One can consider coflatness as a weak form of absolute purity, in view of Proposition 2.14. Consequently, for each module $M$ we have the following implications

$$M \text{ is injective} \implies M \text{ is absolutely pure} \implies M \text{ is coflat}.$$
Lemma 3.9. If $R$ is coherent and $0 \rightarrow N \rightarrow M \xrightarrow{\alpha} P \rightarrow 0$ is pure-exact and $M$ is coflat, then $P$ is coflat.

Proof. Recall that

$$0 \rightarrow \text{Hom}_R(I, N) \rightarrow \text{Hom}_R(I, M) \xrightarrow{\alpha_*} \text{Hom}_R(I, P) \rightarrow 0 \quad (*)$$

is exact for all f.p. ideals of $R$ (Proposition 3.5). Thus, the sequence $(*)$ is exact for all f.g. ideals $I$ since $R$ is coherent. Now, let $f : I \rightarrow P$ be an $R$-homomorphism, then there is a map $\psi : I \rightarrow M$ such that $\alpha_*(\psi) = f$ since $(*)$ is an exact sequence. But $M$ is coflat, so there is a map $\lambda : R \rightarrow M$ which extends $\psi$, i.e. $\lambda i = \psi$ where $i$ is the inclusion map $I \rightarrow R$. Let $\phi : R \rightarrow P$ be defined as $\phi = \alpha \lambda$. Then $\phi i = \alpha \lambda i = \alpha \psi = \alpha_*(\psi) = f$, i.e. $\phi$ extends $f$. Hence, $P$ is coflat. $\square$

Proposition 3.10. Let $R$ be a left coherent ring and let $M$ be a coflat $R$-module. Then $M$ is absolutely pure.

Proof. Let $I$ be a f.g. ideal. Now, consider the exact sequence $0 \rightarrow I \rightarrow R$, then

$\text{Hom}_R(R, M) \rightarrow \text{Hom}_R(I, M) \rightarrow 0$ is exact, since $M$ is coflat. Then,

$$0 \rightarrow (\text{Hom}_R(I, M))^* \rightarrow (\text{Hom}_R(R, M))^*$$

is exact, and hence by Lemma 3.4, we have the exact sequence $0 \rightarrow M^* \otimes_R I \rightarrow M^* \otimes_R R$ since $I$ is f.p. being a f.g. ideal in the coherent ring $R$. Thus, $M^*$ is flat by Lemma 3.7, and this leads $M^{**}$ to be injective by Lemma 3.6. Now, define a homomorphism $\mu_M : M \rightarrow M^{**}$ by $(\mu_M(m))(f) = f(m)$ for each $m \in M$ and $f \in M^*$. $\mu_M$ is monic since $\mathbb{Q} / \mathbb{Z}$ is a cogenerator. Consider the homomorphisms $(\mu_M)^* : M^{***} \rightarrow M^*$ defined as $(\mu_M)^*(h) = h \mu_M$ for all $h \in M^{***}$, and $\mu_{M^*} : M^* \rightarrow M^{***}$ defined in the same way as $\mu_M$. Then, $\mu_{M^*}(g) : M^{**} \rightarrow \mathbb{Q} / \mathbb{Z}$
where \( g \in M^* \) given by \((\mu_M^*)(g))(f) = f(g)\) for all \( f \in M^{**} \). Hence, \((\mu_M^* \circ \mu_M^*)(g) = (\mu_M^*)(\mu_M^*(g)) = \mu_M^*(g) \circ \mu_M^* \) and, for each \( m \in M \), \(\{(\mu_M^* \circ \mu_M^*)(g)\}(m) = \mu_M^*(g)(\mu_M^*(m)) = \mu_M^*(\mu_M(m))(g) = g(m)\). Hence, \((\mu_M^* \circ \mu_M^*)(g) = g\) and so \((\mu_M^* \circ \mu_M^*) = 1_{M^*}\). Thus, \(M^*\) is a direct summand of \(M^{**}\), i.e. \(0 \rightarrow \ker(\mu_M^*) \rightarrow M^{**} \rightarrow (\mu_M^*)_M^* \rightarrow 0\) is split exact. It follows that \(0 \rightarrow M \rightarrow M^{**} \rightarrow K \rightarrow 0\) is pure-exact for some \(R\)-module \(K\) by Proposition 3.3. Thus, \(M\) is pure in \(M^{**}\) (an injective \(R\)-module). Therefore, \(M\) is absolutely pure. \(\square\)

**Definition.** If \(0 \rightarrow N \rightarrow M \rightarrow P \rightarrow 0\) is a pure-exact sequence of \(R\)-modules then \(P\) is said to be a pure quotient of \(M\).

**Proposition 3.11.** If \(R\) is a left coherent ring, then pure quotients of absolutely pure modules are absolutely pure.

Proof. Let \(P\) be a pure quotient of an absolutely pure \(R\)-module \(M\) i.e. there is a pure-exact sequence

\[0 \rightarrow N \rightarrow M \rightarrow P \rightarrow 0.\]

\(M\) is absolutely pure implies that \(M\) is coflat, and so \(P\) is coflat by Lemma 3.9. Hence, \(P\) is absolutely pure by Proposition 3.10. \(\square\)

**Corollary 3.12.** If \(R\) is a left coherent ring and \(A\) is a pure submodule of an injective module \(Q\), then the quotient \(Q/A\) is an absolutely pure module.

Proof. Let \(A\) be a pure submodule of an injective \(R\)-module \(Q\). Then, the sequence

\[0 \rightarrow A \rightarrow Q \rightarrow Q/A \rightarrow 0\]
is pure-exact. Hence, by Proposition 3.11, $Q/A$ is absolutely pure being a pure quotient of $Q$. □

Recall that if $\{F_i, \phi^j_i\}$ is a direct system of $R$-modules and if $\lambda_j : F_j \longrightarrow \oplus F_i$ is the canonical injection map, then $\oplus F_i/S$, where $S$ is the submodule of $\oplus F_i$ generated by $\lambda_j\phi^j_i(a_i) - \lambda_i(a_i)$ $(a_i \in F_i$ and $i \leq j)$, is a direct limit $\lim_{\longrightarrow} F_i$.

**Lemma 3.13.** With above notation, let $x \in \oplus_{i \in I} F_i$ with $x = (x_i)_{i \in I}$. Then $x \in S$ if and only if there is $k \in I$ with $k \geq i$ for each $i \in \text{support}(x)$ and $\sum_i \phi^k_i(x_i) = 0$. Moreover, $S$ is pure in $\oplus_{i \in I} F_i$.

**Proof.** Let $x \in S$, then $x$ is a finite $R$-linear combination of elements $\sigma_1, \sigma_2, \ldots, \sigma_n$ in $S$ of form $\sigma_t = (\ldots, 0, -a^t_i, 0, \ldots, 0, \phi^j_i(a^j_i), 0, \ldots)$ in $\oplus_{i \in I} F_i$. Let $k \in I$ such that $k \geq j$ for all $j \in \bigcup^n_{i=1} \text{support}(\sigma_t)$. Put $\sigma_t = (\sigma^t_i)_{i \in I}$, then $\sum_i \phi^k_i(\sigma^t_i) = \phi^k_i(-a^t_i) + \phi^j_i\phi^j_i(a^j_i) = \phi^k_i(-a^t_i) + \phi^k_i(a^t_i) = 0$. There are $r_1, \ldots, r_n \in R$ such that $x = r_1\sigma_1 + \ldots + r_n\sigma_n$, so $\sum_i \phi^k_i(x_i) = \sum_i \phi^k_i(\sum_i r_i\sigma^t_i) = \sum_i r_i(\sum_i \phi^k_i(\sigma^t_i)) = 0$ as required.

For the converse, write $x = (\ldots, x_i, 0, \ldots, x_n, 0, \ldots)$ (so that support$(x) \subseteq \{i_1, \ldots, i_n\}$) and let $k \in I$ such that $k \geq i_1, \ldots, i_n$ with $\sum^n_{i=1} \phi^k_i(x_i) = 0$. Then,

$x = (\ldots, 0, x_i, 0, \ldots, 0, -\phi^k_i(x_i), 0, \ldots) + \ldots + (\ldots, 0, x_n, 0, \ldots, 0, -\phi^k_i(x_n), 0, \ldots) \in S$.

We next prove that $S$ is a pure submodule of $\bigoplus_{i \in I} F_i$. Let $\sum_{k \in K} r_{hk}x_k = a_h$ ($h \in H$) where $a_h \in S$, be a finite system of equations over $S$, solvable in $\bigoplus_{i \in I} F_i$ by $\{m_k\}_{k \in K}$, say.

By the first part, there exists for each $h \in H$, $N_h \in I$ such that $N_h \geq j$ for all $j \in \text{support}(a_h)$ and $\sum_i \phi^{N_h}_i(a_h(i)) = 0$. Let $T = \left( \bigcup_{k \in K} \text{support}(m_k) \right) \cup \{N_h\}_{h \in H}$ and let $N \geq j$ for all $j \in T$. Then, if we define $\nu_k \in \bigoplus_{i \in I} F_i$ by $\nu_k = m_k - \sum_i \lambda_N\phi^N_i(m_k(i))$,$\phi^N_i(m_k(i))$, we obtain $\nu_k = \sum_i (\lambda_i(m_k(i)) - \lambda_N\phi^N_i(m_k(i)))$, so that $\nu_k \in S$ ($k \in K$). Also, for each
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Let \( h \in H \) and \( \sum_k r_{hk} \nu_k = \sum_k r_{hk} m_k - \sum_i \lambda_N \phi_i^N(r_{hk} m_k(i)) = a_h - \sum_i \lambda_N \phi_i^N(\sum_k r_{hk} m_k(i)) = a_h - \sum_i \lambda_N \phi_i^N(\sum_i \phi_i^N(a_h(i))) = a_h \). This proves that the finite system of equations is solvable in \( S \), and hence \( S \) is pure in \( \bigoplus_{i \in I} F_i \).

**Lemma 3.14.** For an \( R \)-module \( P \), the following statements are equivalent.

(i) \( P \) is f.p.

(ii) For every direct system \( \{X_i\}_{i \in I} \) of \( R \)-modules and for every \( R \)-homomorphism \( \alpha : P \rightarrow \lim X_i \), there exists an \( R \)-homomorphism \( \beta : P \rightarrow X_j \) for some \( j \in I \) such that \( \alpha \beta = \alpha \), where \( \alpha_j : X_j \rightarrow \lim X_i \) is the canonical homomorphism.

Proof. (i)\(\Rightarrow\)(ii) Using Lemma 3.13 and its notation, we obtain a pure-exact sequence

\[
0 \rightarrow S \rightarrow \bigoplus_{i \in I} X_i \rightarrow \lim X_i \rightarrow 0
\]

where \( \pi((x_i)_{i \in I}) = (x_i)_{i \in I} + S \). For each \( j \in I \), let \( \lambda_j : X_i \rightarrow \bigoplus_{i \in I} X_i \) be the injection map, so that \( \alpha_j = \pi \lambda_j \) is the canonical homomorphism \( X_j \rightarrow \lim X_i \). Let \( P \) be f.p. with generating set \( \{p_1, p_2, ..., p_n\} \) and let \( g : P \rightarrow \lim X_i \) be an \( R \)-homomorphism.

By Proposition 3.5, there is an \( R \)-homomorphism \( h : P \rightarrow \bigoplus_{i \in I} X_i \) such that \( \pi h = g \).

Let \( T = \bigcup_{k=1}^n \text{support}(h(p_k)) \), \( j \geq i \) for all \( i \in T \) (this is possible as \( I \) is directed), and let \( \delta_j : \bigoplus_{i \in I} X_i \rightarrow X_j \) be the homomorphism \( \delta_j((x_i)_{i \in I}) = \sum_{i \in T} \phi_i^T(x_i) \). We have for all \( x \in h(P) \),

\[
\pi \lambda_j \delta_j(x) = \alpha_j \delta_j(x) = \alpha_j(\sum_{i \in T} \phi_i^T(x_i)) = \sum_{i \in I} \alpha_j(x_i) = \pi(\sum_{i \in I} \lambda_i(x_i)) = \pi(x),
\]

i.e. for all \( p \in P \), \( \pi \lambda_j \delta_j h(p) = \pi h(p) = g(p) \). This implies \( g = \pi \lambda_j \delta_j h \), i.e. the map \( g \) can be factored through \( X_j \) as the following diagram shows

\[
\begin{array}{ccc}
P & \xrightarrow{g} & \lim X_i \\
\delta_j h & \downarrow & \alpha_j \\
X_j & \xrightarrow{} & \end{array}
\]
(ii)$\implies$(i) By Theorem 1.17, $X = \varinjlim X_i$ for some direct system $\{X_i\}_{i \in I}$ of f.p. $R$-modules. Let $\alpha : X \to X$ be the identity map, then there is an $R$-homomorphism $\tau : X \to X_j$ for some $j \in I$ such that $\alpha_j \tau = \alpha$ where $\alpha_j : X_j \to \varinjlim X_i$ is the canonical map. This means that $X$ is a direct summand of $X_j$, and there exists an $R$-module $B$ such that $X \oplus B \cong X_j$. Both $X$ and $B$ are f.g since $X_j$ is f.g. The exact sequence of $R$-modules $0 \to H \xrightarrow{\sigma} F \xrightarrow{\phi} X \to 0$ where $F$ is f.g free, $\sigma$ is the inclusion and $\phi$ is the canonical epimorphism, induces the sequence $0 \to H \xrightarrow{h} F \oplus B \xrightarrow{f} X \oplus B \to 0$, where $h(a) = (a, 0)$ for all $a \in H$ and $f(a, b) = (\phi(a), b)$ for all $(a, b) \in F \oplus B$. It is easy to check that this is an exact sequence. Since $X \oplus B$ is f.p. and $F \oplus B$ is f.g., it follows that $H$ is f.g. This shows that $X$ is f.p. \qed

**Lemma 3.15.** Let $X \xrightarrow{f} Y \xrightarrow{g} Z \xrightarrow{\pi} Z/T$ be the zero map, where $f, g, \pi$ are homomorphisms and $X, Y, Z$ are modules, $T$ a submodule of $Z$, and $\pi$ the natural epimorphism.

Then, the composition $gf$ factors over $T$.

**Proof.** We show that we have a commutative diagram

$$
\begin{array}{ccc}
X & \xrightarrow{f} & Y \\
\tau \downarrow & & \downarrow g \\
0 & \xrightarrow{\sigma} & Z & \xrightarrow{\pi} & Z/T & \to 0 \\
\end{array}
$$

for some $\tau$, where $\sigma$ is the inclusion map. Let $\tau : X \to T$ be the map defined by $\tau(x) = gf(x)$ for each $x \in X$. We need only check that $gf(x) \in T$. But $\pi gf(x) = 0$, i.e. $gf(x) \in \ker \pi = T$, as required. \qed

**Proposition 3.16 (B. Stenström [21]).** A ring $R$ is a left coherent ring if and only if every direct limit of absolutely pure $R$-modules is absolutely pure.
Proof. Let $R$ be left coherent and let $\{F_i\}_{i \in I}$ be a direct system of absolutely pure $R$-modules. By Lemma 3.13 $\varinjlim F_i$ is a pure quotient of the absolutely pure module $\bigoplus_{i \in I} F_i$. Therefore, $\varinjlim F_i$ is an absolutely pure $R$-module by Proposition 3.11.

For the converse, let $L$ be a f.g. submodule of a f.g. free $R$-module $F$ and let $\alpha : L \to \varinjlim M_i$ be a homomorphism where $\{M_i, \psi_i^j\}$ is a direct system of $R$-modules. Choose a direct family of injective modules $E(M_i) \supseteq M_i$. Since $\varinjlim E(M_i)$ is absolutely pure, $\alpha$ extends to a homomorphism $\beta : F \to \varinjlim E(M_i)$ as the following diagram shows:

$$
\begin{array}{ccc}
0 & \to & L \\
\downarrow \alpha & & \downarrow \beta \\
0 & \to & \varinjlim M_i \\
\end{array}
\begin{array}{ccc}
\sigma & \to & F \\
\downarrow \alpha & & \downarrow \\
\varinjlim E(M_i) & \to & \varinjlim E(M_i)
\end{array}
$$

where $\sigma$ is the inclusion and $\varepsilon$ is the map induced by $\varinjlim$ on the inclusions $0 \to M_i \to E(M_i)$. By Lemma 3.14 $\beta$ factors over some $E(M_j)$, i.e. there is a map $h : F \to E(M_j)$ such that $\alpha_j h = \beta$ (where $\alpha_j : E(M_j) \to \varinjlim E(M_i)$ is the canonical map). Consider the diagram (*):

$$
\begin{array}{ccc}
0 & \to & L \\
\downarrow \alpha & & \downarrow \\
0 & \to & \varinjlim M_i \\
\end{array}
\begin{array}{ccc}
\sigma & \to & F \\
\downarrow \alpha & & \downarrow \\
\varinjlim E(M_i) & \to & \varinjlim E(M_i) \\
\end{array}
\begin{array}{ccc}
\pi_j & \to & E(M_j) / M_j \\
\downarrow f_j & & \\
0 & \to & \varinjlim E(M_i) / M_i \\
\end{array}
$$

where the bottom row is exact, and where $f_j$ is induced by the commutative diagram of exact rows:

$$
\begin{array}{ccc}
0 & \to & M_j \\
\downarrow \psi_j & & \downarrow \alpha_j & & \downarrow f_j \\
0 & \to & \varinjlim M_i \\
\end{array}
\begin{array}{ccc}
\subseteq & \to & E(M_j) \\
\downarrow & & \downarrow \\
\varinjlim E(M_i) & \to & \varinjlim E(M_i) / M_i
\end{array}
\begin{array}{ccc}
\pi_j & \to & E(M_j) / M_j \\
\downarrow & & \downarrow \\
0 & \to & \varinjlim E(M_i) / M_i
\end{array}
$$

We claim that $f_j \pi_j h \sigma = 0$. This is so because $f_j \pi_j h \sigma = \pi \alpha_j h \sigma = \pi \beta \sigma = \pi \varepsilon \alpha = 0$.

This shows that the composition $L \to E(M_j) \to E(M_j) / M_j$ goes to zero in the direct
limit. Since \( L \) is f.g. there exists \( j' \geq j \) in \( I \) such that \( L \rightarrow E(M_{j'}) \rightarrow E(M_{j'})/M_{j'} \) is the zero map by Theorem 1.20. Then, \( L \rightarrow E(M_{j'}) \) factors over \( M_{j'} \) by Lemma 3.15.

Without loss of generality, we may assume that \( j = j' \), so that the above diagram (*) together with this factoring property becomes

\[
\begin{array}{ccc}
0 & \rightarrow & L \\
\downarrow \alpha & & \downarrow \beta \\
0 & \rightarrow & \lim M_i \\
\end{array}
\]

for some map \( \tau : L \rightarrow M_j \). It is clear that \( \varepsilon \alpha = \beta \sigma = \alpha_j h \sigma = \alpha_j \tau = \varepsilon \psi_j \tau \) and so \( \alpha = \psi_j \tau \) since \( \varepsilon \) is monic, which shows that \( \alpha : L \rightarrow \lim M_i \) factors over \( M_j \). Hence, \( L \) is f.p. by Lemma 3.14. \( \square \)

**Remark.** If \( B \) is a right \( R \)-module and \( I \) is a left ideal, then

\( BI = \{ \sum b_ji_j \mid b_j \in B, \ i_j \in I \} \) is a subgroup of \( B \). If \( B \) is flat then the natural map \( f : B \otimes I \rightarrow B \otimes R \) is monic. So, the composition \( B \otimes I \xrightarrow{f} B \otimes R \xrightarrow{g} B \), where \( g \) is the natural isomorphism, is monic. Clearly \( \text{im}g f = BI \), so \( \otimes i \mapsto bi \) is an isomorphism.

**Lemma 3.17.** A module \( V \) is flat if and only if for every relation

\[
\sum_{j=1}^{n} v_j a_j = 0 (v_j \in V, a_j \in R),
\]

there exist elements \( u_1, u_2, ..., u_m \in V \) and elements \( c_{ij} \in R (i = 1, ..., m, j = 1, ..., n) \) such that

\[
\sum_{j=1}^{n} c_{ij} a_j = 0 (i = 1, ..., m)
\]
and

\[ \sum_{i=1}^{m} u_i c_{ij} = v_j \quad (j = 1, \ldots, n) \]

Proof. Suppose that \( V \) is flat and \( \sum_{j=1}^{n} v_j a_j = 0 \). Let \( I = \sum_{j=1}^{n} Ra_j \) (f.g. left ideal) and consider the free left \( R \)-module \( F = \oplus_{j=1}^{n} Rx_j \) with basis \( \{x_1, \ldots, x_n\} \) and the short exact sequence

\[ 0 \longrightarrow K \xrightarrow{\sigma} F \xrightarrow{f} I \longrightarrow 0 \]

where \( f(x_j) = a_j \quad (j = 1, \ldots, n) \), \( K = \ker f \), and \( \sigma \) is the inclusion map. Then,

\[
(1 \otimes f)(\sum_{j=1}^{n} v_j \otimes x_j) = \sum_{j=1}^{n} v_j \otimes f(x_j) = \sum_{j=1}^{n} v_j \otimes a_j = 0 \quad \text{since} \quad \sum_{j=1}^{n} v_j a_j = 0 \quad \text{by hypothesis and the isomorphism given in the above remark.}
\]

Now, the sequence

\[ 0 \longrightarrow V \otimes K \xrightarrow{1 \otimes \sigma} V \otimes F \xrightarrow{1 \otimes f} V \otimes I \longrightarrow 0 \]

is exact since \( V \) is flat. But \( \sum_j v_j \otimes x_j \in \ker (1 \otimes f) = \im (1 \otimes \sigma) \). Thus, there exist \( u_i \in V \) and \( k_i \in K \quad (1 \leq i \leq m) \) such that \( \sum_{i=1}^{m} u_i \otimes k_i = \sum_{j=1}^{n} v_j \otimes x_j \). For each \( k_i \in F \),

\[ k_i = \sum_{j=1}^{n} c_{ij} x_j \quad (i = 1, \ldots, m) \quad \text{for some} \quad c_{ij} \in R, \quad \text{so that} \]

\[ \sum_{j=1}^{n} c_{ij} a_j = \sum_{j=1}^{n} c_{ij} f(x_j) = f(\sum_{j=1}^{n} c_{ij} x_j) = f(k_i) = 0 \quad (i = 1, \ldots, m). \]

Moreover, this also gives

\[ \sum_{j=1}^{n} (v_j \otimes x_j) = \sum_{i=1}^{m} (u_i \otimes k_i) = \sum_{i=1}^{m} (u_i \otimes (\sum_{j=1}^{n} c_{ij} x_j)) = \sum_{j=1}^{n} ((\sum_{i=1}^{m} u_i c_{ij}) \otimes x_j). \]

Since the \( x_j \)'s form a basis of \( F \), and \( \sum_{j=1}^{n} v_j \otimes x_j \in V \otimes F \), this implies \( \sum_{i=1}^{m} u_i c_{ij} = v_j \)

\((j = 1, \ldots, n)\).

For the converse, consider the following commutative diagram
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\[ \begin{array}{ccc}
V \otimes I & \xrightarrow{1 \otimes \sigma} & V \otimes R \\
\downarrow \phi & \downarrow \psi \\
VI & \xrightarrow{\alpha} & V
\end{array} \]

where \( I \) is a f.g. left ideal of \( R \), \( \sigma \) is the inclusion \( I \rightarrow R \), \( \psi \) is the natural isomorphism, \( \alpha \) is the inclusion and the map \( \phi \) is defined as \( \phi(\sum_j v_j \otimes a_j) = \sum_j v_j a_j \) \((j = 1, \ldots, n)\).

Now, let \( \phi(\sum_j v_j \otimes a_j) = 0 \) then \( \sum_j v_j a_j = 0 \), and so, by hypothesis, there exist \( u_i \in V \) and \( c_{ij} \in R \) such that \( \sum_{j=1}^n c_{ij} a_j = 0 \) \((i = 1, \ldots, m)\), and \( \sum_{i=1}^m u_i c_{ij} = v_j \) \((j = 1, \ldots, n)\).

Thus, \( \sum_{j=1}^n v_j \otimes a_j = \sum_{j=1}^n (\sum_{i=1}^m u_i c_{ij}) \otimes a_j = \sum_{i=1}^m u_i \otimes (\sum_{j=1}^n c_{ij} a_j) = 0 \) and hence \( \phi \) is monic. Therefore, \( \psi^{-1} \alpha \phi \) is monic and so \( V \) is flat by Lemma 3.7. \( \square \)

**Lemma 3.18.** Let \( F \) be flat and \( 0 \rightarrow K \rightarrow F \xrightarrow{f} B \rightarrow 0 \) be an exact sequence of right \( R \)-modules where \( K = \ker f \). Then, \( B \) is flat if and only if \( K \cap FI = KI \) for every f.g. left ideal \( I \).

**Proof.** Consider the following commutative diagram

\[ \begin{array}{ccc}
K \otimes I & \rightarrow & F \otimes I & \xrightarrow{f \otimes 1_I} & B \otimes I & \rightarrow & 0 \\
\mu \downarrow & \phi \downarrow & \psi \downarrow \\
0 \rightarrow K \cap FI & \subseteq & FI & \xrightarrow{f|_FI} & BI
\end{array} \]

where \( \psi \) is defined by \( \sum_{j=1}^n b_j \otimes a_j \mapsto \sum_{j=1}^n b_j a_j \), for \( b_j \in B \) and \( a_j \in I \) and where \( \phi \) and \( \mu \) are defined similarly (note that \( KI \subseteq K \cap FI \)). The two rows are easily verified to be exact. Using diagram chasing one can prove that \( \psi \) is monic iff \( \mu \) is epic iff \( KI = K \cap FI \).

Suppose that \( B \) is flat, then \( \psi \) is an isomorphism (this can be shown in the same way as \( \phi \) in the proof of Lemma 3.17). By the above part \( KI = K \cap FI \).
For the converse, let $KI = K \cap FI$ for all f.g. left ideals of $R$. Then, consider the following commutative diagram

\[
\begin{array}{ccc}
B \otimes I & \overset{1_B \otimes i}{\longrightarrow} & B \otimes R \\
\downarrow \psi & & \downarrow \sigma \\
BI & \overset{\subseteq}{\longrightarrow} & B
\end{array}
\]

where $i$ is the inclusion map, $\sigma$ is the natural isomorphism, and $\psi$ is defined as above. $\mu$ is epic by the first part and therefore $\psi$ is monic. Hence, $1_B \otimes i : B \otimes I \longrightarrow B \otimes R$ is monic and this leads $B$ to be flat by Lemma 3.7. $\square$

In Proposition 2.6, an $R$-module $N$ is absolutely pure module if and only if every short exact sequence with first term $N$ is pure-exact. There is a dual result of this for flat modules in the following sense.

An $R$-module $F$ is flat if and only if every short exact sequence with third term $F$ is pure.

To see this, let $F$ be a flat $R$-module and $0 \longrightarrow A \longrightarrow B \longrightarrow F \longrightarrow 0 \ (*)$ be an exact sequence of $R$-modules. Then, $F^*$ is injective by Lemma 3.6. Thus, the dual exact sequence $0 \longrightarrow F^* \longrightarrow B^* \longrightarrow A^* \longrightarrow 0$ is split by Theorem 1.9 and hence the sequence $\ (*)$ is pure-exact by Proposition 3.3.

For the converse, let $0 \longrightarrow A \longrightarrow B \longrightarrow F \longrightarrow 0$ be an exact sequence where $B$ is a free $R$-module. Then, by hypothesis, this sequence is pure and so the dual sequence $0 \longrightarrow F^* \longrightarrow B^* \longrightarrow A^* \longrightarrow 0$ splits by Proposition 3.3. By Lemma 3.6, $B^*$ is injective and hence $F^*$ is injective, and so $F$ is flat by Lemma 3.6 again.

**Proposition 3.19** (S. U. Chase [2]). The following statements are equivalent:

(i) The ring $R$ is left coherent.
(ii) Every direct product of flat right $R$-modules is flat.

(iii) $R^A$ is flat (as a right $R$-module) for any set $A$.

Proof. (i)$\implies$(ii) First let us prove that $(R^B)^A$ is flat for all sets $A$ and $B$. Let $v_j \in (R^B)^A$ and $a_j \in R$ with $\sum_{j=1}^n v_j a_j = 0$. Let $F$ be the free left $R$-module with basis $x_1, x_2, \ldots, x_n$. Then,

$$0 \longrightarrow \ker f \longrightarrow F \xrightarrow{f} \sum_{j=1}^n Ra_j \longrightarrow 0$$

is an exact sequence where $f(x_j) = a_j$ ($j = 1, \ldots, n$) and $\sum_{j=1}^n Ra_j$ is a left ideal with generators $a_1, \ldots, a_n$. Since $R$ is left coherent we can write $K = \ker f = \sum_{i=1}^m Rk_i$ where $k_i = \sum_{j=1}^n c_{ij}x_j$ and $\sum_{j=1}^n c_{ij}a_j = \sum_{j=1}^n c_{ij}f(x_j) = f(\sum_{j=1}^n c_{ij}x_j) = f(k_i) = 0$. Now, observe that for $\alpha \in A$ and $\beta \in B$ we have $\sum_{j=1}^n [v_j(\alpha)](\beta)x_j \in K$ (since $f(\sum_{j=1}^n [v_j(\alpha)](\beta)x_j) = \sum_{j=1}^n [v_j(\alpha)](\beta)f(x_j) = \sum_{j=1}^n [v_j(\alpha)](\beta)a_j = \sum_{j=1}^n [v_j\alpha(\alpha)](\beta) = [(\sum_{j=1}^n v_j(\alpha))](\beta) = 0$, where $v_j(\alpha)$ is the $\alpha$ coordinate of $v_j$ and $[v_j(\alpha)](\beta)$ is the $\beta$ coordinate of $v_j(\alpha)$). Thus, we may choose $b_{i\alpha\beta} \in R$ such that $b_{i\alpha\beta} = 0$ whenever $[v_j(\alpha)](\beta) = 0$ ($j = 1, \ldots, n$) and $\sum_{j=1}^n [v_j(\alpha)](\beta)x_j = \sum_{i=1}^m b_{i\alpha\beta}k_i$ since the $k_i$s are the generators of $K$. Now, define $u_1, \ldots, u_m \in (R^B)^A$ by $[u_i(\alpha)](\beta) = b_{i\alpha\beta}$ ($\alpha \in A, \beta \in B, i = 1, \ldots, m$) so that $\sum_{j=1}^n [v_j(\alpha)](\beta)x_j = \sum_{i=1}^m [u_i(\alpha)](\beta)k_i = \sum_{i=1}^m [u_i(\alpha)](\beta)(\sum_{j=1}^n c_{ij}x_j) = \sum_{j=1}^n (\sum_{i=1}^m [u_i(\alpha)](\beta)c_{ij})x_j$ or, equivalently,

$$\sum_{i=1}^m u_i c_{ij} = v_j \ (j = 1, \ldots, n)$$

Thus, $(R^B)^A$ is flat by Lemma 3.17. Now, suppose that $\{V_{\alpha}\}_{\alpha \in A}$ is a family of flat modules and choose $B$ to be a set such that the free right modules $F_{\alpha} = R^B$ map onto $V_{\alpha}$ ($\alpha \in A$). Then,

$$0 \longrightarrow K_{\alpha} \xrightarrow{\subseteq} F_{\alpha} \xrightarrow{g_{\alpha}} V_{\alpha} \longrightarrow 0$$
is exact for all \( \alpha \in A \). Then, we have an exact sequence

\[
0 \longrightarrow \prod K_\alpha \longrightarrow \prod F_\alpha \longrightarrow \prod V_\alpha \longrightarrow 0
\]

where \( \prod_A F_\alpha = (R^{(B)})^A \) is flat. Now, let \( I \) be a f.g. left ideal in \( R \). Then,

\[
(\prod_A K_\alpha)I = \prod_A (K_\alpha I) = \prod_A (K_\alpha \cap F_\alpha I) = (\prod_A K_\alpha) \cap (\prod_A (F_\alpha I)) = (\prod_A K_\alpha) \cap (\prod_A F_\alpha)I
\]

since \( K_\alpha I = K_\alpha \cap F_\alpha I \) by Lemma 3.18. Then, \( \prod_A V_\alpha \) is flat again by Lemma 3.18.

(ii)\( \implies \) (iii) is obvious.

(iii)\( \implies \) (i) Suppose \( I \) is a f.g. left ideal of \( R \). Then, we have an exact sequence

\[
0 \longrightarrow \ker f \longrightarrow F \xrightarrow{f} I \longrightarrow 0
\]

where \( F \) is a free module with a basis \( \{x_1, \ldots, x_n\} \), say.

Let \( a_j = f(x_j) \) (\( j = 1, \ldots, n \)) and let \( K = \ker f \). Now, define \( v_1, v_2, \ldots, v_n \in R^K \) by

\[
k = \pi_k(v_1)x_1 + \pi_k(v_2)x_2 + \ldots + \pi_k(v_n)x_n \quad (k \in K),
\]

where \( \pi_k \) is the canonical projection. Then, \( 0 = f(k) = \sum_{j=1}^n \pi_k(v_j)f(x_j) = \sum_{j=1}^n \pi_k(v_j) a_j = \pi_k(\sum_{j=1}^n v_j a_j) \) for all \( k \in K \), and so \( \sum_{j=1}^n v_j a_j = 0 \). By the hypothesis \( R^K \) is flat since \( R \) is flat and hence by Lemma 3.17 there exist \( u_1, \ldots, u_m \in R^K \) and \( c_{ij} \in R \) with \( \sum_{j=1}^n c_{ij} a_j = 0 \) (\( i = 1, \ldots, m \)) and \( \sum_{i=1}^m u_i c_{ij} = v_j \) (\( j = 1, \ldots, n \)). Define \( k_i = \sum_{j=1}^n c_{ij} x_j \) (\( i = 1, \ldots, m \)), then \( f(k_i) = f(\sum_{j=1}^n c_{ij} x_j) = \sum_{j=1}^n c_{ij} f(x_j) = \sum_{j=1}^n c_{ij} a_j = 0 \) and hence \( k_i \in K = \ker f \). Now, \( k = \sum_{j=1}^n \pi_k(v_j)x_j = \sum_{j=1}^n \pi_k(\sum_{i=1}^m u_i c_{ij})x_j = \sum_{i=1}^m \sum_{j=1}^n \pi_k(u_i) c_{ij} x_j = \sum_{i=1}^m \pi_k(u_i)(\sum_{j=1}^n c_{ij} x_j) = \sum_{i=1}^m \pi_k(u_i) k_i \). Thus, \( K \) is f.g. and hence \( R \) is left coherent. □

We say that a module \( A \) is simple if \( A \neq 0 \) and \( A \) has no proper submodules and that \( A \) is semisimple if it is a direct sum of simple modules. A ring \( R \) is left semisimple if, as a left \( R \)-module, it is semisimple.

For a semisimple ring, we have the following characterization:
A ring $R$ is semisimple if and only if every left $R$-module is injective (see J. Rotman [20]).

Since absolute purity is weaker than injectivity, a natural question arises: What are the rings all of whose modules are absolutely pure? To answer this, we state the following

**Definition.** A ring $R$ is von Neumann regular if, for each $a \in R$, there is an element $a' \in R$ with $aa'a = a$.

**Lemma 3.20.** If $R$ is von Neumann regular then every f.g. left ideal is principal, generated by an idempotent (i.e. an element $e$ with $e^2 = e$)

Proof. First we show that every principal left ideal is generated by an idempotent. Let $a \in R$, then there is an element $a' \in R$ such that $aa'a = a$, and so $a'aa'a = a'a$. It follows that $e = a'a$ is an idempotent. Moreover, $Ra = Re$ since $a = aa'a \in Re$ and $e = a'a \in Ra$. Now, without loss of generality, to show that every f.g. ideal is principal, it suffices to show that $Ra + Rb$ is principal for any $a, b \in R$. Let $e = a'a$, where $aa'a = a$. Then, $Ra = Re$ and $b = be + b(1 - e) \in Re + Rb(1 - e)$, so $Ra + Rb \subseteq Re + Rb(1 - e)$. For the other inclusion, let $x \in Re + Rb(1 - e)$ then, $x = re + sb(1 - e)$ for some $r, s \in R$. Thus, $x = ta + sb(1 - e)$ for some $t \in R$ since $Re = Ra$ and so $x = ta + sb - sbe = ta + sb + va$ for some $v \in R$ since $Re = Ra$. Therefore, $x = (t + v)a + sb \in Ra + Rb$. Now, there is an idempotent $f$ such that $Rb(1 - e) = Rf$ since $Rb(1 - e)$ is principal; moreover, $f = r_1b(1 - e)$ for some $r_1 \in R$. It follows that $fe = r_1b(1 - e)e = 0$. Now define $g = (1 - e)f$. Then, $ge = 0 = eg$, and $g^2 = (1 - e)f(1 - e)f = (1 - e)(f - fe)f = (1 - e)f^2 = (1 - e)f = g$ so that $g$ is an idempotent. Also, $Rg \subseteq Rf$ and $Rf \subseteq Rg$ (since $f = r_1b(1 - e)$ implies $f^2 = r_1b(1 - e)f$, i.e $f = f^2 = r_1bg \in Rg$). Therefore, $Ra + Rb = Re + Rb(1 - e) = Re + Rf = Re + Rg$. It is clear that $Re + Rg \supseteq R(e + g)$ and that
for all \( v, u \in R \), \( ve + ug = ve^2 + ug^2 = (ve + ug)(e + g) \in R(e + g) \) as \( ge = 0 = eg \).

Consequently, \( Ra + Rb = R(e + g) \). \( \square \)

We note that every division ring and, more generally, every semisimple ring is von Neumann regular.

**Proposition 3.21.** A ring \( R \) is von Neumann regular if and only if every right \( R \)-module is flat.

Proof. Let \( B \) be a right \( R \)-module and \( 0 \to K \to F \to B \to 0 \) be an exact sequence, where \( F \) is free. Then it is enough to show that \( Ka \supseteq K \cap Fa \) since the other inclusion is obvious. Let \( x \in K \cap Fa \) then \( x = k = fa = fa'a = ka'a \in Ka \) for some \( k \in K \), \( a' \in R \), and \( f \in F \). Therefore, \( B \) is flat by Lemma 3.18.

Conversely, let \( 0 \to aR \to R \to R/aR \to 0 \) be an exact sequence. Then, by hypothesis \( R/aR \) is a flat right \( R \)-module, and for any f.g left ideal \( I \), \( (aR)I = aR \cap RI = aR \cap I \). Thus, \( aI = aR \cap I \). In particular, let \( I = Ra \). Then \( aRa = aR \cap Ra \), but since \( a \in aR \cap Ra \), we get \( a \in aRa \), i.e. there is \( a' \in R \) such that \( aa'a = a \). Hence, \( R \) is von Neumann regular. \( \square \)

**Proposition 3.22.** A ring \( R \) is von Neumann regular if and only if every right \( R \)-module is absolutely pure.

Proof. Let \( A \) be an \( R \)-module. Then, by Proposition 3.21, \( A^* \) is flat and so \( A^{**} \) is an injective \( R \)-module by Lemma 3.6. In Proposition 3.10, we showed that \( A \) is pure in \( A^{**} \) and hence \( A \) is absolutely pure by Proposition 2.7.

Conversely, let \( f : A' \to A \) be a monic map. Then, the short exact sequence
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\[ 0 \rightarrow A' \xrightarrow{f} A \rightarrow A/\text{im } f \rightarrow 0, \]
is pure-exact by Proposition 2.6 since \( A' \) is absolutely pure by hypothesis. Thus, the sequence

\[ 0 \rightarrow B \otimes_R A' \xrightarrow{1_B \otimes f} B \otimes_R A \rightarrow B \otimes_R (A/\text{im } f) \rightarrow 0, \]
is exact for all right \( R \)-modules \( B \). In particular, the map \( 1_B \otimes f \) is monic, i.e. \( B \) is a flat \( R \)-module. Therefore, \( R \) is von Neumann regular by Proposition 3.21. \( \square \)

The following proposition gives an important relationship between flatness and absolute purity.

**Proposition 3.23.** Let \( A \) be a module over a coherent ring \( R \). Then, the character module \( A^* \) is flat if and only if \( A \) is absolutely pure.

**Proof.** Let \( A^* \) be a flat \( R \)-module. Then, \( A^{**} \) is injective by Proposition 3.6. In Proposition 3.10, we have \( A \) pure in \( A^{**} \) and hence \( A \) is absolutely pure.

Conversely, let \( I \) be a f.g. left ideal and consider the exact sequence \( 0 \rightarrow I \xrightarrow{\subseteq} R \). Then,

\[ \text{Hom}_R(R, A) \rightarrow \text{Hom}_R(I, A) \rightarrow 0 \]
is an exact sequence with \( A \) absolutely pure by Proposition 2.14, and so

\[ 0 \rightarrow (\text{Hom}_R(I, A))^* \rightarrow (\text{Hom}_R(R, A))^* \]
is exact. Now, \( I \) is f.p. since \( R \) is a left coherent ring and so we have an exact sequence

\[ 0 \rightarrow A^* \otimes_R I \rightarrow A^* \otimes_R R, \] by Lemma 3.4. Thus, \( A^* \) is flat by Lemma 3.7. \( \square \)
One implication of Proposition 3.23 can be generalized as follows for commutative rings.

**Proposition 3.24.** Let \( A \) be an absolutely pure module over a commutative coherent ring \( R \). Then, \( \text{Hom}_R(A, H) \) is flat for every injective \( R \)-module \( H \).

**Proof.** First note that \( \text{Hom}_R(A, H) \) has a structure of an \( R \)-module. Let \( I \) be a f.g. ideal of \( R \) and let \( A \) be an absolutely pure \( R \)-module. Then, the exact sequence

\[
0 \rightarrow I \rightarrow R
\]

induces an exact sequence

\[
\text{Hom}_R(R, A) \rightarrow \text{Hom}_R(I, A) \rightarrow 0
\]

by Proposition 3.17. Now, \( \text{Hom}_R(\_ , H) \) is a left exact functor and so, the sequence

\[
0 \rightarrow \text{Hom}_R(\text{Hom}_R(I, A), H) \rightarrow \text{Hom}_R(\text{Hom}_R(R, A), H)
\]

is exact. \( I \) is f.p. (as \( R \) is coherent), so we have the exact sequence

\[
0 \rightarrow \text{Hom}_R(A, H) \otimes_R I \rightarrow \text{Hom}_R(A, H) \otimes_R R
\]

by Lemma 3.4. Hence, \( \text{Hom}_R(A, H) \) is flat by Lemma 3.7. □

**Proposition 3.25.** If \( R \) is a commutative coherent ring, then \( E \otimes_R A \) is absolutely pure whenever \( E \) is flat and \( A \) is absolutely pure.

**Proof.** Observe that \( E \otimes_R A \) has the structure of an \( R \)-module. By Theorem 1.16 (Adjoint Isomorphism), we have the following identity:

\[
(E \otimes_R A)^* = \text{Hom}_\mathbb{Z}(E \otimes_R A, \mathbb{Q}/\mathbb{Z}) \cong \text{Hom}_R(A, \text{Hom}_\mathbb{Z}(E, \mathbb{Q}/\mathbb{Z})) = \text{Hom}_R(A, E^*). 
\]
Now, $E$ is flat implies that $E^*$ is injective by Lemma 3.6. Hence, $\text{Hom}_R(A, E^*)$ is flat by Proposition 3.24 since $R$ is coherent. So, $(E \otimes_R A)^*$ is flat by using the above identity. Therefore, $E \otimes_R A$ is absolutely pure by Proposition 3.23. \qed

3.2 Semihereditary Rings

It is well-known that a ring is hereditary if and only if quotients of injective modules are injective. The question as to which rings have quotients of absolutely pure modules absolutely pure is therefore worthwhile. To discuss this, we begin with the following

Definition. A ring $R$ is left semihereditary if every f.g. left ideal is projective. A commutative semihereditary domain is called a Prüfer ring.

We remark that every von Neumann regular is left and right semihereditary. Also, left semihereditary rings are left coherent since f.g. projectives are always f.p.

Lemma 3.26. If $R$ is left semihereditary, then every f.g. submodule $A$ of a free $R$-module $F$ is isomorphic to a direct sum of finitely many f.g. left ideals.

Proof. Let $F$ have basis $\{x_k \mid k \in K\}$ and let $A \subseteq F = \bigoplus_{k \in K} Rx_k$. Now, if $A = \sum_{i=1}^{m} Ra_i$, then each $a_i$ is a linear combination of finitely many $x_k$’s. We may therefore assume that $F$ is free with basis $\{x_1, x_2, \ldots, x_n\}$. We use an induction on $n$. If $n = 1$, $F$ is isomorphic to $R$ and hence $A$ is isomorphic to a f.g. ideal of $R$. Now, for $n > 1$, let us assume that every module contained in $Rx_1 \oplus \ldots \oplus Rx_{n-1}$ is isomorphic to a direct sum of finitely many f.g. left ideals. Let $A$ be a f.g. submodule of $Rx_1 \oplus \ldots \oplus Rx_n$ and let $B = A \cap (Rx_1 \oplus \ldots \oplus Rx_{n-1})$. For each $a \in A$ we have unique $b \in Rx_1 \oplus \ldots \oplus Rx_{n-1}$ and $r \in R$ such...
that \( a = b + rx_n \). Let \( \phi : A \rightarrow R \) be a map given by \( a \mapsto r \), then \( \phi \) is a well-defined \( R \)-homomorphism (by uniqueness of \( b \in Rx_1 \oplus \ldots \oplus Rx_{n-1} \) and \( r \in R \) for each \( a \) in \( A \)).

Then, we have the following exact sequence

\[
0 \rightarrow B \xrightarrow{\phi} A \xrightarrow{\phi} I \rightarrow 0,
\]

where \( I = \text{im} \phi \) is a f.g. ideal of \( R \), since \( I \) is a homomorphic image of a f.g. \( R \)-module. \( I \) is projective since \( R \) is semihereditary. Thus, the sequence splits, and \( A \cong B \oplus I \). Now, \( B \subseteq Rx_1 \oplus \ldots \oplus Rx_{n-1} \) and so by the inductive hypothesis, \( B \) is isomorphic to a direct sum of finitely many f.g. ideals. Hence, \( A \) is also isomorphic to a direct sum of finitely many f.g. ideals.

Lemma 3.27. A ring \( R \) is left semihereditary if and only if every f.g. submodule of a projective module is projective.

Proof. Let \( A \) be a f.g. submodule of a projective module \( P \). Then, \( F \cong P \oplus K \) for some free \( R \)-module \( F \) since \( P \) is projective (using Theorem 1.5). Thus, we may assume that \( A \) is a f.g. submodule of a free module. By Lemma 3.26, \( A \) is a finite direct sum of f.g. ideals, each of which is projective since \( R \) is semihereditary. Hence, \( A \) is projective.

Conversely, if \( I \) is f.g. left ideal, then \( I \) is projective since \( R \) itself is projective.

Lemma 3.28. A module \( P \) is projective if and only if every diagram

\[
\begin{array}{cccc}
P & \rightarrow & Q & \rightarrow & Q'' & \rightarrow & 0 \\
\downarrow & & & & & & \\
Q & \rightarrow & Q'' & \rightarrow & 0
\end{array}
\]

with \( Q \) injective can be completed to a commutative diagram.

Proof. If \( P \) is projective, then the diagram can clearly be completed.
For the converse, consider the diagram

\[
\begin{array}{ccc}
P & \gamma & \rightarrow \\
A & \tau & A'' \\
& \downarrow & \\
& 0 & \\
\end{array}
\]

where the row is an exact sequence. Our desire is to show that there is a homomorphism \( P \rightarrow A \) making the diagram commute. Let \( Q \) be an injective envelope of \( A \). Then, we can extend the diagram into

\[
\begin{array}{ccc}
P & \gamma & \rightarrow \\
0 & \rightarrow & A' \\
& i & \tau & A'' \\
& \downarrow & \downarrow & \downarrow \\
& 0 & \rightarrow & Q \\
& \sigma & \pi & Q'' \\
& \rho & \rightarrow & 0 \\
\end{array}
\]

where \( i \) and \( \sigma \) are inclusion maps, \( Q'' = \text{coker} \, \sigma i \), \( \pi \) is the natural map, and \( \rho \) exists by diagram chasing as follows: let \( a'' \in A'' \) then there is \( a \in A \) such that \( \tau(a) = a'' \) and so \( \pi \sigma(a) \in Q'' \). Define \( \rho : A'' \rightarrow Q'' \) by \( a'' \mapsto \pi \sigma(a) \), where \( \tau(a) = a'' \). It can be shown that \( \rho \) is a well-defined homomorphism. Consider the homomorphism \( \rho \gamma : P \rightarrow Q'' \). Then, by hypothesis there is a homomorphism \( \psi : P \rightarrow Q \). Now, it can be shown that \( \text{im} \psi \subseteq \text{im} \sigma \), which leads to have a homomorphism \( P \rightarrow A \). Therefore, \( P \) is projective. \( \square \)

Recall that a ring \( R \) is left hereditary if every left ideal is projective. A characterization of these rings (due to Cartan and Eilenberg) is the following

\[ A \text{ ring } R \text{ is left hereditary if and only if every submodule of a projective module is projective if and only if every quotient of an injective module is injective.} \]

An analogue of this is

**Proposition 3.29** (C. Megibben [18]). The following statements are equivalent:

(i) \( R \) is left semihereditary.
(ii) Every f.g. submodule of a projective module is projective.

(iii) Every quotient of an absolutely pure module is absolutely pure.

Proof. (i)$\iff$(ii) follows by Lemma 3.27.

(i)$\implies$(iii) Suppose that $R$ is left semihereditary. Then, consider the diagram

\[
\begin{array}{ccc}
0 & \longrightarrow & I \\
& & \sigma \\
& \downarrow f & \\
M & \longrightarrow & R \\
& & h \\
& \longrightarrow & M'' & \longrightarrow 0 \\
\end{array}
\]

where the rows are exact sequences of left $R$-modules, $\sigma$ is the inclusion map, and $M$ is an absolutely pure module. Let $I$ be a f.g. left ideal and let $f : I \longrightarrow M''$ be an $R$-homomorphism. Then, $I$ is projective since $R$ is semihereditary and so there is a homomorphism $g : I \longrightarrow M$ such that $hg = f$. But $M$ is absolutely pure and so there is an extension $\phi : R \longrightarrow M$ such that $\phi \sigma = g$. Thus, $h\phi : R \longrightarrow M''$ is a homomorphism such that $h\phi \sigma = hg = f$. Therefore, $M''$ is coflat and hence it is absolutely pure by Proposition 3.10 since every left semihereditary ring is left coherent.

(iii)$\implies$(i) Let $I$ be a f.g. left ideal. Then, consider the diagram

\[
\begin{array}{ccc}
0 & \longrightarrow & I \\
& & \sigma \\
& \downarrow f & \\
Q & \longrightarrow & R \\
& & h \\
& \longrightarrow & Q'' & \longrightarrow 0 \\
\end{array}
\]

where the rows are exact sequences and $\sigma$ is the inclusion map. If $Q$ is injective then it is absolutely pure by Corollary 2.9, and so $Q''$ is absolutely pure by hypothesis. Hence, there is an extension $\psi : R \longrightarrow Q''$ with $\psi \sigma = f$ by Proposition 2.14. But $R$ is projective and hence there is a homomorphism $\phi : R \longrightarrow Q$ such that $h\phi = \psi$. Thus, there is a homomorphism $\phi \sigma : I \longrightarrow Q$ satisfying $h\phi \sigma = \psi \sigma = f$. Therefore, $I$ is projective by Lemma 3.28. Hence, $R$ is left semihereditary. $\square$
We now end this section by proving further characterizations of semihereditary rings using absolute purity. (See L. Fuchs and L. Salce [11].)

**Proposition 3.30.** For any ring $R$, the following statements are equivalent:

(i) Every module contains a unique maximal absolutely pure submodule.

(ii) The sum of any family of absolutely pure submodules of an $R$-module is absolutely pure.

(iii) The quotient of an absolutely pure module is absolutely pure.

(iv) $R$ is a left semihereditary ring.

Proof. (i)$\implies$(ii) Let $\{M_i\}$ be the family of all a. p. submodules of an $R$-module $M$. Then, $\sum M_i$ has a unique maximal absolutely pure submodule $M_0$ by hypothesis. Fix $j \in I$ and let $\mathcal{F}$ be the family of all a.p. submodules of $\sum M_i$ containing $M_j$ and partial order it by inclusion. $\mathcal{F} \neq \emptyset$ and if $C$ is a chain $\{X_t\}_{t \in T}$ of modules in $\mathcal{F}$, then $\bigcup_{t \in T} X_t$ is a submodule of $\sum M_i$ containing $M_j$ and also a.p., so $\bigcup_{t \in T} X_t$ is an upper bound for $C$ in $\mathcal{F}$. By Zorn’s Lemma, $\mathcal{F}$ has a maximal member $M'$. So by uniqueness $M' = M_0$. This means $M_j \subseteq M_0$. Similarly all $M_i \subseteq M_0$, so $\sum M_i \subseteq M_0$ i.e. $M_0 = \sum M_i$.

(ii)$\implies$(i) Let $M$ be an $R$-module and let $\{M_i\}$ be the family of all absolutely pure submodules of $M$ then $\{\{M_i\}, \subseteq \}$ is a partially ordered set. Let $S = \{M_j\}$ be a chain of absolutely pure submodules of $M$. Then this chain has $\bigcup_j M_j$ as an upper bound in $\{M_i\}$. Thus, $\{M_i\}$ contains a maximal element by Zorn’s Lemma. Now let us show the uniqueness, let $M_1$ and $M_2$ be two maximal absolutely pure submodules of $M$. Then, $M_1 + M_2$ is an absolutely pure submodule contained in $M$ and containing $M_1$. By maximality of $M_1$, we have $M_1 + M_2 = M_1$. Similarly, $M_1 + M_2 = M_2$. Thus, $M_1 = M_2$. 


(ii) $\implies$ (iii) Let $M$ be an absolutely pure module, $N$ a submodule of $M$. Define $H = M \oplus M, K = \{(n, n) \mid n \in N\}$. Then, $K$ is a submodule of $H$. Let $M_1 = \{(x, 0) + K \mid x \in M\}$, $M_2 = \{(0, y) + K \mid y \in M\}$, then $M_1, M_2$ are submodules of $H/K$. Now, it can be shown that $H/K = M_1 + M_2$ and $M_1 \cap M_2 = \{(x, 0) + K \mid x \in N\}$. Now, define $f : M \longrightarrow M_1$ by $f(x) = (x, 0) + K$. Then, $f$ is an isomorphism: it is clear that $f$ is epic, $f$ is monic because if $f(x) = 0$ then $(x, 0) + K = 0_{M_1}$ implies $(x, 0) \in K$ leads to have $x = 0$. Therefore, $M \cong M_1$ and similarly $M \cong M_2$. Hence, both $M_1$ and $M_2$ are absolutely pure modules. Also, $f(N) = \{(x, 0) + K \mid x \in N\} = M_1 \cap M_2 \cong N$. $H/K$ is absolutely pure being the sum of the two absolutely pure modules $M_1$ and $M_2$. Also, $M \cong M_2$ and $N \cong M_1 \cap M_2$. We have therefore $M/N \cong M_2/(M_1 \cap M_2) \cong (M_1 + M_2)/M_1$ by using the Second Isomorphism Theorem. But $M_1 + M_2 = H/K$, so that $M/N \cong (H/K)/M_1$. Define a map $\pi : (M \oplus M)/K \longrightarrow M_1$ as $\pi((x, y) + K) = (x - y, 0) + K$.

Let us prove that $\pi$ is well-defined. If $(x_1, y_1) + K = (x_2, y_2) + K$, then $(x_1 - x_2, y_1 - y_2) \in K$ and so $x_1 - x_2 = y_1 - y_2 \in K$, i.e. $x_1 - y_1 = x_2 - y_2$. So, $(x_1 - y_1, 0) + K = (x_2 - y_2, 0) + K$, as required. Let $\sigma : M_1 \longrightarrow (M \oplus M)/K$ be given by $\sigma((x, 0) + K) = (x, 0) + K$. Then, $\pi \sigma$ is easily shown to be the identity map on $M_1$, and so $M_1$ is a direct summand of $(M \oplus M)/K$ which is absolutely pure. Therefore, $M/N \cong (H/K)/M_1$ is absolutely pure.

(iii) $\implies$ (ii) Let $\{M_i\}_{i \in I}$ be a family of absolutely pure submodules of an $R$-module $M$. Then, $\oplus_{i \in I} M_i$ is absolutely pure. Define $\psi : \oplus_{i \in I} M_i \longrightarrow \sum M_i$ as $\psi((m_i)_{i \in I}) = \sum_{i \in I} m_i$. Then $\psi$ is an epimorphism, and so, $\sum M_i$ is a quotient of the absolutely pure module $\oplus M_i$.

Hence, $\sum M_i$ is absolutely pure by the hypothesis.
(iii) $\iff$ (iv) Follows directly from Proposition 3.29. $\Box$
Chapter 4
n-ABSOLUTELY PURE MODULES AND RELATED CONCEPTS

In this chapter, we discuss generalizations, introduced by S. B. Lee [15], of absolute purity, flatness, as well as coherence of rings. We should mention that coherence has been generalized, in various other ways, by several authors, for example D. L. Costa [6], J. Chen and N. Ding [3], and J. Dauns [7,8].

A concept used frequently in this chapter is the long exact sequence of Ext. For the sake of completeness, we first recall the following definitions and results (see J. Rotman [20]).

**Definition.** A complex (or a chain complex) $A$ is a sequence of modules and homomorphisms

\[ A = \ldots \rightarrow A_{n+1} \xrightarrow{d_{n+1}} A_n \xrightarrow{d_n} A_{n-1} \xrightarrow{d_{n-1}} \ldots, n \in \mathbb{Z}. \]

with $d_n d_{n+1} = 0$ for all $n$.

It is clear that every short exact sequence is a complex.

**Definition.** Let $X$ be a complex of the form

\[ X = \ldots \rightarrow X_1 \rightarrow X_0 \rightarrow M \rightarrow 0 \]

the complex obtained by suppressing $M$ is

\[ X_M = \ldots \rightarrow X_1 \rightarrow X_0 \rightarrow 0 \]
and is called the deleted complex of \( X \). Similarly, we define the deleted complex \( Y_N \) of the complex

\[
Y = 0 \longrightarrow N \longrightarrow Y^0 \longrightarrow Y^1 \longrightarrow \ldots
\]

by suppressing \( N \).

**Definition.** If \((A, d)\) is a complex, its \( n^{th} \) homology module is

\[
H_n(A) = \ker d_n / \text{im } d_{n+1}.
\]

**Notation.** We shall denote \( \ker d_n \) by \( Z_n(A) \) and \( \text{im } d_{n+1} \) by \( B_n(A) \). Thus, \( H_n(A) = Z_n(A) / B_n(A) \).

**Definition.** If \( A \) and \( A' \) are complexes, a chain map \( f : A \longrightarrow A' \) is a sequence of maps \( f_n : A_n \longrightarrow A'_n, (n \in \mathbb{Z}) \), such that the following diagram commutes

\[
\begin{array}{ccc}
\cdots & \longrightarrow & A_{n+1} \overset{d_{n+1}}{\longrightarrow} A_n \overset{d_n}{\longrightarrow} A_{n-1} \longrightarrow \cdots \\
\downarrow f_{n+1} & & \downarrow f_n & & \downarrow f_{n-1} \\
\cdots & \longrightarrow & A'_{n+1} \overset{d'_{n+1}}{\longrightarrow} A'_n \overset{d'_n}{\longrightarrow} A'_{n-1} \longrightarrow \cdots \\
\end{array}
\]

**Definition.** If \( f : A \longrightarrow A' \) is a chain map, define

\[
H_n(f) : H_n(A) \longrightarrow H_n(A')
\]

by

\[
z_n + B_n(A) \mapsto f_n(z_n) + B_n(A').
\]

\( H_n(f) \) is a well-defined homomorphism and is called the map induced by \( f \) and it is usually denoted as \( f_* \).
The notion of short exact sequence of \( R \)-modules and homomorphism can be extended to complexes and chain maps. We then obtain the notion of a short exact sequence of complexes.

**Theorem (Connecting Homomorphism).** Let \( 0 \to A' \xrightarrow{i} A \xrightarrow{p} A'' \to 0 \) be an exact sequence of complexes. For each \( n \), there is a homomorphism, called the natural connecting homomorphism

\[
\partial_n : H_n(A'') \to H_{n-1}(A')
\]

defined by

\[
z'' + B_n(A'') \mapsto i_{n-1}^{-1}d_{n}^{-1}(z'') + B_{n-1}(A').
\]

**Definition.** If \( T \) is a covariant functor, its right derived functors \( R^nT \) are defined on a module \( A \) by \( (R^nT)A = H^n(TE_A) = \ker(Td^n)/\text{im}(Td^{n-1}) \), where \( E_A \) denotes a deleted injective resolution of \( A \).

**Definition (I).** If \( T = Hom_R(C,\_) \) is a covariant functor, then \( R^nT \) is defined by \( Ext^n_R(C,\_) \). In particular, \( Ext^n_R(C,A) = \ker d^n_*/\text{im} d^{n-1}_* \), where \( 0 \to A \to E^0 \xrightarrow{d^0} E^1 \xrightarrow{d^1} E^2 \xrightarrow{d^2} \ldots \) is an injective resolution of \( A \).

**Remark.** One can see that \( Ext^n_R(C,A) = H^n(Hom_R(C,E_A)) \).

**Theorem.** The definition of \( Ext^n_R(C, A) \) is independent of the choice of injective resolution of \( A \).

**Definition.** If \( T \) is a contravariant functor, then \( (R^nT)C = \ker Td_{n+1}/\text{im}Td_n \), where...

\[
P_2 \xrightarrow{d_2} P_1 \xrightarrow{d_1} P_0 \to C \to 0
\] is a projective resolution of \( C \).
**Definition (II).** If $T = Hom_R(\_; A)$ is a contravariant functor, then $R^n T = Ext^n(\_; A)$. In particular, $Ext^n_R(C, A) = ker d^n_{n+1} / im d^n_n$, where $\cdots \to P_2 \xrightarrow{d_2} P_1 \xrightarrow{d_1} P_0 \to C \to 0$ is a projective resolution of $C$.

**Remark.** One can see that $Ext^n_R(C, A) = H^n(Hom_R(P_C, A))$ where $P_C$ is a deleted projective resolution.

**Theorem.** The definition of $Ext^n_R(C, A)$ is independent of the choice of projective resolution of $C$.

**Theorem (I).** If $0 \to A' \to A \to A'' \to 0$ is an exact sequence of modules and $T$ is a covariant functor, then there is an exact sequence $0 \to R^0 T A' \to R^0 T A \to R^0 T A'' \to \cdots \to R^n T A' \to R^n T A \to R^n T A'' \xrightarrow{\partial} R^{n+1} T A' \to \cdots$ with natural connecting homomorphism $\partial$.

**Theorem.** $Ext^0_R(\_; \_)$ is naturally equivalent to $Hom_R(\_; \_)$ and $Ext^0_R(\_; B)$ is naturally equivalent to $Hom_R(\_; B)$.

**Theorem (II).** If $0 \to A' \to A \to A'' \to 0$ is an exact sequence of modules and $T$ is contravariant, then there is an exact sequence $0 \to R^0 T A'' \to R^0 T A \to R^0 T A' \to \cdots \to R^n T A'' \to R^n T A \to R^n T A' \xrightarrow{\partial} R^{n+1} T A'' \to \cdots$ with natural connecting homomorphism $\partial$.

Now, if we apply Definition (I) in Theorem (I) and Definition (II) in Theorem (II), then we get the following result
Theorem (Long Exact Sequence for Ext) (i) If $0 \rightarrow B' \rightarrow B \rightarrow B'' \rightarrow 0$ is an exact sequence, then there is a long exact sequence with natural connecting homomorphisms

$$0 \rightarrow \text{Hom}_R(A, B') \rightarrow \text{Hom}_R(A, B) \rightarrow \text{Hom}_R(A, B'') \stackrel{\partial}{\rightarrow} \text{Ext}^1_R(A, B') \rightarrow \ldots,$$

(ii) if $0 \rightarrow A' \rightarrow A \rightarrow A'' \rightarrow 0$ is an exact sequence, then there is a long exact sequence with natural connecting homomorphisms

$$0 \rightarrow \text{Hom}_R(A'', B) \rightarrow \text{Hom}_R(A, B) \rightarrow \text{Hom}_R(A', B) \stackrel{\partial}{\rightarrow} \text{Ext}^1_R(A'', B) \rightarrow \ldots.$$

In a similar way, one may apply the tensor product functor instead of the $\text{Hom}_R$ functor to define a dual notion of $\text{Ext}_R$, denoted as $\text{Tor}_R^n$. We have (see J. Rotman [20, p. 221])

Theorem (Long Exact Sequence for Tor). If $0 \rightarrow B' \rightarrow B \rightarrow B'' \rightarrow 0$ is an exact sequence, then there is a long exact sequence

$$\ldots \rightarrow \text{Tor}^R_1(A, B'') \rightarrow A \otimes B' \rightarrow A \otimes B \rightarrow A \otimes B'' \rightarrow 0$$

with natural connecting homomorphisms; similarly in the other variable.

4.1 n-Absolutely Pure and n-Flat Modules

In this section we will discuss a generalization of the notions of absolute purity and flatness. To introduce this generalization, we need the following basic results. We will drop the subscript $R$ from $\text{Ext}_R^n, \text{Hom}_R$, and the superscript $R$ from $\text{Tor}_n^R$, when there is no risk of ambiguity.

Lemma 4.1. If $B$ is injective, then $\text{Ext}^n(A, B) = 0$ for all modules $A$ and $n \geq 1$. 

Proof. If $B$ is injective, then $0 \rightarrow B \xrightarrow{\theta} E^0 \rightarrow 0$ is an injective resolution, where $E^0 = B$ and $\theta = 1_B$. With respect to this choice of injective resolution, we can see that $\text{Ext}^n(A, B) = H^n(\text{Hom}(A, E_B)) = 0$ where $n \geq 1$. □

**Remark.** It can be shown that if $\text{Ext}^1(A, B) = 0$ for all $R$-modules $A$, then $B$ is injective.

Hence, a left $R$-module $B$ is injective if and only if $\text{Ext}^1(A, B) = 0$ for all $R$-modules $A$.

**Lemma 4.2.** If $A$ is projective, then $\text{Ext}^n(A, B) = 0$ for all modules $B$ and all $n \geq 1$.

Proof. If $P$ is projective, then

$$
0 \xrightarrow{d_1} P_0 \xrightarrow{d_0} A \rightarrow 0
$$

is projective resolution where $P_0 = A$ and $d_0 = 1_A$. With respect to this choice of projective resolution, we can see that $\text{Ext}^n(A, B) = H^n(\text{Hom}(P_A, B)) = 0$ where $n \geq 1$. □

As an analogue to the remark above, we have

**Proposition 4.3** (C. Megibben [18]). A left $R$-module $A$ is absolutely pure if and only if, for all finitely presented $R$-modules $N$, it satisfies $\text{Ext}^1_R(N, A) = 0$.

Proof. Let $A$ be an absolutely pure left $R$-module and let $N$ be a finitely presented left $R$-module, i.e. there is a short exact sequence $0 \rightarrow K \xrightarrow{\sigma} F \rightarrow N \rightarrow 0$ where $F$ is free and both $F$ and $K$ are f.g.. Then, every homomorphism $g : K \rightarrow A$ can be extended by $\beta : F \rightarrow A$ i.e. $g = \beta \sigma$ by Proposition 2.14. Using the long exact sequence for Ext, we have the exact sequence

$$
\text{Hom}(F, A) \overset{\sigma^*}{\longrightarrow} \text{Hom}(K, A) \overset{\phi}{\longrightarrow} \text{Ext}^1_R(N, A) \longrightarrow \text{Ext}^1_R(F, A) (*),
$$
where $\text{Ext}_R^1(F, A) = 0$ by Lemma 4.7. Now, let $f \in \text{Ext}_R^1(N, A)$, then there is $g \in \text{Hom}(K, A)$ such that $\phi(g) = f$. By the hypothesis, there is $\beta \in \text{Hom}(F, A)$ with $\beta \sigma = g$, i.e. $\sigma^*(\beta) = g$ and so $f = \phi(g) = \phi(\sigma^*(\beta)) = 0$ since the sequence ($\ast$) is exact. Thus, $\text{Ext}_R^1(N, A) = 0$ for all finitely presented modules $N$.

For the converse, let $N$ be a f.p. $R$-module. Then, we have an exact sequence $0 \rightarrow K \rightarrow F \rightarrow N \rightarrow 0$, where $F$ is free and both $F$ and $K$ are f.g. By using the long exact sequence for $\text{Ext}$, we have the exact sequence ($\ast$). Now, if $\text{Ext}_R^1(N, A) = 0$ then $\sigma^*$ is epic. Thus, if $g : K \rightarrow A$, then there is $\beta \in \text{Hom}(F, A)$ such that $\sigma^*(\beta) = g$ i.e. $\beta \sigma = g$. Hence, $A$ is absolutely pure by Proposition 2.14. □

**Definition.** Let $A$ be a left $R$-module. The projective dimension of $A$ (abbreviated $\text{pd}(A)$) is defined as the smallest integer $n \geq 0$ for which there is a projective resolution

$$0 \rightarrow P_n \rightarrow ... \rightarrow P_1 \rightarrow P_0 \rightarrow A \rightarrow 0.$$

If no such $n$ exists, we write $\text{pd}(A) = \infty$.

Note that if $A$ is an $R$-module, then $\text{pd}(A) = 0$ iff $A$ is projective.

Following S. B. Lee [15], we define $n$-absolute purity as follows.

**Definition.** A left $R$-module $A$ is $n$-absolutely pure for $n \geq 0$ if, for all finitely presented $R$-modules $N$ with $\text{pd}(N) \leq n$, we have $\text{Ext}_R^1(N, A) = 0$.

It is clear that all modules are $0$-absolutely pure since all modules with projective dimension zero are projective, and that absolutely pure modules are $n$-absolutely pure modules for all $n \geq 0$. Also, every $(n + 1)$-absolutely pure is $n$-absolutely pure. Consequently, for each
module $A$ we have the following implications.

$$A \text{ is a.p.} \implies ... \implies A \text{ is } 2\text{-a.p.} \implies A \text{ is } 1\text{-a.p.} \implies A \text{ is 0-a.p.}$$

Before giving examples of $R$-modules that are $n$-a.p. (for some $n < \infty$) but not a.p., we give the following

**Definition.** A ring $R$ is quasi-Frobenius (or simply qF) if it is left and right noetherian and $R$ is an injective left $R$-module.

A well-known characterization of qF rings is

*A ring $R$ is qF if and only if every projective $R$-module is injective.* (See J. Rotman [20, p. 131].)

It can be shown that if the ring is qF, then every module $N$ with $\text{pd}(N) < \infty$ is projective.

Now, let $N$ be a f.p. $R$-module with $\text{pd}(N) = n < \infty$ where $R$ is qF. Then, $N$ is projective and so $\text{Ext}^1(N, A) = 0$ for all $R$-modules $A$, i.e. all $R$-modules are $n$-a.p. for each $n < \infty$.

So, if $R$ is qF but not von Neumann regular (for example $\mathbb{Z}/4\mathbb{Z}$), then there is an $R$-module that is $n$-a.p. for all $n < \infty$ but not a.p.

Before stating a generalization of flatness dual to $n$-absolute purity, we first prove

**Proposition 4.4.** If $M$ is a flat right $R$-module, then $\text{Tor}_n(M, N) = 0$ for all $n \geq 1$ and all $R$-modules $N$.

**Proof.** Let $Q_N = \ldots \rightarrow N_1 \rightarrow N_0 \rightarrow 0$ be an exact sequence. Since $M$ is flat, the functor $M \otimes -$ is exact. It follows that the complex $M \otimes Q_N$ has all homology groups 0 except the zeroth. □
Proposition 4.5. A right $R$-module $A$ is flat if $\text{Tor}_1(A, B) = 0$ for all finitely presented $R$-modules $B$.

Proof. $R/I$, where $I$ is a f.g. ideal, is finitely presented. Then, the exact sequence

$$0 \rightarrow I \rightarrow R \rightarrow R/I \rightarrow 0$$

induces the exact sequence

$$\text{Tor}_1(A, R/I) \rightarrow A \otimes_R I \rightarrow A \otimes_R R$$

Suppose $\text{Tor}_1(A, R/I) = 0$. Then, we obtain the exact sequence

$$0 \rightarrow A \otimes_R I \rightarrow A \otimes_R R$$

and hence $A$ is flat by Lemma 3.7. □

From Propositions 4.4 and 4.5, we obtain that, $A$ is a flat right $R$-module if and only if $\text{Tor}_1(A, B) = 0$ for all finitely presented $R$-modules $B$. This motivates the following generalization of flatness (see S. B. Lee [15]).

**Definition.** A right $R$-module $M$ is $n$-flat for $n \geq 0$ if, for all finitely presented left $R$-modules $N$ with $\text{pd}(N) \leq n$, we have $\text{Tor}_1^R(M, N) = 0$.

It is clear that all modules are 0-flat since all modules with projective dimension zero are projective, and that flat modules are $n$-flat modules for all $n \geq 0$. Also, every $(n + 1)$-flat module is $n$-flat. Consequently, for each module $M$ we have the following implications

$M$ is flat $\Rightarrow$ ... $\Rightarrow$ $M$ is 2-flat $\Rightarrow$ $M$ is 1-flat $\Rightarrow$ $M$ is 0-flat.
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Recall that if the ring is qF, then every module $N$ with $\text{pd}(N) < \infty$ is projective. Now, let $N$ be a f.p. left $R$-module with $\text{pd}(N) = n < \infty$ where $R$ is qF. Then, $N$ is projective and so $\text{Tor}_1(A, N) = 0$ for all right $R$-modules $A$, i.e. all right $R$-modules are $n$-flat for each $n < \infty$. So, if $R$ is qF but not von Neumann regular, then there is an $R$-module that is $n$-flat for all $n < \infty$ but not flat.

**Lemma 4.6.** Let $\{A_k \mid k \in K\}$ be a family of right $R$-modules and $B$ be a left $R$-module. Then, $\text{Tor}_n(\oplus A_k, B) \cong \oplus \text{Tor}_n(A_k, B)$ for all $n \geq 0$.

Proof. By induction on $n$. For each $R$-module $A_k$ there is an exact sequence

$$0 \rightarrow S_k \rightarrow F_k \rightarrow A_k \rightarrow 0 \; (\ast),$$

where $F_k$ is free. This yields the exact sequence

$$0 \rightarrow \oplus S_k \rightarrow \oplus F_k \rightarrow \oplus A_k \rightarrow 0 \; (\ast\ast).$$

By applying the long exact sequence of $\text{Tor}$ on $\ast$, we have the exact sequence

$$\text{Tor}_1(F_k, B) \rightarrow \text{Tor}_1(A_k, B) \rightarrow S_k \otimes B \rightarrow F_k \otimes B,$$

which implies the exactness of

$$\oplus \text{Tor}_1(F_k, B) \rightarrow \oplus \text{Tor}_1(A_k, B) \rightarrow \oplus (S_k \otimes B) \rightarrow \oplus (F_k \otimes B).$$

Now, by applying the long exact sequence of $\text{Tor}$ on $\ast\ast$, we obtain the exact sequence

$$\text{Tor}_1(\oplus F_k, B) \rightarrow \text{Tor}_1(\oplus A_k, B) \rightarrow (\oplus S_k) \otimes B \rightarrow (\oplus F_k) \otimes B.$$

But each $F_k$ is free so it is flat, and hence $\oplus \text{Tor}_1(F_k, B) = 0 = \text{Tor}_1(\oplus F_k, B)$ by Proposition 4.4 and the fact that a direct sum of flat modules is flat (see the examples below the
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Thus, we have the following diagram.

\[
\begin{array}{cccccc}
\oplus \text{Tor}_1(F_k, B) & \rightarrow & \oplus \text{Tor}_1(A_k, B) & \rightarrow & \oplus(S_k \otimes B) & \rightarrow & \oplus(F_k \otimes B) \\
\downarrow \sigma & & \downarrow \cong & & \downarrow \cong \\
\text{Tor}_1(\oplus F_k, B) & \rightarrow & \text{Tor}_1(\oplus A_k, B) & \rightarrow & (\oplus S_k) \otimes B & \rightarrow & (\oplus F_k) \otimes B
\end{array}
\]

where the last two vertical maps are natural isomorphisms (see Theorem 1.15) and \(\sigma\) is defined in a natural way by standard diagram chasing. Then, \(\sigma\) is an isomorphism by the Five Lemma and hence \(\text{Tor}_1(\oplus A_k, B) \cong \oplus \text{Tor}_1(A_k, B)\). Assume the conclusion of the Lemma is true for \(n - 1\), then by applying the long exact sequence of \(\text{Tor}\) on (**) and (*) we have

\[
0 = \text{Tor}_n(\oplus F_k, B) \rightarrow \text{Tor}_n(\oplus A_k, B) \rightarrow \text{Tor}_{n-1}(\oplus S_k, B) \rightarrow \text{Tor}_{n-1}(\oplus F_k, B) = 0
\]

Then, by the inductive hypothesis and the Five Lemma again we have \(\text{Tor}_n(\oplus A_k, B) \cong \oplus \text{Tor}_n(A_k, B)\). \(\square\)

**Lemma 4.7.** Let \(\{B_k \mid k \in K\}\) be a family of left \(R\)-modules and \(A\) be a left \(R\)-module. Then, \(\text{Ext}^n(A, \prod B_k) \cong \prod \text{Ext}^n(A, B_k)\) for all \(n \geq 0\).

**Proof.** We do an induction on \(n\). Consider the following exact sequence

\[
0 \rightarrow B_k \rightarrow E_k \rightarrow Q_k \rightarrow 0
\]

where \(E_k\) is an injective envelope for \(B_k\). Then, we have the following exact sequence

\[
0 \rightarrow \prod B_k \rightarrow \prod E_k \rightarrow \prod Q_k \rightarrow 0
\]

where \(\prod E_k\) is injective (see Theorem 1.7). We apply the long exact sequence for \(\text{Ext}\) to have
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\[
\begin{align*}
\text{Hom}(A, \prod E_k) & \to \text{Hom}(A, \prod Q_k) \to \text{Ext}^1(A, \prod B_k) \to \text{Ext}^1(A, \prod E_k) = 0 \\
\prod \text{Hom}(A, E_k) & \to \prod \text{Hom}(A, Q_k) \to \prod \text{Ext}^1(A, B_k) \to \prod \text{Ext}^1(A, E_k) = 0
\end{align*}
\]

where the first two vertical maps are natural isomorphisms (see Theorem 1.14) and \(\sigma\) is defined in a natural way by standard diagram chasing. Then, by the Five Lemma \(\sigma\) is an isomorphism. Now, assume that the conclusion of the Lemma is true for \(n - 1\). Then,

\[
\begin{align*}
\text{Ext}^{n-1}(A, \prod E_k) & \to \text{Ext}^{n-1}(A, \prod Q_k) \to \text{Ext}^n(A, \prod B_k) \to \text{Ext}^n(A, \prod E_k) \\
\prod \text{Ext}^{n-1}(A, E_k) & \to \prod \text{Ext}^{n-1}(A, Q_k) \to \prod \text{Ext}^n(A, B_k) \to \prod \text{Ext}^n(A, E_k) = 0
\end{align*}
\]

where \(\text{Ext}^n(A, \prod E_k) = 0 = \prod \text{Ext}^n(A, E_k)\) by Lemma 4.1. Hence, \(\sigma_n\) is an isomorphism by the inductive hypothesis and the Five Lemma. \(\square\)

**Proposition 4.8.** Let \(\{M_i\}_{i \in I}\) be a family of right \(R\)-modules and \(n\) a positive integer:

(i) \(\bigoplus M_i\) is \(n\)-flat if and only if each \(M_i\) is \(n\)-flat.

(ii) \(\prod M_i\) is \(n\)-absolutely pure if and only if each \(M_i\) is \(n\)-absolutely pure.

Proof. (i) Let \(\bigoplus M_i\) be \(n\)-flat. Then, \(\bigoplus \text{Tor}_1(M_i, B) \cong \text{Tor}_1(\bigoplus M_i, B) = 0\) for all finitely presented left \(R\)-modules \(B\) with \(\text{pd}(B) \leq n\). Hence, each \(M_i\) is \(n\)-flat. Conversely, let each \(M_i\) be \(n\)-flat. Then, \(\text{Tor}_1(M_i, B) = 0\) for all finitely presented left \(R\)-modules \(B\) with \(\text{pd}(B) \leq n\). Thus, \(\bigoplus \text{Tor}_1(M_i, B) \cong \bigoplus \text{Tor}_1(M_i, B) = 0\) for all finitely presented left \(R\)-modules \(B\) with \(\text{pd}(B) \leq n\) and hence \(\bigoplus M_i\) is \(n\)-flat.

(ii) Let \(\prod M_i\) be \(n\)-absolutely pure. Then, \(\prod \text{Ext}^1(N, M_i) \cong \text{Ext}^1(N, \prod M_i) = 0\) for all finitely presented \(R\)-modules \(N\) with \(\text{pd}(N) \leq n\). Thus, each \(\text{Ext}^1(N, M_i) = 0\) for all finitely presented \(R\)-modules with \(\text{pd}(N) \leq n\) and hence each \(M_i\) is \(n\)-absolutely pure. Conversely, let each \(M_i\) be \(n\)-absolutely pure, i.e. \(\text{Ext}^1(N, M_i) = 0\) for all finitely presented \(R\)-modules \(N\) with \(\text{pd}(N) \leq n\). Then, \(\text{Ext}^1(N, \prod M_i) \cong \prod \text{Ext}^1(N, M_i) = 0\)
for all finitely presented $R$-modules $N$ with $\text{pd}(N) \leq n$ and hence $\prod M_i$ is $n$-absolutely pure. $\square$

**Lemma 4.9.** For rings $R$ and $S$, consider the situation $(A_{R;R} B_S, C_S)$. Then,

$$\text{Ext}^n_R(A, \text{Hom}_S(B, C)) \cong \text{Hom}_S(\text{Tor}^R_n(A, B), C)$$

whenever $C$ is an injective right $S$-module.

Proof. By induction on $n$. For any $R$-module $B$, we have the following exact sequence

$$0 \rightarrow K \rightarrow F \rightarrow B \rightarrow 0$$

where $F$ is a free $R$-module. Now, we apply the long exact sequence for $\text{Tor}$ to have the exact sequence

$$\text{Tor}_1(A, F) \rightarrow \text{Tor}_1(A, B) \rightarrow A \otimes_R K \rightarrow A \otimes_R F.$$ 

$F$ is free and hence is flat, so $\text{Tor}_1(A, F) = 0$ by Proposition 4.4. Then,

$$\text{Hom}_S(A \otimes_R F, C) \rightarrow \text{Hom}_S(A \otimes_R K, C) \rightarrow \text{Hom}_S(\text{Tor}_1(A, B), C) \rightarrow 0 \ (*)$$

is exact since $C$ an injective $S$-module and so $\text{Hom}_S(\_ , C)$ is an exact functor. But

$$0 \rightarrow \text{Hom}_S(B, C) \rightarrow \text{Hom}_S(F, C) \rightarrow \text{Hom}_S(K, C) \rightarrow 0$$

is an exact sequence, as $C$ is an injective $S$-module, so we use the long exact sequence of $\text{Ext}$ to obtain following exact sequence

$$\text{Hom}_R(A, \text{Hom}_S(F, C)) \rightarrow \text{Hom}_R(A, \text{Hom}_S(K, C)) \rightarrow$$

$$\text{Ext}^1_R(A, \text{Hom}_S(B, C)) \rightarrow \text{Ext}^1_R(A, \text{Hom}_S(F, C)) \ (**) .$$
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The last term is zero since $F \cong R^I$ for some index set $I$, and so $\text{Hom}_S(F, C) \cong \text{Hom}_S(R^I, C) \cong (\text{Hom}_S(R, C))^I \cong C^I$ is an injective $R$-module. From ($\ast$) and ($\ast\ast$), we have the following diagram

$$
\begin{array}{cccc}
\text{Hom}_S(A \otimes_R F, C) & \rightarrow & \text{Hom}_S(A \otimes_R K, C) & \rightarrow \\
\downarrow f & & \downarrow g & \rightarrow \\
\text{Hom}_R(A, \text{Hom}_S(F, C)) & \rightarrow & \text{Hom}_R(A, \text{Hom}_S(K, C)) & \rightarrow \text{Ext}^1_R(A, \text{Hom}_S(B, C)) \rightarrow 0
\end{array}
$$

The maps $f$ and $g$ are natural isomorphisms (see Theorem 1.16 ) and $\sigma$ is defined in a natural way by standard diagram chasing. Thus, $\sigma$ is an isomorphism by the Five Lemma and hence $\text{Ext}^1_R(A, \text{Hom}_S(B, C)) \cong \text{Hom}_S(\text{Tor}^R_1(A, B), C)$.

Now, assume that the conclusion of the Lemma is true for $n - 1$

i.e. $\text{Ext}^{n-1}_R(A, \text{Hom}_S(B, C)) \cong \text{Hom}_S(\text{Tor}^R_{n-1}(A, B), C)$. Then, we have

$$
\begin{array}{cccc}
\text{Hom}_S(\text{Tor}^R_{n-1}(A, F), C) & \rightarrow & \text{Hom}_S(\text{Tor}^R_{n-1}(A, K), C) & \rightarrow \\
\downarrow \cong & & \downarrow \cong & \rightarrow \\
\text{Ext}^{n-1}_R(A, \text{Hom}_S(F, C)) & \rightarrow & \text{Ext}^{n-1}_R(A, \text{Hom}_S(K, C)) & \rightarrow \text{Ext}^n_R(A, \text{Hom}_S(B, C)) \rightarrow 0
\end{array}
$$

where $\sigma_n$ is defined in a natural way by standard diagram chasing. Thus, $\sigma_n$ is an isomorphism by the Five Lemma and hence $\text{Ext}^n_R(A, \text{Hom}_S(B, C)) \cong \text{Hom}_S(\text{Tor}^R_n(A, B), C)$.

\[\square\]

An analogue of Proposition 3.8 is

**Proposition 4.10.** Let $M$ be a right $R$-module and $n$ a positive integer. Then, $M$ is $n$-flat if and only if $M^\ast$ is $n$-absolutely pure.

Proof. From Lemma 4.9, we have the following identity

$$
\text{Ext}^1_R(N, \text{Hom}_Z(M, \mathbb{Q}/\mathbb{Z})) \cong \text{Hom}_Z(\text{Tor}^R_1(N, M), \mathbb{Q}/\mathbb{Z}).
$$

Now, let $M$ be $n$-flat i.e. $\text{Tor}^R_1(N, M) = 0$ for all finitely presented $R$-modules $N$ with $\text{pd}(N) \leq n$. Then, $(\text{Tor}_1(N, M))^\ast = 0$ implies $\text{Ext}^1_R(N, \text{Hom}_Z(M, \mathbb{Q}/\mathbb{Z})) = 0$ for all
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finitely presented \( R \)-modules \( N \) with \( \text{pd}(N) \leq n \) and hence \( M^* = \text{Hom}_R(M, \mathbb{Q}/\mathbb{Z}) \) is \( n \)-absolutely pure.

For the converse, let \( M^* \) be \( n \)-absolutely pure i.e. \( \text{Ext}^1_R(N, M^*) = 0 \) for all finitely presented \( R \)-modules \( N \) with \( \text{pd}(N) \leq n \). Then, \( \text{Hom}_R(\text{Tor}^R_1(N, M), \mathbb{Q}/\mathbb{Z}) = 0 \) implies \( \text{Tor}^R_1(N, M) = 0 \) for all finitely presented \( R \)-modules \( N \) with \( \text{pd}(N) \leq n \), since \( \mathbb{Q}/\mathbb{Z} \) is an injective cogenerator, and hence \( M \) is \( n \)-flat. □

### 4.2 n-Coherent Rings

The following generalization of coherence is due to Lee [15]

**Definition.** A ring \( R \) is left \( n \)-coherent for \( n \geq 1 \) (or \( n = \infty \)), if every finitely generated submodule \( K \) of a free left \( R \)-module with \( \text{pd}(K) \leq n - 1 \) is finitely presented.

Clearly, all rings are 1-coherent since every f.g. projective module is finitely presented, and all coherent rings are \( n \)-coherent for all \( n \geq 1 \). Also, every \( (n + 1) \)-coherent ring is \( n \)-coherent. Consequently, we have the following implications for a ring \( R \).

\[
R \text{ is coherent} \implies \ldots \implies R \text{ is 3-coherent} \implies R \text{ is 2-coherent} \implies R \text{ is 1-coherent.}
\]

Now, if \( _R\mathfrak{M} \) is the class of all left \( R \)-modules and \( d = \text{lpD}(R) = \sup \{ \text{pd}(A) \mid A \in_R \mathfrak{M} \} \) is the left projective global dimension of \( R \), then from the following diagram
where the row is a projective resolution of $R/I$, we have $\text{pd} (I) \leq d - 1$. This means that the left coherent rings are exactly those which are $d$-coherent. In particular, left $\infty$-coherent rings are precisely the left coherent ones

**Proposition 4.11.** If $R$ is left $n$-coherent, then for every finitely presented left $R$-module $N$ with $\text{pd} (N) \leq n$, every $n$-absolutely pure left $R$-module $A$ satisfies $\text{Ext}^2_R(N, A) = 0$.

Proof. Let $R$ be left $n$-coherent ring, $A$ be an $n$-absolutely pure module, and let $N$ be finitely presented with $\text{pd}(N) \leq n$. Then, there is an exact sequence

$$0 \rightarrow K \rightarrow F \rightarrow N \rightarrow 0,$$

where $F$ is free and both $F$ and $K$ are f.g. Thus, $\text{pd}(K) \leq n - 1$ since $\text{pd}(N) \leq n$. So, $K$ is a f.g. submodule of a free $R$-module $F$ with $\text{pd}(K) \leq n - 1$ and hence $K$ is finitely presented. The long exact sequence of $\text{Ext}$ induces the following exact sequence

$$\text{Ext}^1_R(K, A) \rightarrow \text{Ext}^2_R(N, A) \rightarrow \text{Ext}^2_R(F, A),$$

where $\text{Ext}^2_R(F, A) = 0$ since $F$ is projective, and $\text{Ext}^1_R(K, A) = 0$ since $A$ is $n$-absolutely pure. Therefore, $\text{Ext}^2_R(N, A) = 0$. □

**Lemma 4.12.** Let $R$ be an $n$-coherent ring. Consider the situation $(R_A, R_N, S_C)$ where $N$ is f.p. with $\text{pd}(N) \leq n$, $C$ is an injective $S$-module. Then,

$$\text{Tor}^R_n(\text{Hom}_S(A, C), N) \cong \text{Hom}_S(\text{Ext}^n_R(N, A), C).$$
Proof. Since $N$ is f.p., we have an exact sequence

$$0 \longrightarrow K \longrightarrow F \longrightarrow N \longrightarrow 0,$$

where $F$ is free and both $F$ and $K$ are f.g. Then, by using the long exact sequence of $Ext$, we obtain the exact sequence

$$0 \longrightarrow \text{Hom}_R(F, A) \longrightarrow \text{Hom}_R(K, A) \longrightarrow \text{Ext}^1_R(N, A) \longrightarrow \text{Ext}^1_R(F, A).$$

$\text{Ext}^1_R(F, A) = 0$ since $F$ is free. So, we obtain an exact sequence

$$0 \longrightarrow \text{Hom}_S(\text{Ext}^1_R(N, A), C) \longrightarrow \text{Hom}_S(\text{Hom}_R(K, A), C) \longrightarrow \text{Hom}_S(\text{Hom}_R(F, A), C) (\ast).$$

On the other hand, we use the long exact sequence of $Tor$ on the sequence $0 \longrightarrow K \longrightarrow F \longrightarrow N \longrightarrow 0$ to obtain the exact sequence

$$\text{Tor}^1_R(\text{Hom}_S(A, C), F) \longrightarrow \text{Tor}^1_R(\text{Hom}_S(A, C), N) \longrightarrow \text{Hom}_S(A, C) \otimes_R K \longrightarrow \text{Hom}_S(A, C) \otimes_R F (\ast\ast).$$

By Proposition 4.4 we have $\text{Tor}^1_R(\text{Hom}_S(A, C), F) = 0$ since $F$ is free. Now, $F$ is f.p. since it is f.g. projective, and $K$, being a f.g. submodule of a free module with $\text{pd}(K) \leq n - 1$, is also f.p. as $R$ is $n$-coherent. By Lemma 3.4, there are isomorphisms $f : \text{Hom}_S(\text{Hom}_R(K, A), C) \longrightarrow \text{Hom}_S(A, C) \otimes_R K$ and $g : \text{Hom}_S(\text{Hom}_R(F, A), C) \longrightarrow \text{Hom}_S(A, C) \otimes_R F$. Consider now the diagram

$$
\begin{array}{cccc}
0 & \longrightarrow & \text{Hom}_S(\text{Ext}^1_R(N, A), C) & \longrightarrow & \text{Hom}_S(\text{Hom}_R(K, A), C) & \longrightarrow & \text{Hom}_S(\text{Hom}_R(F, A), C) \\
\downarrow \sigma & & \downarrow f & & \downarrow g \\
0 & \longrightarrow & \text{Tor}^1_R(\text{Hom}_S(A, C), N) & \longrightarrow & \text{Hom}_S(A, C) \otimes_R K & \longrightarrow & \text{Hom}_S(A, C) \otimes_R F
\end{array}
$$

where the rows are exact by $(\ast)$ and $(\ast\ast)$, and $\sigma$ is defined in a natural way by standard diagram chasing. Then, by the Five Lemma, $\sigma$ is an isomorphism. Now, assume that the
identity is true for $n - 1$, i.e. there is an isomorphism $f_n : Hom_S(Ext^{n-1}(K, A), C) \rightarrow Tor^R_{n-1}(Hom_S(A, C), K)$. Then, we have the following diagram

$$
\begin{array}{cccc}
0 & \rightarrow & Hom_S(Ext^n(N, A), C) & \rightarrow & Hom_S(Ext^{n-1}(K, A), C) & \rightarrow & 0 \\
\downarrow \sigma_n & & \downarrow f_n & & & & \\
0 & \rightarrow & Tor^R_n(Hom(A, C), N) & \rightarrow & Tor^R_{n-1}(Hom_S(A, C), K) & \rightarrow & 0
\end{array}
$$

where the rows are exact and where $\sigma_n$ is an isomorphism by the Five Lemma.

An analogue of Proposition 3.23 is the following

**Proposition 4.13.** Let $R$ be a left $n$-coherent ring. Then, a right $R$-module $A^*$ is $n$-flat if and only if $A$ is $n$-absolutely pure left $R$-module.

**Proof.** By Lemma 4.8 with $n = 1$, $C = \mathbb{Q}/\mathbb{Z}$ and $S = \mathbb{Z}$, we have the identity

$$
Tor^R_1(Hom_\mathbb{Z}(A, \mathbb{Q}/\mathbb{Z}), N) \cong Hom_\mathbb{Z}(Ext^1_R(N, A), \mathbb{Q}/\mathbb{Z}).
$$

Let $A^*$ be $n$-flat i.e. $Tor_1(A^*, N) = 0$ for all f.p. $R$-modules $N$ with $\text{pd}(N) \leq n$. Then, $Hom_\mathbb{Z}(Ext^1_R(N, A), \mathbb{Q}/\mathbb{Z}) \cong Tor^R_1(Hom_\mathbb{Z}(A, \mathbb{Q}/\mathbb{Z}), N) = 0$ for all f.p. $R$-modules $N$ with $\text{pd}(N) \leq n$. Thus, $Ext^1_R(N, A) = 0$ for all f.p. $R$-modules $N$ with $\text{pd}(N) \leq n$, i.e. $A$ is $n$-absolutely pure.

For the converse, let $A$ be $n$-absolutely pure i.e. $Ext^1_R(N, A) = 0$ for all f.p. $R$-modules $N$ with $\text{pd}(N) \leq n$. Then

$$
Tor^R_1(Hom_\mathbb{Z}(A, \mathbb{Q}/\mathbb{Z}), N) \cong Hom_\mathbb{Z}(Ext^1_R(N, A), \mathbb{Q}/\mathbb{Z}) = 0
$$

for all f.p. $R$-modules $N$ with $\text{pd}(N) \leq n$ and hence $A^* = Hom_\mathbb{Z}(A, \mathbb{Q}/\mathbb{Z})$ is $n$-flat.

**Proposition 4.14.** If $R$ is left $n$-coherent, then a left $R$-module $A$ is $n$-absolutely pure if and only if $A^{**}$ is $n$-absolutely pure.
Proof. $A$ is $n$-absolutely pure iff $A^*$ is $n$-flat by Proposition 4.13, and $A^*$ is $n$-flat iff $A^{**}$ is $n$-absolutely pure by Proposition 4.10. □

In Proposition 2.10, we had an important result that says a pure submodule of an absolutely pure module is again absolutely pure. This proposition was used to deduce various results. An analogue of this for $n$-coherent rings is given in

**Proposition 4.15.** If $R$ is a left $n$-coherent ring, then pure submodules of $n$-absolutely pure modules are $n$-absolutely pure.

Proof. If $B$ is pure in $A$ and $A$ is $n$-absolutely pure, then the exact sequence $0 \rightarrow B \rightarrow A \rightarrow A/B \rightarrow 0$ leads to have $0 \rightarrow (A/B)^* \rightarrow A^* \rightarrow B^* \rightarrow 0$ split exact by Proposition 3.3. Hence $0 \rightarrow B^{**} \rightarrow A^{**} \rightarrow (A/B)^{**} \rightarrow 0$ is split by Proposition 2.8 and Proposition 3.3. So $B^{**} \oplus (A/B)^{**} \cong A^{**}$. By Proposition 4.14 $A^{**}$ is $n$-absolutely pure since $A$ is $n$-absolutely pure. Then, by Lemma 4.7 we have $Ext^1_R(N, B^{**}) \oplus Ext^1_R(N, (A/B)^{**}) \cong Ext^1_R(N, B^{**} \oplus (A/B)^{**}) \cong Ext^1_R(N, A^{**}) = 0$ for all f.p. $R$-modules $N$ with $\text{pd}(N) \leq n$. Thus, $B^{**}$ is $n$-absolutely pure and hence $B$ is so by Proposition 4.14. □

**Proposition 4.16.** Pure submodules of $n$-flat modules are $n$-flat.

Proof. Let $A$ be a pure submodule of an $n$-flat module $B$ ($B^*$ is $n$-absolutely pure by Proposition 4.10). Then, the pure exact sequence $0 \rightarrow A \rightarrow B \rightarrow B/A \rightarrow 0$ induces the split exact sequence $0 \rightarrow (B/A)^* \rightarrow B^* \rightarrow A^* \rightarrow 0$ by Proposition 3.3, i.e. $A^* \oplus (B/A)^* \cong B^*$. Then, $Ext^1_R(N, A^*) \oplus Ext^1_R(N, (B/A)^*) \cong Ext^1_R(N, A^* \oplus (B/A)^*) \cong Ext^1_R(N, B^*) = 0$ for all f.p. $R$-modules $N$ with $\text{pd}(N) \leq n$, since $B^*$ is $n$-absolutely pure. Hence $A^*$ is $n$-absolutely pure and thus $A$ is $n$-flat by Proposition 4.10. □
An analogue of Proposition 3.11 is

**Proposition 4.17.** Let $R$ be a left $n$-coherent ring. Then, pure quotients of $n$-absolutely pure left $R$-modules are $n$-absolutely pure.

Proof. Assume that $R$ is $n$-coherent and that $0 \to B \to A \to A/B \to 0$ is a pure exact sequence where $A$ is an $n$-absolutely pure left $R$-module. Let $N$ be f.p. with $\text{pd}(N) \leq n$. Then, we have an exact sequence

$$Ext^1_R(N, A) \to Ext^1_R(N, A/B) \to Ext^2_R(N, B).$$

$Ext^1_R(N, A) = 0$ since $A$ isn- absolutely pure and $Ext^2_R(N, B) = 0$ by Proposition 4.15 and Proposition 4.11. Hence, $Ext^1_R(N, A/B) = 0$ and $A/B$ is $n$-absolutely pure. □

In Proposition 4.17, we can omit the purity hypothesis for the case $n = 1$ as the following proposition shows.

**Proposition 4.18.** Every quotient of a 1-absolutely pure $R$-module is 1-absolutely pure.

Proof. First let us show that if $\text{pd}(N) \leq 1$, then $Ext^2_R(N, A) = 0$ for all left $R$-modules $A$. To see this, let $0 \to P_1 \to P_0 \to N \to 0$ be a projective resolution of $N$. Then, we obtain the exact sequence $Ext^1_R(P_1, A) \to Ext^2_R(N, A) \to Ext^2_R(P_0, A)$ by the long exact sequence for $Ext$. The first and the last terms are zero since both $P_1$ and $P_0$ are projective modules and hence $Ext^2_R(N, A) = 0$.

Now, let $N$ be a f.p. $R$-module with $\text{pd}(N) \leq 1$ and let $A$ be a submodule of a 1-a.p. $R$-module $B$. Then, the exact sequence $0 \to A \to B \to B/A \to 0$ induces the exact sequence

$$Ext^1_R(N, B) \to Ext^1_R(N, B/A) \to Ext^2_R(N, A),$$
by the long exact sequence for $\text{Ext}$. $\text{Ext}^1_R(N, B) = 0$ since $B$ is 1-a.p. and $\text{Ext}^2_R(N, A) = 0$ by the first part above. Thus, $\text{Ext}^1_R(N, B/A) = 0$ for all f.p $R$-modules $N$ with $\text{pd}(N) \leq 1$, i.e. $B/A$ is 1-a.p. $\square$

Combining Propositions 4.10 and 4.18, one can drop the purity condition from Proposition 4.16:

**Proposition 4.19.** *Submodules of 1-flat modules are 1-flat.*

Proof. Let $A$ be a submodule of a 1-flat $R$-module $B$. Then, $B^*$ is 1-a.p. by Proposition 4.10. The short exact sequence

$$0 \longrightarrow A \overset{\subseteq}{\longrightarrow} B \longrightarrow B/A \longrightarrow 0,$$

induces the dual exact sequence

$$0 \longrightarrow (B/A)^* \longrightarrow B^* \longrightarrow A^* \longrightarrow 0,$$

and so $A^*$ is a quotient of the 1-a.p. module $B^*$. Therefore, $A^*$ is 1-a.p. by Proposition 4.18 and hence $A$ is 1-flat by Proposition 4.10. $\square$

The following two lemmas will be needed later. First we fix the notation. Let $A$ be a left $R$-module and $\{B_j \mid j \in J\}$ be a family of a right $R$-modules. The map $\psi : (\prod_{j \in J} B_j) \times A \longrightarrow \prod_{j \in J} (B_j \otimes A)$ defined as $\psi((b_j)_{j \in J}, a) = (b_j \otimes a)_{j \in J}$ is a middle linear map and so there is a homomorphism $\phi_A : (\prod_{j \in J} B_j) \otimes A \longrightarrow \prod_{j \in J} (B_j \otimes A)$ given by $\phi_A((b_j)_{j \in J} \otimes a) = (b_j \otimes a)_{j \in J}$. Let $\rho_A$ be the composition $R^J \otimes A \overset{\phi_A}{\longrightarrow} (R \otimes A)^J \overset{\mu}{\longrightarrow} A^J$

where $\mu((r_j \otimes a_j)_{j \in J}) = (r_j a_j)_{j \in J}$. (See B. Stenström [23, pp. 41-42].)

**Lemma 4.20.** *With the above notation the following conditions are equivalent for any left $R$-module $A$.**
(i) \(A\) is f.g.

(ii) For every family \(\{B_j \mid j \in J\}\) of right \(R\)-modules \(\phi_A : (\prod_{j \in J} B_j) \otimes A \to \prod_{j \in J}(B_j \otimes A)\) is an epimorphism.

(iii) For every set \(J\), the map \(\rho_A : R^J \otimes A \to A^J\) is an epimorphism.

Proof. (i) \(\implies\) (ii) Let \(A\) be a f.g. \(R\)-module with generating set \(\{a_1, a_2, \ldots, a_n\}\) and consider the map \(\phi_A : (\prod_{j \in J} B_j) \otimes A \to \prod_{j \in J}(B_j \otimes A)\) given by \((b_j)_{j \in J} \otimes a \mapsto (b_j \otimes a)_{j \in J}\). If \((u_j)_{j \in J} \in \prod_{j \in J}(B_j \otimes A)_{j \in J}\), then each \(u_j = \sum_{k=1}^{n} b_{jk} \otimes a_k\) for some \(b_{jk} \in B_j\). Thus, \((u_j)_{j \in J}\) is an image under \(\phi\) and so \(\phi\) is an epimorphism.

(ii) \(\implies\) (iii) is obvious.

(iii) \(\implies\) (i) Choose \(J = A\) and consider the element \(u \in A^A\) whose \(x^{th}\) component is \(x\).

Since \(\rho_A : R^A \otimes A \to A^A\) is an epimorphism, we have \(u = \rho_A(\sum_{j=1}^{n} ((r_{jx})_{x \in A} \otimes x_j))\) for some \((r_{jx})_{x \in A} \in R^A\) and \(x_j \in A\). Then, \(u = \sum_{j=1}^{n} \rho_A((r_{jx})_{x \in A} \otimes x_j) = \sum_{j=1}^{n} (r_{jx}x_j)_{x \in A} = (\sum_{j=1}^{n} r_{jx}x_j)_{x \in A}\) and hence \(x = \sum_{j=1}^{n} r_{jx}x_j\) for all \(x \in A\). Therefore, \(A\) is f.g. \(\square\)

Lemma 4.21. With the above notation the following conditions are equivalent for any left \(R\)-module \(A\).

(i) \(A\) is f.p.

(ii) For every family \(\{B_j \mid j \in J\}\) of right \(R\)-modules \(\phi_A : (\prod_{j \in J} B_j) \otimes A \to \prod_{j \in J}(B_j \otimes A)\) is an isomorphism.

(iii) For every set \(J\), the map \(\rho_A : R^J \otimes A \to A^J\) is an isomorphism.

Proof. (i) \(\implies\) (ii) If \(A\) is a f.p. \(R\)-module, then there is an exact sequence \(0 \to K \to F \to A \to 0\), where \(F\) is free and both \(F\) and \(K\) are f.g. \(R\)-modules. Consider the
following commutative diagram

\[
\begin{array}{cccc}
(\prod_{j \in J} B_j) \otimes K & \rightarrow & (\prod_{j \in J} B_j) \otimes F & \rightarrow & (\prod_{j \in J} B_j) \otimes A & \rightarrow & 0 \\
\downarrow \phi_K & & \downarrow \phi_F & & \downarrow \phi_A & & \\
\prod_{j \in J} (B_j \otimes K) & \rightarrow & \prod_{j \in J} (B_j \otimes F) & \rightarrow & \prod_{j \in J} (B_j \otimes A) & \rightarrow & 0
\end{array}
\]

with exact rows. Then, \( \phi_K \) and \( \phi_A \) are epimorphisms by Lemma 4.20 and \( \phi_F \) is an isomorphism since \( F \) is free. Thus, \( \phi_A \) is a monomorphism by the Five Lemma and so \( \phi_A \) is an isomorphism.

(ii) \( \rightarrow \) (iii) is obvious.

(iii) \( \rightarrow \) (i) By Lemma 4.20, we know that \( A \) is f.g. Choose an exact sequence \( 0 \rightarrow K \rightarrow F \rightarrow A \rightarrow 0 \) where \( F \) is f.g free. We obtain a commutative diagram

\[
\begin{array}{cccc}
R^I \otimes K & \rightarrow & R^I \otimes F & \rightarrow & R^I \otimes A & \rightarrow & 0 \\
0 & \rightarrow & F^I & \rightarrow & K^I & \rightarrow & A^I & \rightarrow & 0
\end{array}
\]

with exact rows, where \( \rho_F \) and \( \rho_A \) are isomorphisms by hypothesis. It follows by a diagram chase that \( \rho_K \) is an epimorphism, so \( K \) is f.g. by Lemma 4.20. and hence \( A \) is f.p. \( \square \)

**Proposition 4.22.** The following statements are equivalent for any ring \( R \).

(i) \( R \) is left semihereditary.

(ii) 1-absolutely pure left \( R \)-modules are absolutely pure.

(iii) 1-flat right \( R \)-modules are flat.

Proof. (i) \( \rightarrow \) (ii) Let \( M \) be a 1-a.p. \( R \)-module and \( N \) be a f.p. right \( R \)-modules. Then we have an exact sequence \( 0 \rightarrow K \rightarrow F \rightarrow N \rightarrow 0 \) where \( F \) is free and both \( F \) and \( K \) are f.g. Now, \( K \) is projective by Proposition 3.29. Thus, \( \text{pd}(N) \leq 1 \) and so \( \text{Ext}^1_R(N, M) = 0 \), i.e. \( M \) is a.p.
(ii) $\implies$ (iii) Let $M$ be a 1-flat right $R$-module. Then, by Proposition 4.10, $M^*$ is 1-a.p., and so it is a.p. This means that $M$ is flat by Proposition 3.8.

(iii) $\implies$ (i) Let $R$ be a ring such that all 1-flat right $R$-modules are flat. Since all submodules of 1-flat are 1-flat (Proposition 4.19), we obtain that every submodule of a flat module is flat. Moreover, $R$ is left coherent. To see this, let $J$ be any set. We prove that $R^J$ is 1-flat as a right $R$-module. Let $A$ be f.p. with pd$(A) \leq 1$. Then, there exists an exact sequence $0 \to K \to F \to A \to 0$ where both $F$ and $K$ are f.g. projective and thus, by the long exact sequence for $\text{Tor}$, we obtain the exact sequence

\[ \text{Tor}_1^R(R^J, A) \to R^J \otimes K \to R^J \otimes F. \]

Now, to show that $\text{Tor}_1^R(R^J, A) = 0$ it suffices to show that the sequence $0 \to R^J \otimes K \to R^J \otimes F$ is exact. It is clear that $K$ and $F$ are f.p. since they are f.g. projective. By Lemma 4.21, we obtain

\[ R^J \otimes K \cong K^J \text{ and } R^J \otimes F \cong F^J. \]

Thus, the homomorphism $R^J \otimes K \to R^J \otimes F$ is clearly monic since $K^J \to F^J$ is so. This shows that $R^J$ is 1-flat, and hence it is flat and $R$ is left coherent by Proposition 3.19. Therefore, every f.g. left ideal is f.p. and also flat by the above part, and hence it is projective. So, $R$ is left semihereditary. \(\square\)

This characterization can be used to give an example of an $R$-module that is not 1-a.p. (i.e. a 0-a.p. module that is not 1-a.p.). To see this, let $R$ be a ring that is semihereditary but not von Neumann regular (for example $\mathbb{Z}$). Then, there is an $R$-module which is not a.p. and so not 1-a.p. (as $R$ is semihereditary, see Proposition 4.22). In a similar way, there
is an $R$-module that is 0-flat but not 1-flat since not all right $R$-modules are flat when the ring is not von Neumann regular by Proposition 3.21, and so they are not all 1-flat as $R$ is semihereditary.

In Proposition 3.19, we have a characterization of coherent rings via flatness. We have an analogous result using $n$-coherence and $n$-flat modules.

**Proposition 4.23.** (S. B. Lee [15]). A ring $R$ is left $n$-coherent if and only if every direct product of $n$-flat right $R$-modules is $n$-flat.

Proof. Let $\{M_i\}_{i \in I}$ be a set of $n$-flat modules. Then, $\prod_i M_i^*$ is $n$-absolutely pure by Proposition 4.10 and Proposition 4.8. But $\oplus_i M_i^*$ is a pure submodule of $\prod_i M_i^*$ and so, $\oplus_i M_i^*$ is $n$-absolutely pure by Proposition 4.15 since $R$ is $n$-coherent. Then, $\prod_i M_i^{**} = \prod_i Hom_Z(M_i^*, \mathbb{Q}/\mathbb{Z}) \cong Hom_Z(\oplus_i M_i^*, \mathbb{Q}/\mathbb{Z}) = (\oplus_i M_i^*)^*$ is $n$-flat by Proposition 4.13. Now, by the last part of Proposition 3.10, $M_i$ is a pure submodule of $M_i^{**}$. Thus, $\prod_i M_i$ is pure in $\prod_i M_i^{**}$ and hence, $\prod_i M_i$ is $n$-flat by Proposition 4.16.

For the converse, let $n \geq 1$ and suppose that every product of $n$-flat right $R$-modules is $n$-flat. Let $H$ be a f.g. submodule of a f.g. free left $R$-module $F$, with $\text{pd}(H) \leq n - 1$. We need to show that $H$ is f.p. Let $I$ be any index set and consider the commutative diagram

$$
\begin{array}{ccc}
R^I \otimes H & \xrightarrow{1 \otimes f} & R^I \otimes F \\
\downarrow \sigma & & \downarrow \tau \\
0 & \xrightarrow{g} & F^I
\end{array}
$$

where $f : H \rightarrow F$ and $g$ are the inclusions, and where $\sigma$ and $\tau$ are epimorphisms as in Lemma 4.20. Since $F$ is f.p., $\tau$ is an isomorphism by Lemma 4.21.

By Lemma 4.21, we need only prove that $\sigma$ is monic. But this is clear from the diagram since $1 \otimes f$ is monic (as $Tor_1(R^I, F/H) = 0$). \qed
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