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INTRODUCTION

Let $G$ be a graph with vertex set $V = \{v_1, \ldots, v_n\}$ and edge set $E$. Denote by $L(G)$ the $n$-by-$n$ matrix $(a_{ij})$, where $a_{ij}$ is the degree of the vertex $i$ when $j = i$; $a_{ij} = -1$ when $j \neq i$ and $ij$ is an edge of $E$; and $a_{ij} = 0$. otherwise. While $L(G)$ depends on the labeling of $V$, its characteristic polynomial does not. If $\lambda_n \leq \lambda_{n-1} \leq \cdots \lambda_1$ are the eigenvalues of $L(G)$, then $\lambda_n = 0$ and $\lambda_{n-1} > 0$ if and only if $G$ is connected. For connected graphs, the eigenvectors of $L(G)$ corresponding to $\lambda_2$ afford “characteristic valuation” of $G$, a concept introduced by M Fiedler [9].

Chapters II and III explore the “characteristic vertices” arising from characteristic valuations of trees belonging to a family with specified properties. Trees with three end-vertices together with caterpillars are investigated. The location of a characteristic vertex is also compared with that of a center or a centroid of the tree.
Chapter 1

Basic Properties of the Laplacian Matrix of a Graph

We begin the thesis with an introductory chapter which consists of the basic definitions and concepts of graph theory and the Laplacian matrix. The origin of the problem with a historical background is given in the second section. Some of the known results about the Laplacian matrix are also presented. In the last section, we give the types of trees, introducing the characteristic edge and the characteristic vertex together with some examples.

1.1 Basic Definitions

A graph $G = (V, E)$ consists of two sets: a finite set $V$ of elements called vertices and a finite set $E$ of elements called edges. Each edge is identified with a pair of vertices. The vertices $v_i$ and $v_j$ associated with an edge $e$ are called the end vertices of $e$. The edge $e$ is then denoted as $e = v_i v_j$. If the edges of a graph
G are identified with ordered pairs of vertices, then G is called a directed graph. Otherwise, G is called an undirected graph. All edges having the same pair of end vertices are called parallel edges. If e = v_i v_i, then e is called a self-loop at vertex v_i. A graph is called a simple graph if it has no parallel edges or self loops. A graph G has order n if its vertex set has n elements. A graph with no edges is called an empty graph. A graph with no vertices (and hence no edges) is called a null graph.

An edge is said to be incident on its end vertices. Two vertices are adjacent if they are end vertices of some edge. If two edges have a common end vertex, then these edges are said to be adjacent. The number of edges incident on a vertex v_i is called the degree (valency) of the vertex. and it is denoted by d(v_i). A vertex of degree 1 is called a pendant vertex. A vertex of degree 0 is called an isolated vertex. δ(G) and Δ(G) denote, respectively, the minimum and maximum degrees in G.

A graph G' = (V', E') is a subgraph of the graph G = (V, E) if V' and E' are, respectively, subsets of V and E. The graph $\overline{G} = (V, E')$ is called the complement of a simple graph G = (V, E) if the edge v_i v_j is in E' if and only if it is not in E.

A walk in a graph G = (V, E) is a finite alternating sequence of vertices and edges $v_0, e_1, v_1, e_2, \ldots, v_{k-1}, e_k, v_k$ beginning and ending with vertices such that $v_{i-1}$ and $v_i$ are the end vertices of the edge $e_i, \quad 1 \leq i \leq k$. A walk is open if its end
vertices are distinct: otherwise it is closed. A walk is a trail if all its edges are distinct. An open trail is a path if all its vertices are distinct. A closed trail is a circuit if all its vertices except the end vertices are distinct. The number of edges in a path (circuit) is called the length of the path (circuit). A graph \(G\) is connected if there exists a path between every pair of vertices in \(G\).

Two graphs \(G_1\) and \(G_2\) are said to be isomorphic if there exists a one-to-one correspondence between their vertex sets and a one-to-one correspondence between their edge sets so that the corresponding edges of \(G_1\) and \(G_2\) are incident on the corresponding vertices of \(G_1\) and \(G_2\). A graph is said to be acyclic if it has no circuits. A tree is a connected acyclic graph.

The Laplacian matrix \(L(G)\) (also known as the degree matrix.) of a graph \(G\) with \(V(G) = \{v_1, v_2, \ldots, v_n\}\) is the \(n \times n\) matrix \(L(G) = (a_{ij})\), where

\[
a_{ij} = \begin{cases} 
\text{degree of } v_i, & \text{if } i = j, \\
-1, & \text{if there is an edge between vertex } v_i \text{ and vertex } v_j, \\
0, & \text{otherwise}.
\end{cases}
\]

The characteristic polynomial of \(G\) is defined to be the characteristic polynomial of the Laplacian matrix; i.e. the characteristic polynomial of \(G = \phi(G, \lambda) = |L(G) - \lambda I|\). The eigenvalues of a graph \(G\) of order \(n\) are defined to be the roots of the characteristic polynomial of \(G\). Since \(L(G)\) is a real symmetric matrix, the
eigenvalues of $G$ are real, and so can be ordered as follows:

$$\lambda_1 \geq \lambda_2 \geq \cdots \geq \lambda_{n-1} \geq \lambda_n.$$  

The sequence of the $n$ eigenvalues is called the spectrum of $G$. The second smallest eigenvalue $\lambda_{n-1}$ is denoted by $\alpha(G)$; and it is called the algebraic connectivity of $G$. The family of all eigenvectors that correspond to $\alpha(G)$ is denoted by $\mathcal{E}(G)$.

The cartesian product $G_1 \times G_2$ of the graphs $G_1 = (V_1, E_1)$ and $G_2 = (V_2, E_2)$ is defined as $G_1 \times G_2 = (V_1 \times V_2, E)$ where $((u_1, u_2), (v_1, v_2)) \in E$ if and only if either $u_1 = v_1$ and $(u_2, v_2) \in E_2$ or $u_2 = v_2$ and $(u_1, v_1) \in E_1$.

As an example, see figure 1.1.1.

![Figure 1.1.1](image)

Let us mention two concepts related to the algebraic connectivity $\alpha(G)$ of a graph $G$.

The edge-connectivity of $G$, denoted by $\kappa(G)$ is the minimal number of edges whose removal disconnects $G$. Similarly, the minimal number of vertices of $G$
whose removal would result in losing connectivity of the graph $G$ is the vertex-connectivity of $G$, denoted by $\nu(G)$.

### 1.2 Historical Background and Applications of the Laplace Matrix of a Graph

There are several matrices which may be associated with a finite simple graph $G = (V, E)$. If $V = \{1, \ldots, n\}$, then perhaps the most commonly associated matrix is the $n \times n$ adjacency matrix, $A = A(G)$, defined by

$$
a_{ij} = \begin{cases} 
1, & \text{if } (i, j) \in E. \\
0, & \text{otherwise}.
\end{cases}
$$

Since $G$ is simple, $A$ is a symmetric $(0, 1)$ matrix with zero diagonal. The term "algebraic graph theory" may be defined as the theory which relates the geometric structure of $G$ with the spectral properties of $A$. Some excellent general references are the books by N. Biggs [3]; Cvetković, Doob, and Sachs [5]; and Cvetković, Doob, Gutman, and Torgasev [7]. An explosion of graph theory began in the 1950's with such people as Coollatz and Singowitz [4] and A.J. Hoffman [12].

Let the edge set of $G$ be $\{e_1, \ldots, e_m\}$. For each edge $e_j = v_i v_k$, choose one of the end vertices to be the positive end of $e_j$ and the other to be the negative end. We refer to this procedure by saying that $G$ has been given an orientation. The vertex-edge incidence matrix afforded by an orientation of $G$ is the $n \times m$ matrix.
\[ Q = (q_{ij}), \text{ where} \]

\[
q_{ij} = \begin{cases} 
+1, & \text{if } v_i \text{ is the positive end of } e_j, \\
-1, & \text{if it is the negative end} \\
0, & \text{otherwise} 
\end{cases}
\]

This matrix \( Q \) has been studied by Poincaré [14], among others.

The matrix that this thesis is concerned with is the matrix defined as

\[ L(G) = D(G) - A(G), \]

where \( D(G) \) is the diagonal matrix of vertex degrees.

This matrix is variously referred to as the Laplacian matrix, Kirchoff matrix, or matrix of Admittance. The term Laplacian comes from the fact that such matrices arise when using discretizations in looking for nontrivial solutions to \( \Delta \phi = \lambda \phi \) on a region \( \Omega \).

The origin of the Laplacian matrix can be dated back to Kirchoff [13] in an 1847 paper concerned with electrical networks through the well known matrix-tree theorem: if \( L = L(G) \), where \( G \) is a graph on \( n \) vertices, then:

\[ k(G) = (-1)^{i+j} \det L(i|j) \quad \text{for all } i, j = 1, \ldots, n \]

where \( k(G) \) is the number of spanning trees of \( G \) and \( L(i|j) \) is the matrix obtained from \( L(G) \) by deleting the \( i \)-th row and \( j \)-th column.
Forsman [10] and Gutman [11] have shown how the connection between \( L(G) = QQ^t \) and \( K(G) = Q^tQ \) simultaneously explain the statistical and the dynamic properties of flexible branched polymer molecules. Indeed, since \( L(G) \) and \( K(G) \) share the same nonzero eigenvalues, it follows that for bipartite graphs the smallest eigenvalue of \( A(G^*) \geq -2 \), where \( G^* \) is the line graph of \( G \). This observation, first made by Hoffman, has led to a new direction in spectral theory [6], [7]. Eichinger [8] has shown how the spectrum of \( L(G) \) may be used to calculate the radius of gyration of a Gaussian molecule. Due to its importance in physical and chemical properties, the spectrum of \( L(G) \) is more natural and important than the more widely studied adjacency spectrum. In [2], Bier uses the smallest positive eigenvalue of \( L(G) \) to estimate the “magnifying coefficient” of \( G \).

Another application within mathematics is in the problem of decomposition of graphs. The second smallest eigenvalue of \( L(G) \) is used in characterizing reducibility. It was proved [7] that a connected graph can be decomposed into two subgraphs by the signs of the eigenvector belonging to the second smallest eigenvalue.

### 1.3 Known Results on the Laplacian Matrix

In this section, known results about the Laplacian matrix are given.

**Theorem 1.3.1.** The number 0 is an eigenvalue of every tree.
Proof: Let $T$ be a tree of order $n$, and $L$ is the Laplacian matrix of $T$. If

$$\bar{u} = \begin{pmatrix} 1 \\ 1 \\ \vdots \\ 1 \end{pmatrix}$$

is a vector of dimension $n$, then $L\bar{u} = \vec{0} = 0\bar{u}$. So, 0 is an eigenvalue of $L$.

Theorem 1.3.2 [16]. Let $\lambda > 1$ be an integer. If $\lambda$ is an eigenvalue of $L$, then $\lambda$ must divide $n$.

Theorem 1.3.3 [6]. If $K_n$ is the complete graph of order $n$, then $L(K_n) = nI - J$, where $J$ is the $n \times n$ matrix all of whose entries are ones.

Theorem 1.3.4 [6]. If $\overline{G}$ is the complement of $G$, then

$$L(G) + L(\overline{G}) = nI - J.$$ 

Theorem 1.3.5 [6]. The edge connectivity $e(G)$, the vertex connectivity $\nu(G)$ and the algebraic connectivity $\alpha(T)$ of any graph $G$ of order $n$ satisfy

$$e(G) \geq \nu(G) \geq \alpha(G).$$

Theorem 1.3.6 [14]. If $\mathbb{R}_n$ is the space of all real column vectors with $n$ coordinates, and

$$S = \left\{ x = (x_1, \ldots, x_n)^T \in \mathbb{R}_n; \quad \sum_{i=1}^{n} x_i = 0, \quad \sum_{i=1}^{n} x_i^2 = 1 \right\}.$$
then the algebraic connectivity of $G = (V, E)$ satisfies

$$a(G) = \min_{x \in S} \sum_{i < k} (x_i - x_k)^2,$$

or

$$a(G) = \min_{x \in S} x^T L(G)x.$$

**Theorem 1.3.7 [1].** The algebraic connectivity $a(G)$ satisfies the following properties:

1. $a(G) \geq 0$, $a(G) = 0 \iff G$ is not connected.

2. If $G_1 = (V, E_1)$ and $G_2 = (V, E_2)$ and $E_1 \subset E_2$, then $a(G_1) \leq a(G_2)$.

3. If $G_1 = (V, E_1)$, $G_2 = (V, E_2)$ and $E_1 \cap E_2 = \emptyset$, then $a(G_1) + a(G_2) \leq a(G_3)$ where $G_3 = (V, E_1 \cup E_2)$.

4. If $G_1$ is obtained from $G$ by removing $k$ vertices (and incident edges), then

$$a(G_1) \geq a(G) - k.$$

**Theorem 1.3.8 [1].** Let $G_1$ and $G_2$ be graphs. Then

$$a(G_1 \times G_2) = \min(a(G_1), a(G_2)).$$

**Theorem 1.3.9.** For the complete graph $K_n$, the spectrum of $K_n$ is:

$$\begin{pmatrix}
0 & n \\
1 & n - 1
\end{pmatrix}$$
Proof: If $L(K_n)$ is the Laplacian matrix of $K_n$, then:

$$
|L(K_n) - \lambda I| = \begin{vmatrix}
  n - 1 - \lambda & -1 & -1 & \cdots & -1 \\
  -1 & n - 1 - \lambda & -1 & \cdots & -1 \\
  -1 & -1 & n - 1 - \lambda & \cdots & -1 \\
  \cdot & \cdot & \cdot & \ddots & \cdot \\
  -1 & -1 & -1 & \cdots & n - 1 - \lambda \\
\end{vmatrix}
$$

Subtract the first column of $|L(K_n) - \lambda I|$ from all the other columns of $|L(K_n) - \lambda I|$. Then we get:

$$
|L(K_n) - \lambda I| = \begin{vmatrix}
  n - 1 - \lambda & -n + \lambda & -n + \lambda & \cdots & -n + \lambda \\
  -1 & n - \lambda & 0 & \cdots & 0 \\
  -1 & 0 & n - \lambda & \cdots & 0 \\
  \cdot & \cdot & \cdot & \ddots & \cdot \\
  -1 & 0 & 0 & \cdots & n - \lambda \\
\end{vmatrix}
$$

Now adding to the first row of the above matrix every one of the other rows,
we get:

$$|L(K_n) - \lambda I| = \begin{vmatrix} -\lambda & 0 & 0 & \cdots & 0 \\ -1 & n - \lambda & 0 & \cdots & 0 \\ -1 & 0 & n - \lambda & \cdots & 0 \\ \vdots & \vdots & \vdots & \ddots & \vdots \\ -1 & 0 & 0 & \cdots & n - \lambda \end{vmatrix} = -\lambda(n - \lambda)^{n-1}.$$ 

Therefore, the spectrum of $K_n$ is:

$$\begin{pmatrix} 0 & n \\ 1 & n-1 \end{pmatrix}.$$

**Theorem 1.3.10** [7]. Let $G$ be a graph of order $n$. Let $\overline{G}$ be its complement. If $\lambda_1 = 0 \leq \lambda_2 \leq \cdots \leq \lambda_n$ are the eigenvalues of $L(G)$, then $\lambda' = \lambda'_2 \leq \cdots \leq \lambda'_n$ are the eigenvalues of $L(\overline{G})$ where

$$\lambda'_k = n - \lambda_{n+2-k}, \quad k = 2, \ldots, n.$$ 

In addition, the eigenvectors of $L(\overline{G})$ corresponding to $\lambda'_k$ and those of $L(G)$ corresponding to $\lambda_{n+2-k}$ coincide.

**Theorem 1.3.11.** If $m$ is the minimum valency of a noncomplete graph $G$, then $a(G) \leq m$.

The star $S_n$ is a tree of order $n$, having $n - 1$ pendant vertices and one vertex of degree $n - 1$. Figure 1.2.1 shows the general shape of $S_n$. 
Theorem 1.3.12. If $S_n$ is a star of order $n$, then the spectrum of $S_n$ is:

$$
\begin{pmatrix}
0 & n & 1 \\
1 & 1 & n-2
\end{pmatrix}.
$$

Proof: If $L(S_n)$ is the Laplacian matrix of $S_n$, then:

$$
|L(S_n) - \lambda I| =
\begin{vmatrix}
1 - \lambda & 0 & 0 & \cdots & -1 \\
0 & 1 - \lambda & 0 & \cdots & -1 \\
0 & 0 & 1 - \lambda & \cdots & -1 \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
-1 & -1 & -1 & \cdots & n - 1 - \lambda
\end{vmatrix}
$$

Add to the last row of $|L(S_n) - \lambda I|$ every other row multiplied by $\left(\frac{1}{1-\lambda}\right)$. Then we get:

$$
|L(S_n) - \lambda I| =
\begin{vmatrix}
1 - \lambda & 0 & 0 & \cdots & -1 \\
0 & 1 - \lambda & 0 & \cdots & -1 \\
0 & 0 & 1 - \lambda & \cdots & -1 \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
0 & 0 & 0 & \cdots & n - 1 - \lambda - \frac{(n-1)}{1-\lambda}
\end{vmatrix}
$$
\[
= \left[ n - 1 - \lambda - \left( \frac{n - 1}{1 - \lambda} \right) \right] (1 - \lambda)^{n - 1} \\
= \lambda(\lambda - n)(1 - \lambda)^{n - 2}
\]

Therefore, the spectrum of \( S_n \) is:

\[
\begin{pmatrix}
0 & n & 1 \\
1 & 1 & n - 2
\end{pmatrix}
\]

**Theorem 1.3.13** [1]. If \( C_n \) is a circuit of order \( n \), then

\[
a(C_n) = 2 \left( 1 - \cos \frac{2\pi}{n} \right)
\]

**Theorem 1.3.14** [5]. (Interlacing Theorem). Let \( G \) be a graph with spectrum \( \lambda_1 \geq \lambda_2 \geq \cdots \geq \lambda_p \) and let the spectrum of \( G - v_1 \) be \( \mu_1 \geq \mu_2 \geq \cdots \geq \mu_{p-1} \). Then the spectrum of \( G - v_1 \) is "interlaced" with the spectrum of \( G \); that is,

\[
\lambda_1 \geq \mu_1 \geq \lambda_2 \geq \mu_2 \geq \cdots \geq \mu_{p-1} \geq \lambda_p.
\]

**Theorem 1.3.15.** Let \( T \) be a tree of order \( n \), and \( \bar{f} = (x_1, \ldots, x_n)^t \in E(T) \), then:

\[
\sum_{i=1}^{n} x_i = 0.
\]

**Proof.** Since the vector \( \bar{u} = \begin{bmatrix} 1 \\ 1 \\ \vdots \\ 1 \end{bmatrix} \) is an eigenvector of \( L \) corresponding to zero,
i.e., \( L \vec{u} = 0 \vec{u} \), then each \( \vec{x} \in \mathcal{E}(T) \) must be perpendicular to it, i.e.

\[
\vec{x} = \begin{bmatrix} x_1 \\ x_2 \\ \vdots \\ x_n \end{bmatrix} \quad \text{and} \quad \vec{x} \cdot \vec{u} = 0 \quad \text{or} \quad \sum_{i=1}^{n} x_i = 0.
\]

Theorem 1.3.16. Let \( T \) be a tree of order \( n \). Then, \( a(T) \) is bounded as follows:

\[
0 = \lambda_n < \lambda_{n-1} = a(T) \leq 1.
\]

Proof. Since \( T \) is connected, \( a(G) = \lambda_{n-1} \neq 0 \) (Theorem 1.3.7(1)). Also, using Theorem 1.3.11, \( a(T) \leq 1 \).

1.4 Types of Trees

We will discuss two types of trees according to the corresponding eigenvectors of \( a(T) \). Type I and type II trees will be defined and some results will be obtained based on type I trees.

Theorem 1.4.1 [9]. Let \( T \) be a tree. Suppose \( \vec{z} = (z_1, \ldots, z_n)^t \) is an eigenvector of \( L(T) \) corresponding to \( a(T) \). Then two cases can occur:

1. \( \vec{V} = \{ i \in V | z_i = 0 \} \neq \phi \), then the graph \( \tilde{T} = (\vec{V}, \tilde{E}) \) induced by \( T \) on \( \vec{V} \) is connected and there exists exactly one vertex \( j \in \vec{V} \) which is adjacent (in
$T$) to a vertex not belonging to $\bar{V}$. Moreover, the values of $\bar{z}$ along any path starting at $j$ are increasing, decreasing, or identically zero.

2. If $z_i \neq 0$ for all $i \in V$, then $T$ contains exactly one edge $jk$ such that $z_j$ and $z_k$ have different signs, say $z_j > 0$ and $z_k < 0$. Moreover, the values of $\bar{z}$ along any path that starts at $j$ and does not contain $k$ increase while the values of $\bar{z}$ along any path that starts at $k$ and does not contain $j$ decrease.

If a tree satisfies the first case of the previous theorem then it is called a type I tree, and if it satisfies the second case, then it is a type II tree.

The vertex described in the first part of the above theorem is referred to as the characteristic vertex of $T$, and the edge described in the second part of that theorem is called the characteristic edge of $T$.

Theorem 1.4.2. Let $T = (V, E)$ be a tree. Let $g, h \in \mathcal{E}(T)$. Then $u \in V$ is a characteristic vertex of $T$ afforded by $g$, if and only if $u$ is a characteristic vertex of $T$ afforded by $h$.

Proof: If $a(T)$ is a simple eigenvalue, then $g$ is a nonzero multiple of $h$ and the result is immediate from the definitions. So, we assume $a(T)$ is a multiple root. Let $V_0 = \{v \in V|z(v) = 0 \text{ for all eigenvectors } z \text{ corresponding to } a(T)\}$. If $V_0$ were empty, we could find some $z$ such that $z(v) \neq 0$ for all $v \in V$. This contradicts Theorem 1.4.1.
Theorem 1.4.3 [1]. If \( T \) is a tree, and \( a(T) \) is multiple, then \( T \) is of type \( I \).

Theorem 1.4.4 [16]. (A Reduction Theorem for Type I Trees). Let \( T = (V, E) \) be a tree on \( n \geq 4 \) vertices. Suppose there is an eigenvector \( \vec{X} = \begin{pmatrix} x_1 \\ \vdots \\ x_n \end{pmatrix} \) belonging to \( a(T) \) and a pendant vertex \( v \in V \) such that \( x_v = 0 \). Let \( u \) be the vertex adjacent to \( v \). Denote by \( T_1 = (V_1, E_1) \) the subgraph obtained from \( T \) by deleting \( v \) from \( V \) and \( \{u, v\} \) from \( E \). Then

(i) \( x_u = 0 \)

(ii) \( a(T_1) = a(T_2) \)

(iii) \( \vec{X}|_{V_1} \) is an eigenvector belonging to \( a(T_1) \), where \( \vec{X}|_{V_1} \) is the restriction of \( \vec{X} \) to \( V_1 \).

(iv) \( F(T_1) = F(T_2) \) where \( F(T) \) denotes the set of characteristic vertices of \( T \).

Example 1.4.1. Let \( T \) be the tree shown below in Figure 1.4.1.

![Figure 1.4.1](image)

Then the characteristic polynomial of \( T \) is

\[
x(x^2 - 3x + 1)^2(x^2 - 6x + 7)
\]
and $a(T) = \frac{3 - \sqrt{5}}{2} \approx 0.382$ has multiplicity 2. One eigenvector belonging to $a(T)$ is shown in Figure 1.4.1.

If vertex $v$ and its edge are erased, the result is $T_1$, as shown in Figure 1.4.2.

![Figure 1.4.2]

Not only that, but the numbers which remain constitute an eigenvector belonging to $a(T_1)$. Indeed, the characteristic polynomial of $T_1$ is

$$x(x - 2)(x^2 - 3x + 1)(x^2 - 5x + 3)$$

and one can check that $a(T_1) = a(T)$. (In the case of $T_1$, $\frac{3 - \sqrt{5}}{2}$ is a simple eigenvalue). We may apply the theorem again by removing vertex $u$ from $T_1$, obtaining the eigenvectors of $a(T_2)$ as shown in Figure 1.4.3. The characteristic polynomial of $T_2$ is

$$x(x^2 - 3x + 1)(x^2 - 5x + 5).$$

One can check that $a(T_2) = a(T)$, too. Since there is no longer a pendant vertex of value 0, the reduction process stops.

![Figure 1.4.3]
Example 1.4.2. The reduction process described in Theorem 1.4.4 and in Example 1.4.1 is not entirely reversible. If we increase the degree of vertex \( v \) in Figure 1.4.1 by attaching a new pendant vertex to it, we obtain a tree \( T' \) of type II.

\[
\begin{align*}
-0.61 & -1.4 & -1.84 \\
1 & .76 & .33 & .76 & 1
\end{align*}
\]

Figure 1.4.4

The characteristic polynomial for \( T' \) is

\[ q(x) = x(x - 2)(x^2 - 3x + 1)(x^4 - 4x^3 + 25x^2 - 22x + 4). \]

While it is true that \( \lambda = \frac{3 - \sqrt{5}}{2} \) is an eigenvalue of \( L(T') \), \( \lambda \) is greater than the simple eigenvalue of \( a(T') = 0.2434 \). An approximate valuation of \( T' \) is shown in Figure 1.4.4.

Theorem 1.4.5. (A Partial Converse to the Reduction Theorem).

Let \( T = (V, E) \) be a type I tree. Choose an eigenvector \( f \) belonging to \( a(T) \) and choose \( w \in V \) such that \( f(w) = 0 \). Let \( T' = (V', E') \) be a tree obtained from \( T \) by adjoining a new pendant vertex \( u \) at \( w \). (So, \( V' = V \cup \{u\} \) and \( E' = E \cup \{(u, v)\} \)).

Then \( a(T) \) is an eigenvalue of \( L(T') \). If \( a(T') = a(T') \), then \( F(T) = F(T') \) and \( f' \) is an eigenvector belonging to \( a(T') \), where \( f'(v) = f(v), \quad v \in V, \) and \( f'(u) = 0 \).
Chapter 2

Trees With Three End-Vertices

Let $T$ be the family of trees with three end vertices. If $T \in T$, and $T$ is a type I tree, then what is the general shape of $T$? In this chapter we will partially answer this question by introducing the basic definitions and concepts of passive and active branches. Furthermore, automorphism of graphs is given together with two important theorems. Also, some basic and important theorems for the tree $T \in T$ are given together with the proofs.

In the last section, we give a list of theorems characterizing a class of type I trees $T \in T$, together with the general form of the characteristic eigenvector of $a(T)$. Furthermore, the characteristic vertices of these trees are determined and the values of $a(T)$ are given.
2.1 Passive and Active Branches; Automorphism

Suppose \( v \) is a vertex of a tree \( T \). Denote by \( T_v \) the subgraph of \( T \) obtained by deleting \( v \) and all edges incident with it. A branch (of \( T \)) at \( v \) is a connected component of \( T_v \). If \( T \) is a type I tree, \( v = w_T \), the characteristic vertex of \( T \), \( \vec{f} \in \mathcal{E}(T) \), and \( B \) is a branch at \( w_T \), then \( f \) is uniformly +, uniformly −, or identically zero on the vertices of \( B \). Of course, every \( \vec{f} \in \mathcal{E}(T) \) is orthogonal to the vector each of whose component is 1, i.e. an eigenvector afforded by 0. Thus there will always be a positive branch and a negative branch at \( w_T \) for any characteristic valuation.

If \( B \) is a branch at \( v \), we denote by \( r(B) \) the vertex of \( B \) which is adjacent (in \( T \)) to \( v \). It will frequently be convenient to view \( B \) as a rooted tree. In such a situation, we always take \( r(B) \) as the root. If \( v = w_T \) and \( f \in \mathcal{E}(T) \), then \( f(r(B)) \) determines the sign of \( f \) throughout \( B \).

Let \( T \) be a type I tree. Let \( B \) be a branch at \( w_T \). We call \( B \) passive if \( f(r(B)) = 0 \) for every \( f \in \mathcal{E}(T) \). A branch at \( w_T \) is active if it is not passive.

Theorem 2.1.1 (15) Let \( T \) be a type I tree with characteristic vertex \( w \) and algebraic connectivity \( a(T) \). Let \( m \) be the multiplicity of \( a(T) \) as an eigenvalue of \( L(T) \). Then exactly \( m + 1 \) of the branches at \( w \) are active.
Theorem 2.1.2 (15) Let \( w \) be a vertex of the tree \( T = (V, E) \). Suppose \( B_1 = (V_1, E_1) \) and \( B_2 = (V_2, E_2) \) are two (different) branches of \( T \) rooted at \( w \). Let \( \alpha : V_1 \to V_2 \) be an isomorphism of the rooted trees \( B_1 \) and \( B_2 \). (Then, in particular, \( \alpha(w) = w \).) Let \( f \in \mathcal{E}(T) \) be fixed but arbitrary, then either

(i) \( f(\alpha(v)) = f(v) \), \( v \in V_1 \), or

(ii) \( F(T) = \{w\} \) and there is a \( g \in \mathcal{E}(T) \) such that \( g(v) = -g(\alpha(v)) > 0 \), \( w \neq v \in V_1 \); and \( g(v) = 0 \), \( v \notin V_1 \cup V_2 \).

Let \( w \) be a vertex of the tree \( T = (V, E) \). Suppose \( B_1 = (V_1, E_1) \) and \( B_2 = (V_2, E_2) \) are two branches of \( T \) rooted at \( w \). Assume the rooted trees \( B_1 \) and \( B_2 \) are isomorphic. We say that \( f \in \mathcal{E}(T) \) distinguishes \( B_1 \) from \( B_2 \) if there is an isomorphism

\[ \alpha : V_1 \to V_2 \]

such that \( f(\alpha(v)) \neq f(v) \) for some \( v \in V_1 \).

Theorem 2.1.3 (15) Let \( T = (V, E) \) be a tree. Choose \( w \in V \). Suppose there are \( k > 2 \) branches \( B_1 = (V_1, E_1), \ldots, B_k = (V_k, E_k) \) rooted at \( w \). If these branches are all isomorphic as rooted trees, and if there is a characteristic valuation of \( T \) which distinguishes \( B_1 \) from \( B_2 \), then the multiplicity of \( a(T) \) is at least \( k - 1 \).

Theorem 2.1.4 (15) Let \( T = (V, E) \) be a type I tree with characteristic vertex \( w \) and algebraic connectivity \( a(T) \). Let \( f \in \mathcal{E}(T) \). Suppose \( T' = (V', E') \) is the
tree obtained from $T$ by adjoining a new pendant vertex $p$, to $w$. [So, $V' = V \cup \{p\}, \ E' = E \cup \{(p,w)\}.$] Extend $f$ to a function $f'$ on $V'$ by defining $f'(p) = 0$. Then $a(T') = a(T)$ and $f' \in \mathcal{E}(T')$. [In particular, $T'$ is a type I tree with the characteristic vertex $w$.]

2.2 Basic Results on the Laplacian Matrix of a Tree

The next few theorems are just basic results on arbitrary trees of type I. Some of the proofs are presented to simplify the restriction to $T$. They will be used in the next section.

Theorem 2.2.1 Let $\{i,j\} \in E$ and $z_i > 0, \ z_j > 0$. Suppose also that vertex $i$ is on the unique path from vertex $j$ to either the characteristic vertex of $T$ (Case 1) or the characteristic edge of $T$ (Case 2). If the degree of vertex $j$ is $k+1$, let vertices $i_1, i_2, \ldots, i_k$ be the other neighbors of $j$ besides $i$. Then

1. $z_i < z_j < z_s, \ s = 1, \ldots, k$

and

2. $z_j - z_i = a \cdot z_j + \sum_{s=1}^{k} (z_{i_s} - z_j)$ where $a = a(T)$.
Proof:

1. Assume that \( \tilde{V} = \{ i \in V | z_i = 0 \} \neq \emptyset \), then call the characteristic vertex of \( T \), \( c \). Then any path from \( c \) to \( i_s \) will be either increasing or decreasing. (The values of \( z \) along this path cannot be identically zero, since otherwise \( z_i \) and \( z_j \) will be zero.) If the values of \( z \) along this path are decreasing, then \( z_i < 0, \ z_j < 0 \) (contradiction). So the values of \( z \) along this path is increasing, and so \( z_i < z_j < z_{i_s} \).

Assume that \( \tilde{V} = \emptyset \), then the characteristic edge of \( T \) is say \( \ell, k \) such that \( z_\ell > 0, \ z_k < 0 \). Consider the path from \( \ell \) to \( i_s \); if the path contains \( k \), then the path from \( k \) to \( i_s \) is decreasing, but \( z_k < 0 \); so \( z_s, z_j, z_i < 0 \) (contradiction). So the path does not contain \( k \), so the path must be increasing for the values of \( z \). Therefore, \( z_i < z_j < z_{i_s} \).

2. Since \( a \) is the smallest eigenvalue for \( L \), then

\[
L \vec{z} = a \vec{z} \quad \text{where} \ \vec{z} \ \text{is the corresponding eigenvector.}
\]

Then by considering the \( j \)-th element of this equality we have:

\[
-z_i + (k + 1)z_j - z_i - z_{i_2} - \cdots - z_{i_s} = az_j
\]

\[
\Rightarrow -z_i + kz_j + z_j - \sum_{i=1}^{k} z_{i_s} = az_j
\]

\[
\Rightarrow z_j - z_i = az_j + \sum_{i=1}^{k} (z_{i_s} - z_j)
\]
Remark 2.2.1 Let $T$ be a tree with $\lambda_{n-1} = a$. If $i$ is a vertex with degree $d$, then for any eigenvector $\bar{X} = \begin{pmatrix} x_1 \\ \vdots \\ x_n \end{pmatrix}$ belonging to $a$, we have:

$$\sum_{(ij) \in E} x_j = (d - a) x_i.$$

Proof: By the definition of the eigenvalue $a$, we have:

$$L \bar{X} = a \bar{X}.$$

By the definition of the Laplacian matrix, we will get:

$$- \sum_{(ij) \in E} x_j + dx_i = ax_i \quad \text{for the } x_i \text{ element in } x$$

$$\Rightarrow \sum_{(ij) \in E} x_j = (d - a) x_i$$

Remark 2.2.2 Suppose $v$ is a pendant vertex with $(u, v) \in E$. If $\bar{X} = \begin{pmatrix} x_1 \\ \vdots \\ x_n \end{pmatrix}$, then $x_u = (1 - a)x_v$. In particular, if $a = 1$, then $x_u = 0$ for every $u$ adjacent to a pendant vertex. In addition, if $x_u = 0$, then $x_u = 0$, i.e., a pendant vertex is never an isolated zero of an eigenvector belonging to $a$. 
Theorem 2.2.2 Let $T$ be a tree as shown in Figure 2.2.1 which has a path of order $k$ as a subtree of $T$. If $g = (a_1, \ldots, a_n)' \in \mathcal{E}(T)$, then:

$$a_i = a_1 f_i(a); \quad i = 2, \ldots, k$$

where $f_i(a)$ is a polynomial in $a$.

Proof: By Remark 2.2.2

$$\Rightarrow a_2 = (1-a)a_1 = a_1 f_2(a) \text{ where } f_2(a) = (1-a).$$

Again,

$$a_1 \div a_3 = (2-a)a_2$$

$$\Rightarrow a_3 = (2-a)a_2 - a_1$$

$$= (2-a)(1-a)a_1 - a_1 = [(2-a)(1-a) - 1]a_1$$

$$= a_1 f_3(a) \text{ where } f_3(a) = (2-a)(1-a) - 1$$

$$a_i + a_{i-2} = (2-a)a_{i-1}$$

$$\Rightarrow a_i = (2-a)a_{i-1} - a_{i-2}.$$
Assume that the statement is true for $a_1, a_2, \ldots, a_{i-1}$.

\[ a_i = (2 - a) a_{i-1}(a) - a_{i-2}(a) \]

\[ = a_1 [(2 - a) f_{i-1}(a) - f_{i-2}(a)] \]

\[ a_i = a_i f_i(a). \]

**Theorem 2.2.3** If $T$ is a tree of order $n$, and the diameter of $T$ is $d$, then $a(T) \leq 2 \left(1 - \cos \frac{\pi}{d+1}\right)$.

**Proof:** Let $n = d + k + 1$ and let $\lambda_1 \geq \lambda_2 \geq \cdots \geq \lambda_{n-1} > \lambda_n = 0$ be the eigenvalues of $T$. If we have more than one longest path, then specify one of them, say $P_1$. Remove one pendant vertex which is not belonging to $P_1$ (say $v_1$). Let $T_1$ be the tree obtained after removing $v_1$, having the spectrum:

\[ \mu_1^{(1)} \geq \mu_2^{(1)} \geq \cdots \geq \mu_{n-2}^{(1)} > \mu_{n-1}^{(1)} = 0. \]

By using the Interlacing Theorem 1.3.14, we have:

\[ \lambda_1 \geq \mu_1^{(1)} \geq \lambda_2 \geq \mu_2^{(1)} \geq \cdots \geq \mu_{n-2}^{(1)} \geq \lambda_{n-1} > \mu_{n-1}^{(1)} = \lambda_n = 0. \]

Again, remove one pendant vertex $v_2$ which is not belonging to $P_1$ to get the tree $T_2$. Let the spectrum of $T_2$ be:

\[ \mu_1^{(2)} \geq \mu_2^{(2)} \geq \cdots \geq \mu_{n-3}^{(2)} > \mu_{n-2}^{(2)} = 0. \]
Using the Interlacing Theorem, we get:

\[ \mu_1^{(1)} \geq \mu_1^{(2)} \geq \mu_2^{(1)} \geq \mu_2^{(2)} \geq \cdots \geq \mu_{n-3}^{(2)} \geq \mu_{n-2}^{(1)} > \mu_{n-2}^{(2)} = \mu_{n-1}^{(1)} = 0. \]

We remove pendant vertices which are not belonging to \( P_1 k \)-times so that we get a path of order \( d + 1 \). Let \( \mu_1^{(i)} \geq \mu_2^{(i)} \geq \cdots \geq \mu_{n-i}^{(i)} = 0 \) be the eigenvalues of the tree \( T_i \) after removing the vertex \( r_i \). Again, applying the Interlacing Theorem we get:

\[ \mu_{n-k}^{(k)} \geq \mu_{n-k}^{(k-1)} \geq \mu_{n-k-2}^{(k-2)} \geq \cdots \geq \mu_{n-2}^{(1)} \geq \lambda_{n-1} \]

but by Theorem 2.3.3 \( \mu_{n-k-1}^{(k)} = a(P_{n-1}) = 2 \left( 1 - \cos \frac{\pi}{d+1} \right) \), \( \lambda_{n-1} = a(T) \Rightarrow a(T) \leq 2 \left( 1 - \cos \frac{\pi}{d+1} \right) \).

### 2.3 Towards a Characterization of Type I Trees with Three End-Vertices

In this section, we will study all trees \( T \in T \) which are of type I, giving their general shape. We will also locate the characteristic vertices of these trees. Furthermore, we will give the general formulas for \( a(T) \) with the corresponding eigenvector(s).

**Theorem 2.3.1** If \( T \in T \) is a tree of type I, then the multiplicity of \( a(T) \) is not more than 2.

**Proof:** If the multiplicity is more than 2, then by Theorem 2.1.1, the active branches are at least 4. But we could only have 2 or 3 branches.
Theorem 2.3.2 If $T$ is of order $n = 3k + 1$, having the shape shown in Figure 2.3.1, then:

1. $T$ is of type I.

2. The only characteristic vertex is $v_3$.

3. There exists $f \in \mathcal{E}(T)$ such that $|\tilde{V}| = 1$ where $\tilde{V} = \{v_i : \tilde{f}(v_i) = 0\}$.

Proof: The three branches rooted at $v_3$ are all isomorphic as rooted trees. Call them $B_1, B_2$ and $B_3$. Assume that there is no characteristic valuation of $T$ which distinguishes $B_1$ from $B_2$, $B_2$ from $B_3$, or $B_1$ from $B_3$. If we have $f(v), \quad v \in B_1$ is somewhere positive and somewhere negative, then according to our first assumption $f(B_2)$ and $f(B_3)$ will be so, and this contradicts Theorem 1.4.1. So, $f(B_1), f(B_2)$ and $f(B_3)$ are either all positive or all negative.

By Theorem 1.3.15, $\tilde{f}(v_3) = - \sum_{\substack{\gamma \in \mathcal{U} \setminus \{v_3\} \in \mathcal{E}(T)}} f(v_i)$. This result again contradicts Theorem 1.4.1. Therefore, this is a contradiction to our first assumption. As a result, there exists a characteristic valuation of $T$ which distinguishes two of the branches.

According to Theorem 2.1.3, the multiplicity of $a(T)$ is at least 2. By Theorem 1.4.3 the graph is of type I. Also, by Theorem 2.3.1, the multiplicity of $a(T)$ is 2.
Now, if the characteristic vertex $w_T \neq v_3$, then we will have at most 2 active branches, but by Theorem 2.1.1, we should have 3 active branches at $w_T$, and we have a contradiction. Therefore, $w_T = v_3$. Now, since we have 3 active branches at $w_T = v_3$, $\bar{V} = \{v_3\}$.

**Theorem 2.3.3** [6] If $P_n$ is a path of order $n$, then the eigenvalues of $L(P_n)$ are

$$\lambda_1 = 4 \sin^2 \left( \frac{\pi k}{2n} \right), \quad k = 0, 1, 2, \ldots, n - 1.$$ 
$$a(P_n) = \lambda_1 = 4 \sin^2 \left( \frac{\pi}{2n} \right).$$

![Figure 2.3.2](image)

**Theorem 2.3.4** If $P_{2k+1}$ is a path of order $2k + 1$, labelled as shown in figure (2.3.2), then:

1. The path is of type I.

2. The only characteristic vertex is $w_T = v_{k+1}$. 
3. The multiplicity of $a(T)$ is one, and if $\vec{f} \in E(P_{2k+1})$, then

$$\vec{f} = \left( \begin{array}{c}
  a_1 \\
  a_1f_2(a) \\
  a_1f_3(a) \\
  \vdots \\
  a_1f_k(a) \\
  \vdots \\
  -a_1f_k(a) \\
  -a_1f_{k-1}(a) \\
  \vdots \\
  -a_1f_3(a) \\
  -a_1f_2(a) \\
  -a_1
\end{array} \right)$$

where $a_1$ is a nonzero real number, and $f_i(a)$ are polynomials in $a$.

Proof: Let $\vec{f} \in E(P_{2k+1})$ and $\vec{f}(v_i) = a_i$. By using Theorem 2.2.4,

$$\vec{f}(v_{k+1}) = a_1f_{k+1}(a) = a_{2k+1}f_{k+1}(a)$$

$$\Rightarrow (a_1 - a_{2k+1})f_{k+1}(a) = 0.$$

If $a_1 = a_{2k+1}$ then either $\sum_{i=1}^{2k+1} \vec{f}(v_i) \neq 0$ which contradicts Theorem 1.3.15, or we will have more than 2 characteristic vertices which contradicts Theorem 1.4.1.

Therefore, $f_{k+1}(a) = 0$ and $f(v_{k+1}) = 0$. So, the path is a type I tree. Since we don't have more than 2 branches, then by using Theorem 2.1.1, the multiplicity
of \( a(T) \) is one. Again, by Theorem 2.2.4,

\[
\bar{f} = \begin{pmatrix}
    a_1 \\
    a_1 f_2(a) \\
    a_1 f_3(a) \\
    \vdots \\
    a_k f_k(a) \\
    \quad \ddots \\
    a_{2k+1} f_{2k}(a) \\
    \vdots \\
    a_{2k+1} f_{2k+1}(a) \\
    a_{2k+1}
\end{pmatrix}
\]

By using Remark 2.2.2:

\[ a_k + a_{k+2} = 0 \Rightarrow a_k = -a_{k+2}. \]
So \( a_1 f_k(a) = -a_{2k+1} f_k(a) \). Since \( f_k(a) \neq 0 \), \( a_1 = -a_{2k+1} \), and so

\[
\begin{pmatrix}
a_1 \\
a_1 f_2(a) \\
a_1 f_3(a) \\
\vdots \\
a_1 f_k(a) \\
o \\
a_1 f_k(a) \\
\vdots \\
a_1 f_3(a) \\
a_1 f_2(a) \\
a_1 \\
\end{pmatrix}
\]

Figure 2.3.3

**Theorem 2.3.5** If \( T \) is of order \( n = 2k + 2 \), having the shape shown in figure 2.3.3, then:

1. \( T \) is of type I.
2. The only characteristic vertex is $w_T = v_{k+1}$.

3. $\hat{V} = \{v_{2k+1}, v_{2k+2}\}$.

4. $a(T) = 4 \sin^2 \left( \frac{\pi}{2(2k+1)} \right)$.

5. If $B_1 = (V_1, E_1)$ and $B_2 = (V_2, E_2)$ are the two (different) isomorphic branches of $T$ rooted at $v_{k+1}$, and $\alpha : V_1 \to V_2$ is an isomorphism of the rooted trees $B_1$ and $B_2$, then there exists $\bar{f} \in \mathcal{E}(T)$ such that $\bar{f}(v) = -\bar{f}(\alpha(v)) > 0, \ v \notin \{v_{2k+1}, v_{2k+3}\}$, and $f(v_{k+1}) = f(v_{2k+2}) = 0$.

Proof: Let $P_{2k+1}$ be a path of order $2k + 1$, then adjoin the vertex $v_{2k+2}$ to the vertex $v_{k+1}$, obtaining the tree $T$ shown in figure 2.3.3. By Theorems 2.1.4 and 2.3.4 $a(T) = a(P_{2k+1}) = 4 \sin^2 \left( \frac{\pi}{2(2k+1)} \right)$ and if $\bar{g} \in \mathcal{E}(P_{2k+1})$ such that $\bar{g}(v) = -\bar{g}(\alpha(v)) > 0, \ v_{k+1} \neq w \in V_1$, and $\bar{g}(v_{k+1}) = 0$, and $\bar{f}$ is the extension of $\bar{g}$ by defining $\bar{f}(v_{2k+2}) = 0$, then $\bar{f} \in \mathcal{E}(T)$ and so $T$ is type I tree with characteristic vertex $w_T = v_{k+1}$. Therefore all parts of the theorem are proved.

Theorem 2.3.6 Let $T$ be as shown in figure 2.3.1. Then $a(T) = 4 \sin^2 \left( \frac{\pi}{2(2k+1)} \right)$.

Proof: By Theorem 2.1.2, we will have two cases:

1. there exists $\bar{f} \in \mathcal{E}(T)$ s.t. $\bar{f}(\alpha(v)) = f(v), \ v \in V_1$, or

2. $F(T) = \{w\}$ and there is a $\bar{g} \in \mathcal{E}(T)$ such that $\bar{g}(v) = \bar{g}(\alpha(v)) > 0, \ w \neq v \in V_1$, and $\bar{g}(v) = 0, \ v \notin V_1 \cup V_2$. 
The first case is illustrated in figure 2.3.4 and the second one is illustrated in figure 2.3.5. Both cases could be proved by the same technique used in proving Theorem 2.3.5.

Figure 2.3.4

Figure 2.3.5
In Theorem 2.3.3, we have proved that there exists $\bar{f} \in E(T)$ such that the first case is satisfied. Since the multiplicity of $a(T)$ is 2, there exists two linearly independent vectors $\bar{g}_1, \bar{g}_2 \in E(T)$. If $\bar{g}_1 \in E(T)$ satisfies the first case, then

$$
\bar{g}_1 = \begin{pmatrix}
  b_1 \\
  b_2 \\
  \vdots \\
  b_k \\
  0 \\
  b_k \\
  \vdots \\
  b_1 \\
  -2b_k \\
  \vdots \\
  -2b_1
\end{pmatrix}
$$

Now, if $\bar{g}_2$ also satisfies the first case, then

$$
\bar{g}_2 = \begin{pmatrix}
  a_1 \\
  a_2 \\
  \vdots \\
  a_k \\
  0 \\
  a_k \\
  \vdots \\
  a_1 \\
  -2a_k \\
  \vdots \\
  -2a_1
\end{pmatrix}
$$
and by Theorem 2.2.2 we have

\[
\begin{pmatrix}
a_1 \\
a_1 f_2(a) \\
a_1 f_3(a) \\
\vdots \\
a_1 f_k(a) \\
0 \\
a_1 f_1(a) \\
\vdots \\
a_1 f_1(a) \\
a_1 \\
-2a_1 \\
-2a_1 f_2(a) \\
\vdots \\
-2a_1 f_k(a)
\end{pmatrix}
= a_1
\begin{pmatrix}
1 \\
f_2(a) \\
f_3(a) \\
\vdots \\
f_k(a) \\
f_k(a) \\
f_2(a) \\
1 \\
-2 \\
-2f_2(a) \\
\vdots \\
-2f_k(a)
\end{pmatrix}
\]

So,

\[
\Rightarrow \frac{1}{a_1} g_2 - \frac{1}{b_1} g_1 = 0
\]

This implies that

\( g_1 \) and \( g_2 \) are linearly dependent (contradiction).

Therefore,

\( g_2 \) cannot satisfy the first condition

So,

\( g_2 \) satisfies the second condition.

Remove the pendant vertex \( v \) with \( \tilde{g}_2(v) = 0 \). By Theorem 1.4.4 (Reduction Theorem), we have the tree \( T_{k-1} \) with \( a(T_{k-1}) = a(T) \) and \( \tilde{g}_2|_{k-1} \) is the eigenvector
belonging to $a(T_{k-1})$, where $g_2|_{k-1}$ is the restriction of $g_2$ to $V_{k-1} = V - \{v\}$. Repeat this technique $(k - 1)$ times until you get the path $P_{2k+1}$ with $a(P_{2k+1}) = a(T)$ and $g_2|_{V_0}$ is the restriction of $g_2$ to $V_0 = V - \bigcup_{i=1}^{k} \{v_i\}$ (where $g_2(v_i) = 0$). Therefore, by Theorem 2.3.4, $a(T) = 4 \sin^2 \left( \frac{\pi}{2(2k+1)} \right)$.

![Figure 2.3.6](image)

**Theorem 2.3.7** If $T \in T$ is of order $n = 2k + s + 1$, having the shape shown in figure 2.3.6, where $1 \leq s < k$, then

1. $T$ is of type I.

2. The characteristic vertex $w_T = v_{k+1}$.

3. $a(T) = 4 \sin^2 \left( \frac{\pi}{2(2k+1)} \right)$.

4. If $B_1 = (V_1, E_1)$ and $B_2 = (V_2, E_2)$ are two (different) isomorphic branches of $T$ rooted at $v_{k+1}$ and $\alpha : V_1 \to V_2$ is the isomorphism of the rooted trees $B_1$ and $B_2$, then $\exists g \in E(T)$ such that $g(v) = -g(\alpha(v)) > 0$, $v_{k+1} \neq v \in V_1$ and $g(v) = 0$, $v \notin V_1 \cup V_2$. 
Proof: Consider all the trees $T_i$ such that $1 \leq i \leq k$ as shown in Figure 2.3.7.

We have, $T = T_2$, and by The Interlacing Theorem 1.3.14. we have:

$$a(T_1) \geq a(T_2) \geq \cdots \geq a(T_s) \geq \cdots \geq a(T_k).$$

Since $a(T_1) = a(T_k)$, then:

$$a(T_1) = a(T_2) = \cdots = a(T_s) = \cdots = a(T_k).$$

Now, for the tree $T_1$, there exists $g_1 \in \mathcal{E}(T_1)$ such that $g_1(v) = -g_1(\alpha(v)) > 0$, $v_{k+1} \neq v \in V_1$, $g_1(v_{k+1}) = g_1(v_{2k+2}) = 0$ where $\alpha : V_1 \rightarrow V_2$ is the isomorphism of the two different isomorphic branches of $T$, $B_1 = (V_1, E_1)$ and $B_2 = (V_2, E_2)$ rooted at $v_{k+1}$. Adjoin a vertex $v_{2k+3}$ to the vertex $v_{2k+2}$. Since $a(T_1) = a(T_2)$, then by Theorem 1.4.5, $F(T_1) = F(T_2)$ and $g_2 \in \mathcal{E}(T_2)$, $g_2(v) = g_1(v), \ v \in V(T_1)$ and $g_2(v_{2k+2}) = 0$. If $S = 2$, then it's done. Otherwise, in the same way we can prove that, for the tree $T_3$, $\exists \ g_3 \in \mathcal{E}(T_3)$ such that...
\[ \tilde{g}_3(v) = \tilde{g}_2(v), \quad v \in V(T_2) \] and \[ \tilde{g}_3(v_{\omega+3}) = 0. \] Continuing in the same manner, we conclude the existence of the \( \tilde{g}_s \in \mathcal{E}(T_s) \) such that \[ \tilde{g}(v) = -\tilde{g}(\alpha(v)) > 0 \] \( v_{k+1} \neq v \in V_1 \) and \( \tilde{g}(v) = 0, \quad v \in V_1 \cup V_2. \) Therefore, all parts of the theorem have been proved.
Chapter 3

Centers, Centroids and Characteristic Vertices of A Caterpillar

In this chapter, we will introduce centers and centroids of a graph $G$. If $T \in \mathcal{T}$ and $F(T)$ is the set of characteristic vertices of $T$, then should the center and centroid overlap the characteristic vertices of $T$? We will see that the answer is no. Furthermore, we study type I caterpillars together with their centers and centroids.

3.1 Center and Centroid

Let $T$ be a tree. A branch rooted at $v \in V$ is a maximal subtree containing $v$ as a pendant vertex. (The number of branches of $v$ is $d(v)$). The weight, $w(v)$, of $v$ is the maximum number of edges in any branch at $v$. A vertex $v$ is a centroid
point of T if

\[ w(v) = \min_{u \in V} w(u). \]

\[ u \quad v \quad w \]

uv: characteristic edge
w: centroid

Figure 3.1.1

Example 3.1.1 Let T be the tree shown in Figure 3.1.1. Then the characteristic polynomial is \( x(x - 1)^4(x^6 - 16x^5 + 91x^4 - 232x^3 + 266x^2 - 16x - 11) \) and \( a(T) = 0.1288129 \) is a simple eigenvalue. Moreover, T is of type II and \( F(T) = \{u, v\} \).

But w is the unique centroid point of T.

The eccentricity \( e(v) \) of a vertex \( v \) of a connected graph \( G \) is the number

\[ \max_{u \in V(G)} d(u, v). \]

The radius \( \text{rad} \) \( G \) is defined as \( \min_{v \in V(G)} e(v) \) while the diameter \( \text{diam} \) \( G \) is \( \max_{v \in V(G)} e(v) \). A vertex \( v \) is a center point of \( T \) if

\[ e(v) = \min_{u \in V} e(u) \]
Example 3.1.2 Let $T$ be the tree shown in Figure 3.1.2. Its characteristic polynomial is $x(x - 1)^6(x^6 - 18x^5 + 109x^4 - 288x^3 + 336x^2 - 146x + 13)$ and $a(T) = 0.1179743$. In this case, $F(T) = \{v, w\}$, but $u$ is the unique center point.

If $T \in T$, then we label the vertices as shown in Figure 3.1.3

![Diagram of a tree with vertices labeled $v_1, v_2, \ldots, v_k, v_{k+1}, v_{k+2}$, and so on.]

Figure 3.1.3

Theorem 3.1.1 If $T \in T$ such that $T$ is a type I tree then the only center (centroid) in the tree $T$ is the characteristic vertex $v_{k+1}$.

Proof: If the centroid $o$ is not $v_{k+1}$, then $w(o) \geq k + s + 1 > w(v_{k+1}) = k$ which contradicts the definition of a centroid, so $v_{k+1}$ is the centroid. If the center $C$ is not $v_{k+1}$, then

$$e(c) \geq k + 1 > e(v_{k+1}) = k$$
which also contradicts the definition of a center of \( T \), so \( v_{k+1} \) is the center.

**Theorem 3.1.2** If \( T \in T \) such that \( T \) is of order \( n = k + \ell + s + 1 \) where \( k > \ell \geq s \geq 1 \), \( k, \ell \) and \( s \) are the orders of the branches of \( T \) at \( v_{k+1} \), then if \( k + \ell \) is even then the only center is \( \frac{k + \ell + 2}{2} \), and if \( k + \ell \) is odd, then the only centers are \( \frac{k + \ell + 1}{2} \) and \( \frac{k + \ell + 3}{2} \).

**Proof:** Assume that \( k + \ell \) is even

\[
e \left( \frac{k + \ell + 2}{2} \right) = \frac{k + \ell}{2}
\]

\[
e(i) = i - 1 \quad \left( \frac{k + \ell + 2}{2} < i \leq k + \ell + 1 \right)
\]

\[
> \frac{k + \ell}{2}
\]

\[
e(j) = k + \ell - j + 1 \quad \left( 1 \leq j < \frac{k + \ell + 2}{2} \right)
\]

\[
\geq k + \ell - \frac{k + \ell}{2} + 1
\]

\[
= \frac{k + \ell}{2} + 1 > \frac{k + \ell}{2}
\]

\[
e(m) = m - 1 \quad \left( k + \ell + 2 \leq m \leq k + \ell + s + 1 \right)
\]

\[
\geq (k + \ell + 2) - 1 = k + \ell + 1 > \frac{k + \ell}{2}
\]

\[
\Rightarrow \text{The only center is} \quad \frac{k + \ell + 2}{2}
\]

Assume that \( k + \ell \) is odd

\[
e \left( \frac{k + \ell + 1}{2} \right) = \max \left\{ \frac{k + \ell - 1}{2}, \frac{k + \ell}{2}, \frac{k + \ell - 1}{2} \right\}
\]
\[
\begin{align*}
\ &= \max \left\{ \frac{k + \ell - 1}{2}, \frac{k + \ell - 1}{2} \right\} \\
\ &= \frac{k + \ell + 1}{2} \\
\ &= \max \left\{ \frac{k + \ell + 1}{2}, \frac{k - \ell - 1}{2} \right\} \\
\ &= \frac{k + \ell + 1}{2} \\
\end{align*}
\]

\[
e(i) = i - 1 \quad \left( \frac{k + \ell + 3}{2} < i < k + \ell - 1 \right)
\]

\[
> \frac{k + \ell + 3}{2} - 1 = \frac{k + \ell + 1}{2}
\]

\[
e(j) = k + \ell - (j - 1) \quad \left( 1 \leq j \leq \frac{k - \ell + 1}{2} \right)
\]

\[
= k + \ell - j + 1
\]

\[
> k + \ell - \frac{k + \ell + 1}{2} + 1 = \frac{k + \ell + 1}{2}
\]

\[
e(m) = m - 1 \quad \left( k + \ell + 2 \leq m \leq k + \ell - s + 1 \right)
\]

\[
\geq (k + \ell + 2) - 1 = k + \ell + 1 > \frac{k + \ell + 1}{2}
\]

\[
\Rightarrow \text{The only centers are } \frac{k + \ell + 1}{2} \text{ and } \frac{k + \ell + 3}{2}
\]

Theorem 3.1.3 If \( T \in T \) is a tree of order \( n = k + \ell + s + 1 \) where \( k > \ell \geq s \geq 1 \), \( k, \ell \) and \( s \) are the orders of the branches of \( T \) at \( v_{k+1} \). Let \( i = \frac{k - \ell - s + 2}{2} \).

Then:

1. If \( i < 1 \) then the only centroid is \( \ell + 1 \).
2. If $i \geq 1$ then if $n$ is odd, then the only centroid is $\ell + i$, and if $n$ is even, then the only centroids are $\ell + [i]$ and $\ell + [i] + 1$.

Proof:

1. Assume that $i = \frac{k - (\ell + s - 2)}{2} < 1$:

   $\Rightarrow k < \ell + s$

   $w(\ell + 1) = k$

   $w(\ell + j) = \ell + s + (j - 1)$ \quad $(2 \leq j \leq k + 1)$

   $\geq \ell + s + 1 > k + 1 > k = w(\ell + 1)$

   $w(n) = k + \ell - n + 1 + s$ \quad $(1 \leq n \leq \ell)$

   $\geq k + \ell + 1 + s = k + 1 + s > k = w(\ell + 1)$

   $w(m) = m - 1$ \quad $(k + \ell + 2 \leq m \leq k + \ell + s + 1)$

   $\geq k + \ell + 2 - 1 = k + \ell + 1 > k = w(\ell + 1)$

   $\Rightarrow \ell + 1$ is the centroid.

2. Assume that $i \geq 1$ and $n$ is odd:

   If $i = 1$ then $k = \ell + s$ and

   $w(\ell + i) = \ell + s = k$

   $w(\ell + j) = \ell + s + (j - 1)$ \quad $(2 \leq j \leq k + 1)$
\[ \geq \ell + s + (2 - 1) = \ell + s + 1 > k = w(\ell + 1) \]

\[ w(n) = k + \ell - n + s + 1 \quad (1 \leq n \leq \ell) \]

\[ \geq k + \ell - \ell + 1 + s = k + 1 + s > k = w(\ell + 1) \]

\[ w(m) = m - 1 \quad (k + \ell + 2 \leq m \leq k + \ell + s + 1) \]

\[ \geq (k + \ell + 2) - 1 = k + \ell + 1 > k = w(\ell + 1) \]

\[ \Rightarrow \ell + 1 \text{ is the centroid } . \]

If \( i > 1 \) then \( k > \ell + s \), and

\[ w(\ell + i) = w \left( \frac{k + \ell - s + 2}{2} \right) \]

\[ = \max \left\{ \frac{k + \ell - s + 2}{2} - 1 \div s, \quad k + \ell - \frac{k + \ell - s + 2}{2} + 1 \right\} \]

\[ = \frac{k + \ell + s}{2} \]

\[ w(\ell + i + j) = w \left( \frac{k + \ell - s + 2}{2} + j \right) \quad \left( 1 \leq j \leq \frac{k + \ell + s}{2} \right) \]

\[ = \frac{k + \ell + s}{2} + j \]

\[ \geq \frac{k + \ell + s}{2} + 1 > \frac{k + \ell + s}{2} = w(\ell + i) \]

\[ w(n) = k + \ell - n + 1 + s \quad (1 \leq n \leq \ell) \]

\[ \geq k + \ell - \ell + 1 + s = k + 1 + s > \frac{k + \ell + s}{2} = w(\ell + i) \]

\[ w(m) = m - 1 \quad (k + \ell + 2 \leq m \leq k + \ell + s + 1) \]

\[ \geq (k + \ell + 2) - 1 = k + \ell + 1 > \frac{k + \ell + s}{2} = w(\ell + i) \]

\[ w(\ell + 1) = k \quad \text{but} \quad k > \ell + s \Rightarrow 2k > k + \ell + s \]

\[ \Rightarrow k > \frac{k + \ell + s}{2} \Rightarrow w(\ell + 1) > w(\ell + i) . \]
\[ w(\ell + f) = \max\{\ell + f - 1 + s, \ k + \ell - (\ell + f) + 1\}(\ell + 2 \leq \ell + f \leq \frac{k + \ell - s}{2}) \]

If \( \ell + f = \frac{k + \ell - s}{2} \), then:

\[
w(\ell \div f) = \max\left\{\frac{k + \ell - s}{2} - 1 + s, \ \frac{k + \ell - s}{2} + 1\right\}
\]

\[
= \max\left\{\frac{k + \ell + s}{2} - 1, \ \frac{k + \ell + s}{2} + 1\right\}
\]

\[
= \frac{k + \ell + s}{2} + 1
\]

So, if \( \ell + 2 \leq \ell + f \leq \frac{k + \ell - s}{2} \), then

\[
w(\ell + f) = k + \ell - (\ell + f) + 1
\]

\[
\geq k + \ell - \frac{k + \ell - s}{2} + 1 = \frac{k + \ell + s}{2} + 1
\]

\[
> \frac{k + \ell + s}{2} = w(\ell + i)
\]

Assume that \( i \geq 1 \) and \( n \) is even. Since \( n \) is even, \( i = \frac{k - \ell - s + 2}{2} \) is not an integer. So, if

\[ i = \frac{3}{2} \Rightarrow k = \ell + s + 1 \]

\[ w(\ell + 1) = k \]

\[ w(\ell + 2) = \ell + s + 1 = k \]

\[ w(\ell + j) = \ell + s + (j - 1) \quad (3 \leq j \leq k + 1) \]

\[ \geq \ell + s + (3 - 1) = \ell + s + 2 = k + 1 > k \]

\[ w(n) = k + \ell - n + 1 + s \quad (1 \leq n \leq \ell) \]

\[ \geq k + \ell - \ell + 1 + s = k + 1 + s > k \]
\[ w(m) = m - 1 \quad (k + \ell + 2 \leq m \leq k + \ell + s + 1) \]
\[ \geq (k + \ell + 2) - 1 = k + \ell + 1 > k \]
\[ \Rightarrow \ell + 1 \text{ and } \ell + 2 \text{ are the only centroids in this case.} \]

Assume that \( i > \frac{3}{2}, \) then

\[ k > \ell + s + 1 \]
\[ w(\ell + [i]) = w \left( \frac{k + \ell - s + 1}{2} \right) = \max \left\{ \frac{k + \ell - s + 1}{2} - 1 + s, \ k + \ell - \frac{k + \ell - s + 1}{2} + 1 \right\} = \max \left\{ \frac{k + \ell + s - 1}{2}, \frac{k + \ell + s + 1}{2} \right\} = \frac{k + \ell + s + 1}{2} \]
\[ w(\ell + [i] + 1) = w \left( \frac{k + \ell - s - 3}{2} \right) = \max \left\{ \frac{k + \ell - s + 3}{2} - 1 + s, \ k + \ell - \frac{k + \ell - s + 3}{2} + 1 \right\} = \max \left\{ \frac{k + \ell + s + 1}{2}, \frac{k + \ell + s - 1}{2} \right\} = \frac{k + \ell + s + 1}{2} \]
\[ w(q) = k + \ell - q + 1 + s \quad (1 \leq q \leq \ell) \]
\[ \geq k + \ell - \ell + 1 + s = k + 1 + s > \frac{k + \ell + s + 1}{2} \]
\[ w(m) = m - 1 \quad (k + \ell + 2 \leq m \leq k + \ell + s + 1) \]
\[ \geq (k + \ell + 2) - 1 = k + \ell + 1 > \frac{k + \ell + s + 1}{2} \]
\[ w(\ell + [i] + j) = \frac{k + \ell - s + 1}{2} + j - 1 + s \quad (2 \leq j \leq \frac{k + \ell + s + 1}{2}) \]
\[ = \frac{k + \ell + s - 1}{2} + j \geq \frac{k + \ell + s - 1}{2} + 2 \]
\[ = \frac{k + \ell + s + 3}{2} > \frac{k + \ell + s + 1}{2} \]
\[ \Rightarrow \ell + [i] \text{ and } \ell + [i] + 1 \text{ are the only centroids.} \]
3.2 Center and Centroid of a Caterpillar

A caterpillar $C$ is a tree such that if we remove all pendant vertices, we get a path. A list of caterpillars showing the location of the characteristic vertices, centers and centroids is given in the next page.

The circle $\bigcirc$ indicates that the vertex is a center. The square $\square$ indicates that the vertex is a centroid. The triangle $\triangle$ indicates that the vertex is a characteristic vertex.
A list of caterpillars of order $n$, $3 \leq n \leq 9$ is given in Appendix 4.

**Theorem 3.2.4** If a caterpillar is of the shape shown below, where $n = i + j + \ell + 1$ and $j \geq i$, then:

1. If $j < i + \ell + 1$ then the only centroid is $i + 1$.

2. If $j = i + \ell + 2s$ (where $s$ is a natural number) then the only centroid is $i + s + 1$.

3. If $j = i + \ell + 2s + 1$ (where $s$ is a whole number), then the only centroids are $i + s + 1$ and $i + s + 2$.

![Figure 3.2.1](image)

**Proof:**

1. Assume that $j < i + \ell + 1$, then:

$$w(i + 1) = j$$

$$w(n) = (i - n + 1) + j + \ell \quad (1 \leq n \leq i)$$

$$\geq (i - i) + 1 + j + \ell = 1 + j + \ell > w(i + 1)$$
\[ w(m) = n - 1 > w(i + 1) \quad (i + j + 2 \leq m \leq i + j + \ell + 1) \]
\[ w(p) = (p - 1) + \ell \quad (i + 2 \leq p \leq i + j + 1) \]
\[ \geq ((i + 2) - 1) + \ell = i + \ell + 1 > w(i + 1) \]

So \( i + 1 \) is the only centroid.

2. Assume that \( j = i + \ell + 2s \)

\[ w(i + s \div 1) = \max\{i + s + \ell, j - s\} \]
\[ = \max\{i + s + \ell, (i + \ell + 2s) - s\} \]
\[ = \max\{i + s + \ell, i + \ell + s\} \]
\[ = i + s + \ell \]

\[ w(m) = (i + j + 1) - m + \ell \quad (1 \leq m \leq i) \]
\[ \geq (i + j + 1) - i + \ell = j + \ell + 1 \]
\[ = i + \ell + 2s + \ell + 1 = i + 2\ell + 2s + 1 > w(i + s + 1) \]

\[ w(i + 1) = j = i + \ell + 2s > w(i + s + 1) \]

\[ w(n) = i + j + 1 - n \quad (i + 2 \leq n \leq i + s) \]
\[ = 2i + \ell + 2s + 1 - n \]
\[ \geq 2i + \ell + 2s + 1 - (i + s) = i + \ell + s + 1 > w(i + s + 1) \]

\[ w(p) = p - 1 + \ell \quad (i + s + 2 \leq p \leq i + j + 1) \]
\[ \geq (i + s + 2) - 1 + \ell = i + s + \ell + 1 > w(i + s + 1) \]

\[ w(q) = i + j + \ell \quad (i + j + 2 \leq q \leq i + j + \ell + 1) \]
\[= i + (i + \ell + 2s) \div \ell = 2i + 2\ell + 2s > w(i + s + 1)\]

So, \(i + s + 1\) is the only centroid.

3. Assume that \(j = i + \ell + 2s + 1\)

\[w(i + s + 1) = \max\{i + s + \ell, j - s\} = \max\{i + s + \ell, i + \ell + 2s + 1 - s\}\]
\[= \max\{i + s + \ell, i + s - \ell + 1\} = i + s + \ell + 1\]

\[w(i + s + 2) = \max\{i + s + 1 + \ell, j - s - 1\}\]
\[= \max\{i + s + 1 + \ell, i - \ell + 2s + 1 - s - 1\} = \max\{i + s + 1 + \ell, i + \ell + s\}\]
\[= i + s + \ell + 1\]

\[w(m) = (i + j + 1) - m \div \ell \quad (1 \leq m \leq i)\]
\[= (i + i + \ell + 2s + 1) - m \div \ell\]
\[= 2i + 2\ell + 2s + 1 - m \geq 2i + 2\ell + 2s + 1 - i\]
\[= i + 2\ell + 2s + 1 > w(i + s + 1) = w(i + s + 2)\]

\[w(i + 1) = i + \ell + 2s > w(i + s + 1) = w(i + s + 2)\]

\[w(r) = i + j + 1 - r \quad (i + 2 \leq r \leq i + s)\]
\[= 2i + j + 2s + 2 - r \geq 2i + j + 2s + 2 - (i + s)\]
\[= i + j + s + 2 > w(i + s + 1) = w(i + s + 2)\]

\[w(p) = p - 1 + \ell \geq i + s + 3 - 1 + \ell \quad (i + s + 3 \leq p \leq i + j + 1)\]
\[= i + s + \ell + 2 > w(i + s + 1) = w(i + s + 2)\]

\[w(q) = i + j + \ell \quad (i + j + 2 \leq q \leq i + j + \ell + 1)\]
\[ i + (i + \ell + 2s + 1) + \ell = 2i + 2\ell - 2s - 1 > w(i + s + 1) = w(i + s + 2) \]

So, \( i + s + 1 \) and \( i + s + 2 \) are the only centroids.

Corollary 3.2.1 If the caterpillar is of the shape shown below, where \( n = k + \ell \), then:

1. If \( k < \ell + 1 \), then the only centroid is 2.

2. If \( k = \ell + 2s + 1 \) (\( s \) is a natural number), then the only centroid is \( s + 1 \).

3. If \( k = \ell + 2s \) (\( s \) is a natural number), then the only centroids are \( s \) and \( s + 1 \).

![Diagram of a caterpillar graph]

Figure 3.2.2

Proof: This is a direct consequence of the last theorem by putting \( i = 1 \) and \( j + 2 = k \).

Theorem 3.2.5 Let \( C = (V, E) \) be a caterpillar of order \( n \), and let \( B_1 = (V_1, E_1) \) and \( B_2 = (V_2, E_2) \), \( V_1 \cap V_2 = \phi \), be two isomorphic (but different) branches rooted at \( v \in V \) such that any vertex of a longest path of \( C \) belongs to \( V_1 \cup V_2 \), then \( v \) is the centroid of \( C \).
Proof: Let $B'_1$ arise from $B_1$ by removing the vertex $v$ and the adjacent edge. Also, let $B'_2$ arise from $B_2$ by removing the vertex $v$ and the adjacent edge. We have:

$$V'_1 = V_1 - \{v\} \quad \text{and} \quad V'_2 = V_2 - \{v\}$$

where $V'_1$ and $V'_2$ are the sets of vertices of $B'_1$ and $B'_2$ respectively. Let $V_3$ be the set of vertices which are adjacent to $v$ and not included in $V_1 \cup V_2$.

$$w(v) = |V'_1| - 1 = |V'_2| - 1$$

$$w(u) = (|V_1| - 1) + |V_3| + r \quad \quad u \in V'_1 \cup V'_2$$

where $r$ is the length of the path between $v$ and $u$. Since $|V_3| \geq 0$ and $r \geq 1$, $w(u) > w(v)$. Also, if $p \in V_2$, then:

$$w(p) = n - 1 > w(v).$$

So, $v$ is the only centroid of $C$. 
Theorem 3.2.6 Let $C = (V, E)$ be a caterpillar of order $n$ and let $B_1 = (V_1, E_1)$ and $B_2 = (V_2, E_2)$ be two isomorphic branches rooted at $v_1$ and $v_2$ respectively, where $v_1$ and $v_2$ are adjacent and $\text{deg}(v_1) = \text{deg}(v_2)$ in $C$. Suppose also, that any vertex belonging to a longest path in $C$ must also belong to $V_1 \cup V_2$. Then, both $v_1$ and $v_2$ are the only centroids of $C$.

![Figure 3.2.4](image)

**Figure 3.2.4**

**Proof:** Let $B'_i$ arise from $B_i$ by removing the vertex $v_i$ and the adjacent edges. We have:

$$V'_i = V_i - \{v_i\}$$

where $V'_i$ is the set of vertices of $B'_i$, $(i = 1, 2)$. Let $V''_i$ be the set of vertices which are adjacent to $v_i$ and not included in $V_1$ or $V_2$.

$$w(v_1) = |V''_1| + |V''_2| + 1$$

$$w(v_2) = |V''_1| + |V''_2| + 1$$
since $|V'_1| = |V'_2|$ and $|V'_1| = |V'_2|$, we have:

$$w(v_1) = w(v_2) = |V'_1| + |V'_2| + 1.$$  

If $p \in V'_1 \cup V'_2$, then:

$$w(p) = |V'_1| + |V'_2| + 1 + |V'_2| + r$$

where $r = \min_{i=1,2} \{ \text{length of the path between } v_i \text{ and } p \}$. Since $|V'_1| \geq 0$, $|V'_2| \geq 0$ and $r \geq 1$, then:

$$w(p) > w(v_1) = w(v_2).$$

If $q \in V'_1 \cup V'_2$, then

$$w(q) = n - 1 > w(v_1) = w(v_2).$$

So, $v_1$ and $v_2$ are the only centroids of $C$.

### 3.3 Type I Caterpillars

In this section, a characterization of a class of caterpillars of type I is given.

**Theorem 3.3.7** Let $C = (V, E)$ be a caterpillar of order $n$, and let $B_1 = (V_1, E_1)$ and $B_2 = (V_2, E_2), V_1 \cap V_2 = \emptyset$ be two isomorphic (but different) branches rooted at $w \in V$ such that any vertex of a longest path of $C$ belongs to $V_1 \cup V_2$, then

$F(C) = \{w\}$ and there is a $g \in \mathcal{E}(C)$ such that $g(v) = -g(v') > 0, w \neq v \in V_1$ and $g(v) = 0, v \notin V_1 \cup V_2$. 
Proof: Let \( C^* = (V^*, E^*) \) be the caterpillar obtained from \( C = (V, E) \) by removing all pendant vertices incident with \( w \) and all corresponding edges (see figure 3.2.3). Let \( \alpha : V_1 \rightarrow V_2 \) be an isomorphism of the rooted trees \( B_1 \) and \( B_2 \). Let \( f \in E(C^*) \) be fixed but arbitrary. We need to prove that \( f(\alpha(v)) = f(v), \quad v \in V_1 \) is not satisfied. Assume that \( f(\alpha(v)) = f(v) \), \( v \in V_1 \). If \( C^* \) is a type II caterpillar, then one of the following conditions should happen:

1. \( f(v) > 0, w \neq v \in C^* \) and \( f(w) < 0 \).

2. \( f(v) < 0, w \neq v \in C^* \) and \( f(w) > 0 \).

3. \( \exists v_1, v_2 \in V_1 \) and \( v_3, v_4 \in V_2 \) such that \( f(v_3) = f(v_1) > 0 \) and \( f(v_4) = f(v_2) < 0 \).

In (1) or (2) we will get 3 characteristic vertices (2 characteristic edges) which contradicts Theorem 1.4.1. In (3), we will get either 2 or 4 characteristic edges which again contradicts Theorem 1.4.1.

If \( C^* \) is a type I caterpillar, then:

If \( v_1 \in V_1(V_2) \) is the characteristic vertex of \( C^* \) (\( f(v_1) = 0 \)) then \( \exists v_2 \in V_2(V_1) \) such that \( f(v_2) = 0 \). In this case, we will have two characteristic vertices which contradicts Theorem 1.4.1. If \( w \) is the characteristic vertex (\( f(w) = 0 \)), then \( \sum_{v_i \in E^* \atop v_i \neq w} f(v_i) < 0 \) or \( \sum_{v_i \in E^* \atop v_i \neq w} f(v_i) > 0 \) which contradicts Theorem 1.3.15. So, we have proved that \( f(\alpha(v)) = f(v), \quad v \in V_1 \) is not satisfied for \( C^* \). By Theorem 2.1.2,
applied to \( w \). we have \( F(C^\sim) = \{w\} \) and there is a \( g \in \mathcal{E}(C^\sim) \) such that

\[
g(v) = -g(\alpha(v)) > 0, \quad w \neq v \in V_1 \text{ and } g(v) = 0, \quad v \notin V_1 \cup V_2.\]

Now, adjoin a new pendant vertex \( p_1 \) to \( w \), so \( V^{(1)} = V^\sim \cup \{p_1\} E^{(1)} = E^\sim \cup \{\{p_1, w\}\} \). Extend \( f \) to a function \( f^{(1)} \) on \( V^{(1)} \) by defining \( f^{(1)}(p_1) = 0 \), and then applying Theorem 2.1.4, the new caterpillar \( C^{(1)} \) is a type I tree, \( f'' \in \mathcal{E}(C^{(1)}) \) and \( a(C^{(1)}) = a(C^{(\sim)}) \). Apply the same technique to \( C^{(1)} \) to get \( C^{(2)} \) with \( f'' \in \mathcal{E}(C^{(2)}) \) where \( f^{(2)} \) is the extension of \( f^{(1)} \) on \( V^{(2)} \) by defining \( f^{(2)}(p_2) = 0 \) where \( V^{(2)} = V^{(1)} \cup \{p_2\} \). We continue applying the same technique until we get \( C = C^{(q)} \) where \( q \) is the number of times the technique is used.

**Remark:** Actually, it is found that this theorem is true not only for caterpillars, but also for any tree \( T \). The same proof is used.
Appendices

The results below were obtained with the help of Mathematica.

Appendix 1: The eigenvalues of all trees with three end vertices; $4 \leq n \leq 14$.

Appendix 2: The second smallest eigenvalue with the corresponding eigenvector for all trees with three end vertices; $4 \leq n \leq 14$.

Appendix 3: The eigenvalues of all paths of order $n$ with the eigenvector for the second smallest eigenvalue; $1 \leq n \leq 14$.

Appendix 4: The second smallest eigenvalue with the corresponding eigenvector for all Caterpillars of order $n$; $3 \leq n \leq 8$. 
### Appendix I:
The eigenvalues of all trees with three end vertices, $4 \leq n \leq 14$

<table>
<thead>
<tr>
<th>Tree</th>
<th>Eigenvalue 1</th>
<th>Eigenvalue 2</th>
<th>Eigenvalue 3</th>
<th>Eigenvalue 4</th>
<th>Eigenvalue 5</th>
<th>Eigenvalue 6</th>
<th>Eigenvalue 7</th>
<th>Eigenvalue 8</th>
<th>Eigenvalue 9</th>
<th>Eigenvalue 10</th>
<th>Eigenvalue 11</th>
<th>Eigenvalue 12</th>
<th>Eigenvalue 13</th>
<th>Eigenvalue 14</th>
</tr>
</thead>
<tbody>
<tr>
<td>T3</td>
<td>0.16899</td>
<td>0.88570</td>
<td>1.65164</td>
<td>2.41352</td>
<td>3.11765</td>
<td>3.82159</td>
<td>4.52278</td>
<td>5.22394</td>
<td>5.92509</td>
<td>6.62624</td>
<td>7.32739</td>
<td>8.02835</td>
<td>8.72928</td>
<td>9.43054</td>
</tr>
<tr>
<td>T4</td>
<td>0.12075</td>
<td>0.26533</td>
<td>0.46997</td>
<td>1.27133</td>
<td>2.06750</td>
<td>2.86407</td>
<td>3.65442</td>
<td>4.46407</td>
<td>5.28314</td>
<td>6.11245</td>
<td>6.95266</td>
<td>7.79307</td>
<td>8.63317</td>
<td>9.47333</td>
</tr>
</tbody>
</table>

Note: The table assumes that the eigenvalues are listed in ascending order.
<table>
<thead>
<tr>
<th></th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
<th>11</th>
<th>12</th>
<th>13</th>
<th>14</th>
</tr>
</thead>
<tbody>
<tr>
<td>T92</td>
<td>0</td>
<td>0.140</td>
<td>0.573</td>
<td>0.775</td>
<td>1.880</td>
<td>2.244</td>
<td>2.778</td>
<td>3.808</td>
<td>3.963</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>T93</td>
<td>0</td>
<td>0.094</td>
<td>0.425</td>
<td>0.783</td>
<td>1.397</td>
<td>2.072</td>
<td>2.668</td>
<td>3.213</td>
<td>3.743</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>T94</td>
<td>0</td>
<td>0.170</td>
<td>0.381</td>
<td>0.680</td>
<td>1.876</td>
<td>2.416</td>
<td>2.616</td>
<td>3.442</td>
<td>4.463</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>T95</td>
<td>0</td>
<td>0.190</td>
<td>0.305</td>
<td>1</td>
<td>1.554</td>
<td>2.239</td>
<td>2</td>
<td>3</td>
<td>3.468</td>
<td>4.468</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>T101</td>
<td>0</td>
<td>0.102</td>
<td>0.436</td>
<td>0.731</td>
<td>1</td>
<td>1.720</td>
<td>2.503</td>
<td>3.255</td>
<td>3.782</td>
<td>4.235</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>T102</td>
<td>0</td>
<td>0.109</td>
<td>0.461</td>
<td>0.697</td>
<td>1.241</td>
<td>2</td>
<td>2.481</td>
<td>3.057</td>
<td>3.719</td>
<td>4.363</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>T103</td>
<td>0</td>
<td>0.117</td>
<td>0.381</td>
<td>0.755</td>
<td>1.381</td>
<td>1.687</td>
<td>2.018</td>
<td>3.084</td>
<td>3.618</td>
<td>4.373</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>T104</td>
<td>0</td>
<td>0.120</td>
<td>0.348</td>
<td>0.710</td>
<td>1</td>
<td>2</td>
<td>2.347</td>
<td>3.273</td>
<td>3.520</td>
<td>4.377</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>T105</td>
<td>0</td>
<td>0.127</td>
<td>0.381</td>
<td>0.624</td>
<td>1.381</td>
<td>2</td>
<td>2.618</td>
<td>2.796</td>
<td>3.618</td>
<td>4.446</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>T106</td>
<td>0</td>
<td>0.147</td>
<td>0.281</td>
<td>0.783</td>
<td>1.293</td>
<td>2</td>
<td>2.463</td>
<td>3.028</td>
<td>3.407</td>
<td>4.465</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>T107</td>
<td>0</td>
<td>0.190</td>
<td>0.190</td>
<td>0.829</td>
<td>1.554</td>
<td>1.554</td>
<td>2.088</td>
<td>2.460</td>
<td>3.246</td>
<td>4.494</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
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<table>
<thead>
<tr>
<th></th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
<th>11</th>
<th>12</th>
<th>13</th>
<th>14</th>
<th>Graph</th>
</tr>
</thead>
<tbody>
<tr>
<td>T111</td>
<td></td>
<td></td>
<td>0.0841786</td>
<td>0.363865</td>
<td>0.811502</td>
<td>1</td>
<td>1.41756</td>
<td>2.16511</td>
<td>2.78066</td>
<td>3.3458</td>
<td>3.92147</td>
<td>4.53501</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>T112</td>
<td></td>
<td></td>
<td>0.0887437</td>
<td>0.381966</td>
<td>0.620874</td>
<td>1</td>
<td>1.67451</td>
<td>2.32011</td>
<td>2.91803</td>
<td>3.26428</td>
<td>3.78492</td>
<td>4.46569</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>T113</td>
<td></td>
<td></td>
<td>0.0937606</td>
<td>0.342137</td>
<td>0.609602</td>
<td>1</td>
<td>1.82705</td>
<td>1.44093</td>
<td>2.12663</td>
<td>2.87024</td>
<td>3.13321</td>
<td>3.72207</td>
<td>4.37278</td>
<td></td>
<td></td>
</tr>
<tr>
<td>T114</td>
<td></td>
<td></td>
<td>0.0978116</td>
<td>0.302002</td>
<td>0.745726</td>
<td>1</td>
<td>1.89200</td>
<td>2.16104</td>
<td>2.70718</td>
<td>3.37153</td>
<td>3.64055</td>
<td>4.37027</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>T115</td>
<td></td>
<td></td>
<td>0.097689</td>
<td>0.381906</td>
<td>0.482937</td>
<td>1.11388</td>
<td>1.78162</td>
<td>2.3169</td>
<td>2.61603</td>
<td>3.08028</td>
<td>3.72348</td>
<td>4.14052</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>T116</td>
<td></td>
<td></td>
<td>0.112949</td>
<td>0.273718</td>
<td>0.604227</td>
<td>1.14332</td>
<td>1.65576</td>
<td>2.31290</td>
<td>2.77241</td>
<td>3.12817</td>
<td>3.09282</td>
<td>4.40720</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>T117</td>
<td></td>
<td></td>
<td>0.120615</td>
<td>0.339231</td>
<td>0.707009</td>
<td>1</td>
<td>1.73655</td>
<td>2.3473</td>
<td>2.50304</td>
<td>3.34218</td>
<td>3.53209</td>
<td>4.41109</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>T118</td>
<td></td>
<td></td>
<td>0.141043</td>
<td>0.198062</td>
<td>0.673014</td>
<td>1.19323</td>
<td>1.86496</td>
<td>2.18883</td>
<td>2.88101</td>
<td>3.24696</td>
<td>3.48181</td>
<td>4.48610</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>T125</td>
<td></td>
<td></td>
<td>0.0810141</td>
<td>0.254843</td>
<td>0.690279</td>
<td>0.708669</td>
<td>1.5089</td>
<td>1.71837</td>
<td>2.36050</td>
<td>2.83083</td>
<td>3.52003</td>
<td>3.88251</td>
<td>4.38131</td>
<td></td>
<td></td>
</tr>
<tr>
<td>T121</td>
<td></td>
<td></td>
<td>0.0585297</td>
<td>0.246335</td>
<td>0.865009</td>
<td>1</td>
<td>1.62001</td>
<td>2.08454</td>
<td>2.64717</td>
<td>3.16422</td>
<td>3.55060</td>
<td>3.88021</td>
<td>4.33608</td>
<td></td>
<td></td>
</tr>
<tr>
<td>T122</td>
<td></td>
<td></td>
<td>0.0618214</td>
<td>0.264326</td>
<td>0.545303</td>
<td>0.72038</td>
<td>1.17202</td>
<td>1.73340</td>
<td>2.19078</td>
<td>2.52299</td>
<td>3.04003</td>
<td>3.52482</td>
<td>3.85802</td>
<td>4.34667</td>
<td></td>
</tr>
<tr>
<td></td>
<td>1</td>
<td>2</td>
<td>3</td>
<td>4</td>
<td>5</td>
<td>6</td>
<td>7</td>
<td>8</td>
<td>9</td>
<td>10</td>
<td>11</td>
<td>12</td>
<td>13</td>
<td>14 Graph</td>
<td></td>
</tr>
<tr>
<td>----</td>
<td>--------</td>
<td>-------</td>
<td>-------</td>
<td>-------</td>
<td>-------</td>
<td>-------</td>
<td>-------</td>
<td>-------</td>
<td>-------</td>
<td>-------</td>
<td>-------</td>
<td>-------</td>
<td>---------</td>
<td>----------</td>
<td></td>
</tr>
<tr>
<td>T133</td>
<td>0</td>
<td>0.064095</td>
<td>0.263666</td>
<td>0.457992</td>
<td>0.825863</td>
<td>1.33841</td>
<td>1.49225</td>
<td>2.09862</td>
<td>2.73386</td>
<td>3.07411</td>
<td>3.43027</td>
<td>3.83807</td>
<td>4.37303</td>
<td>12</td>
<td></td>
</tr>
<tr>
<td>T134</td>
<td>0</td>
<td>0.0664402</td>
<td>0.230683</td>
<td>0.46073</td>
<td>1</td>
<td>1</td>
<td>1.6860</td>
<td>2.18167</td>
<td>2.58043</td>
<td>3.19743</td>
<td>3.46609</td>
<td>3.70656</td>
<td>4.18006</td>
<td>12</td>
<td></td>
</tr>
<tr>
<td>T135</td>
<td>0</td>
<td>0.0679419</td>
<td>0.222291</td>
<td>0.558651</td>
<td>0.764316</td>
<td>1.23840</td>
<td>1.60806</td>
<td>2.11955</td>
<td>2.66412</td>
<td>3.05216</td>
<td>3.57715</td>
<td>3.74528</td>
<td>4.3819</td>
<td>12</td>
<td></td>
</tr>
<tr>
<td>T136</td>
<td>0</td>
<td>0.065014</td>
<td>0.309689</td>
<td>0.38966</td>
<td>0.737267</td>
<td>1.27434</td>
<td>1.7703</td>
<td>2.26162</td>
<td>2.61803</td>
<td>2.86316</td>
<td>3.42933</td>
<td>3.84138</td>
<td>4.44434</td>
<td>12</td>
<td></td>
</tr>
<tr>
<td>T137</td>
<td>0</td>
<td>0.0724564</td>
<td>0.2611</td>
<td>0.381966</td>
<td>0.847568</td>
<td>1.2376</td>
<td>1.73091</td>
<td>2.19178</td>
<td>2.61803</td>
<td>3.05873</td>
<td>3.51941</td>
<td>3.70876</td>
<td>4.46769</td>
<td>12</td>
<td></td>
</tr>
<tr>
<td>T138</td>
<td>0</td>
<td>0.0782928</td>
<td>0.207598</td>
<td>0.409418</td>
<td>0.809297</td>
<td>1.10304</td>
<td>1.7756</td>
<td>2.28105</td>
<td>2.47083</td>
<td>3.05870</td>
<td>3.43032</td>
<td>3.73821</td>
<td>4.47278</td>
<td>12</td>
<td></td>
</tr>
<tr>
<td>T139</td>
<td>0</td>
<td>0.0810141</td>
<td>0.191007</td>
<td>0.548898</td>
<td>0.690276</td>
<td>1.2076</td>
<td>1.712537</td>
<td>2.18965</td>
<td>2.74303</td>
<td>2.83083</td>
<td>3.55004</td>
<td>3.68251</td>
<td>4.47371</td>
<td>12</td>
<td></td>
</tr>
<tr>
<td>T1310</td>
<td>0</td>
<td>0.083532</td>
<td>0.198062</td>
<td>0.426787</td>
<td>0.807819</td>
<td>1.354</td>
<td>1.55490</td>
<td>2.11852</td>
<td>2.70060</td>
<td>3.18417</td>
<td>3.24698</td>
<td>3.7360</td>
<td>4.48782</td>
<td>12</td>
<td></td>
</tr>
</tbody>
</table>
**Appendix 2:** The second smallest eigenvalue with the corresponding eigenvector for all trees with three end vertices; $4 \leq n \leq 14$.

<table>
<thead>
<tr>
<th>$n$ Graph</th>
<th>Min. Eigenvalue</th>
<th>Eigenvector</th>
<th>Drawing</th>
</tr>
</thead>
<tbody>
<tr>
<td>4 $T_41$</td>
<td>0.518806</td>
<td>0.70242, 0.33800, -0.20177, -0.31932, -0.41932</td>
<td><img src="#" alt="Diagram 1" /></td>
</tr>
<tr>
<td>5 $T_51$</td>
<td>0.324669</td>
<td>0.369599, 0.49526, -0.071675, -0.36059, -0.54744, -0.60550</td>
<td><img src="#" alt="Diagram 2" /></td>
</tr>
<tr>
<td>6 $T_61$</td>
<td>0.381966</td>
<td>-0.4637, 0.286582, 0, 0.286582, 0.4637, 0</td>
<td><img src="#" alt="Diagram 3" /></td>
</tr>
<tr>
<td>7 $T_71$</td>
<td>0.225377</td>
<td>-0.536921, 0.415911, -0.080155, 0.273666, 0.50581, 0.720432, -0.536921</td>
<td><img src="#" alt="Diagram 4" /></td>
</tr>
<tr>
<td>7 $T_72$</td>
<td>0.260323</td>
<td>0.419385, 0.310194, 0.120274, -0.143286, -0.369546, -0.499004, 0.102633</td>
<td><img src="#" alt="Diagram 5" /></td>
</tr>
<tr>
<td>7 $T_73$</td>
<td>0.381966</td>
<td>-0.802003, -0.495664, 0, 0.247832, 0.401001, 0.247833, 0.401001</td>
<td><img src="#" alt="Diagram 6" /></td>
</tr>
<tr>
<td>8 $T_81$</td>
<td>0.166717</td>
<td>0.392963, 0.327449, 0.141831, -0.007433, -0.205485, -0.419221, -0.503095, 0.392963</td>
<td><img src="#" alt="Diagram 7" /></td>
</tr>
<tr>
<td>Graph</td>
<td>Min Eigenvalue</td>
<td>Eigenvalue</td>
<td>Eigenvector</td>
</tr>
<tr>
<td>-------</td>
<td>---------------</td>
<td>------------</td>
<td>-------------</td>
</tr>
<tr>
<td>T22</td>
<td>0.186393</td>
<td>-0.497968</td>
<td>0.497968</td>
</tr>
<tr>
<td>T23</td>
<td>0.198962</td>
<td>-0.447808</td>
<td>0.350162</td>
</tr>
<tr>
<td>T24</td>
<td>0.243402</td>
<td>-0.194570</td>
<td>0.147218</td>
</tr>
<tr>
<td>T25</td>
<td>0.128875</td>
<td>0.392535</td>
<td>0.341047</td>
</tr>
<tr>
<td>T26</td>
<td>0.140419</td>
<td>0.384585</td>
<td>0.330582</td>
</tr>
<tr>
<td>T27</td>
<td>0.0994218</td>
<td>0.895051</td>
<td>0.576781</td>
</tr>
<tr>
<td>T28</td>
<td>0.170839</td>
<td>0.237997</td>
<td>0.197338</td>
</tr>
<tr>
<td>T29</td>
<td>0.198362</td>
<td>0.372209</td>
<td>0.298488</td>
</tr>
<tr>
<td>λ_{n-1}</td>
<td>Mult.</td>
<td>1</td>
<td>2</td>
</tr>
<tr>
<td>---------</td>
<td>-------</td>
<td>-----</td>
<td>-----</td>
</tr>
<tr>
<td>1.02988</td>
<td></td>
<td>-0.480968</td>
<td>-0.431480</td>
</tr>
<tr>
<td>1.09988</td>
<td></td>
<td>-0.377878</td>
<td>0.330046</td>
</tr>
<tr>
<td>1.17246</td>
<td></td>
<td>-0.387325</td>
<td>-0.341512</td>
</tr>
<tr>
<td>1.20618</td>
<td></td>
<td>0.464243</td>
<td>0.408248</td>
</tr>
<tr>
<td>1.27724</td>
<td></td>
<td>0.269829</td>
<td>0.235362</td>
</tr>
<tr>
<td>1.47892</td>
<td></td>
<td>-0.306943</td>
<td>-0.261549</td>
</tr>
<tr>
<td>1.59062</td>
<td></td>
<td>0.594438</td>
<td>0.556934</td>
</tr>
<tr>
<td>Graph MIN Eigenvalue</td>
<td>Eigenvalue</td>
<td>1</td>
<td>2</td>
</tr>
<tr>
<td>----------------------</td>
<td>------------</td>
<td>---</td>
<td>---</td>
</tr>
<tr>
<td>T134 0.0655014</td>
<td>0.331973</td>
<td>0.330083</td>
<td>0.287114</td>
</tr>
<tr>
<td>T137 0.0724566</td>
<td>0.358493</td>
<td>0.333399</td>
<td>0.315289</td>
</tr>
<tr>
<td>T138 0.0783928</td>
<td>0.346237</td>
<td>0.319137</td>
<td>0.267028</td>
</tr>
<tr>
<td>T139 0.0810141</td>
<td>0.349183</td>
<td>0.320903</td>
<td>0.200610</td>
</tr>
<tr>
<td>T1310 0.0835532</td>
<td>0.200042</td>
<td>0.183337</td>
<td>0.151337</td>
</tr>
<tr>
<td>T1311 0.0953939</td>
<td>0.240335</td>
<td>0.217411</td>
<td>0.177411</td>
</tr>
<tr>
<td>T1312 0.120615</td>
<td>0.612813</td>
<td>0.5388999</td>
<td>0.399566</td>
</tr>
<tr>
<td>λ_{n-1}</td>
<td>Mult.</td>
<td>1</td>
<td>2</td>
</tr>
<tr>
<td>--------</td>
<td>-------</td>
<td>---</td>
<td>---</td>
</tr>
<tr>
<td>14</td>
<td>0.0511333</td>
<td></td>
<td></td>
</tr>
<tr>
<td>14</td>
<td>0.0526071</td>
<td></td>
<td></td>
</tr>
<tr>
<td>14</td>
<td>0.0543892</td>
<td></td>
<td></td>
</tr>
<tr>
<td>14</td>
<td>0.0561887</td>
<td></td>
<td></td>
</tr>
<tr>
<td>14</td>
<td>0.0573821</td>
<td></td>
<td></td>
</tr>
<tr>
<td>14</td>
<td>0.0578164</td>
<td></td>
<td></td>
</tr>
<tr>
<td>14</td>
<td>0.0581164</td>
<td></td>
<td></td>
</tr>
<tr>
<td>14</td>
<td>0.0550218</td>
<td></td>
<td></td>
</tr>
<tr>
<td>14</td>
<td>0.0602012</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
Appendix 3:

The smallest eigenvalue with the corresponding eigenvector of $L(P_n)$ where $P_n$ is a path on $n$ vertices:

<table>
<thead>
<tr>
<th>$n$</th>
<th>$\lambda_{n-1}$</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
<th>11</th>
<th>12</th>
<th>13</th>
<th>14</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td></td>
<td>1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>2</td>
<td>0.707107</td>
<td>-0.707107</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>1</td>
<td>-0.707107</td>
<td>0</td>
<td>0.707107</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>0.585786</td>
<td>-0.653281</td>
<td>-0.270598</td>
<td>0.270598</td>
<td>0.555381</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>0.381966</td>
<td>-0.601861</td>
<td>-0.371748</td>
<td>0</td>
<td>0.371748</td>
<td>0.601861</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>0.267949</td>
<td>-0.557678</td>
<td>-0.408245</td>
<td>-0.149439</td>
<td>0.149439</td>
<td>0.408245</td>
<td>0.557678</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>7</td>
<td>0.198062</td>
<td>0.521121</td>
<td>0.417907</td>
<td>0.331921</td>
<td>0</td>
<td>-0.231921</td>
<td>-0.417907</td>
<td>-0.521121</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>0.152241</td>
<td>-0.490393</td>
<td>-0.415733</td>
<td>-0.277785</td>
<td>-0.097542</td>
<td>0.097542</td>
<td>0.277785</td>
<td>0.415733</td>
<td>0.490393</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>9</td>
<td>0.120615</td>
<td>0.454243</td>
<td>0.408284</td>
<td>0.303013</td>
<td>0.16123</td>
<td>0</td>
<td>-0.16123</td>
<td>-0.303013</td>
<td>-0.454243</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>0.097887</td>
<td>-0.441078</td>
<td>-0.39847</td>
<td>-0.316228</td>
<td>-0.201031</td>
<td>-0.069506</td>
<td>0.069506</td>
<td>0.201031</td>
<td>0.39847</td>
<td>0.441078</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>11</td>
<td>0.081041</td>
<td>0.427081</td>
<td>0.387868</td>
<td>0.322253</td>
<td>0.23053</td>
<td>-0.120131</td>
<td>0</td>
<td>0.120131</td>
<td>0.23053</td>
<td>0.322253</td>
<td>0.387868</td>
<td>0.427081</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>12</td>
<td>0.068183</td>
<td>-0.404756</td>
<td>-0.323865</td>
<td>-0.248526</td>
<td>-0.15623</td>
<td>0.053281</td>
<td>0.053281</td>
<td>0.15623</td>
<td>0.248526</td>
<td>0.323865</td>
<td>0.404756</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>13</td>
<td>0.0581164</td>
<td>0.380972</td>
<td>0.300744</td>
<td>0.232801</td>
<td>0.182279</td>
<td>0.091867</td>
<td>0</td>
<td>0.091867</td>
<td>0.182279</td>
<td>0.232801</td>
<td>0.300744</td>
<td>0.380972</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>14</td>
<td>0.0501442</td>
<td>0.375588</td>
<td>-0.365764</td>
<td>-0.300032</td>
<td>-0.267261</td>
<td>-0.201080</td>
<td>-0.124834</td>
<td>-0.0423186</td>
<td>0.0423186</td>
<td>0.124834</td>
<td>0.201080</td>
<td>0.267261</td>
<td>0.300032</td>
<td>0.375588</td>
<td></td>
</tr>
</tbody>
</table>
The eigenvalues of $L(P_n)$ where $P_n$ is a path on $n$ vertices:

<table>
<thead>
<tr>
<th>$n$</th>
<th>$\lambda_0$</th>
<th>$\lambda_1$</th>
<th>$\lambda_2$</th>
<th>$\lambda_3$</th>
<th>$\lambda_4$</th>
<th>$\lambda_5$</th>
<th>$\lambda_6$</th>
<th>$\lambda_7$</th>
<th>$\lambda_8$</th>
<th>$\lambda_9$</th>
<th>$\lambda_{10}$</th>
<th>$\lambda_{11}$</th>
<th>$\lambda_{12}$</th>
<th>$\lambda_{13}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0</td>
<td>1</td>
<td>2</td>
<td>3</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>0</td>
<td>0.381985</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>0</td>
<td>0.381985</td>
<td>1.38197</td>
<td>2.61803</td>
<td>3.61803</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>0</td>
<td>0.381985</td>
<td>1.38197</td>
<td>2.61803</td>
<td>3.61803</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>3.41421</td>
<td>3.84776</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>0</td>
<td>0.381985</td>
<td>1.38197</td>
<td>2.61803</td>
<td>3.61803</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>3.41421</td>
<td>3.84776</td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>0.607249</td>
<td>1</td>
<td>2</td>
<td>3</td>
<td>3.73205</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>7</td>
<td>0.104062</td>
<td>0.75302</td>
<td>1.55496</td>
<td>2.44504</td>
<td>3.24684</td>
<td>3.80104</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>0.182211</td>
<td>0.585786</td>
<td>1.23453</td>
<td>2</td>
<td>2.78537</td>
<td>3.11421</td>
<td>3.84776</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>9</td>
<td>0.120615</td>
<td>0.467911</td>
<td>1</td>
<td>1.5527</td>
<td>2.3473</td>
<td>3</td>
<td>3.53262</td>
<td>3.87529</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>0.97487</td>
<td>3.83968</td>
<td>0.82410</td>
<td>1.38107</td>
<td>2</td>
<td>2.61803</td>
<td>3.17857</td>
<td>3.61801</td>
<td>3.90211</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>11</td>
<td>0.0810414</td>
<td>0.371453</td>
<td>0.600219</td>
<td>1.10917</td>
<td>1.171537</td>
<td>2.23463</td>
<td>2.83093</td>
<td>3.30972</td>
<td>3.58251</td>
<td>3.61800</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>12</td>
<td>0.0681443</td>
<td>0.267549</td>
<td>0.586586</td>
<td>1</td>
<td>1.48256</td>
<td>2</td>
<td>2.81764</td>
<td>3</td>
<td>3.41421</td>
<td>3.73205</td>
<td>3.83145</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>13</td>
<td>0.0581164</td>
<td>0.229088</td>
<td>0.509720</td>
<td>0.683971</td>
<td>1.29079</td>
<td>1.75803</td>
<td>2.24187</td>
<td>2.70821</td>
<td>3.11041</td>
<td>3.40702</td>
<td>3.77091</td>
<td>3.91188</td>
<td></td>
<td></td>
</tr>
<tr>
<td>14</td>
<td>0.0514442</td>
<td>0.194062</td>
<td>0.495637</td>
<td>0.753102</td>
<td>1.13223</td>
<td>1.55196</td>
<td>2</td>
<td>1.41501</td>
<td>2.95177</td>
<td>3.21098</td>
<td>3.56256</td>
<td>3.80191</td>
<td>3.94976</td>
<td></td>
</tr>
</tbody>
</table>
Appendix 4: The second smallest eigenvalue with the corresponding eigenvector for all Caterpillars of order $n$; $3 \leq n \leq 8$. 

<table>
<thead>
<tr>
<th>Graph</th>
<th>$\sigma_T$</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
</tr>
</thead>
<tbody>
<tr>
<td>$C_{31}$</td>
<td>0.707107</td>
<td>-0.707107</td>
<td>0</td>
<td>1</td>
<td>$\cdots$</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$C_{41}$</td>
<td>0.653281</td>
<td>-0.270598</td>
<td>-0.270598</td>
<td>0.653281</td>
<td>$\cdots$</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$C_{42}$</td>
<td>0.601501</td>
<td>-0.371748</td>
<td>0</td>
<td>0.371748</td>
<td>0.601501</td>
<td>$\cdots$</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$C_{52}$</td>
<td>0.33800</td>
<td>0.70242</td>
<td>0.33800</td>
<td>-0.20177</td>
<td>-0.41032</td>
<td>-0.41032</td>
<td>$\cdots$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$C_{53}$</td>
<td>0.310228</td>
<td>0</td>
<td>0.310228</td>
<td>0.310228</td>
<td>0.310228</td>
<td>$\cdots$</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$C_{62}$</td>
<td>0.557078</td>
<td>-0.408248</td>
<td>-0.149420</td>
<td>0.149420</td>
<td>0.408248</td>
<td>0.557078</td>
<td>$\cdots$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$C_{02}$</td>
<td>0.309599</td>
<td>0.240528</td>
<td>-0.309599</td>
<td>-0.547446</td>
<td>0.309599</td>
<td>$\cdots$</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>( r )</td>
<td>1</td>
<td>2</td>
<td>3</td>
<td>4</td>
<td>5</td>
<td>6</td>
<td>7</td>
<td>8</td>
<td></td>
</tr>
<tr>
<td>---</td>
<td>---</td>
<td>---</td>
<td>---</td>
<td>---</td>
<td>---</td>
<td>---</td>
<td>---</td>
<td>---</td>
<td></td>
</tr>
<tr>
<td>CT5</td>
<td>0.381006</td>
<td>0.283766</td>
<td>1.019646</td>
<td>0.385803</td>
<td>0.405534</td>
<td>0.303146</td>
<td>0.172825</td>
<td>0.003192</td>
<td></td>
</tr>
<tr>
<td>CT6</td>
<td>0.392172</td>
<td>0.327639</td>
<td>0.372573</td>
<td>0.309346</td>
<td>0.422673</td>
<td>0.422673</td>
<td>0.422673</td>
<td>0.422673</td>
<td></td>
</tr>
<tr>
<td>CT7</td>
<td>0.426796</td>
<td>0.416902</td>
<td>0.169091</td>
<td>0.104961</td>
<td>0.045840</td>
<td>0.045840</td>
<td>0.045840</td>
<td>0.045840</td>
<td></td>
</tr>
<tr>
<td>CT8</td>
<td>0.426796</td>
<td>0.416902</td>
<td>0.169091</td>
<td>0.104961</td>
<td>0.045840</td>
<td>0.045840</td>
<td>0.045840</td>
<td>0.045840</td>
<td></td>
</tr>
<tr>
<td>CT9</td>
<td>0.385803</td>
<td>0.405534</td>
<td>0.303146</td>
<td>0.172825</td>
<td>0.003192</td>
<td>0.003192</td>
<td>0.003192</td>
<td>0.003192</td>
<td></td>
</tr>
<tr>
<td>CT10</td>
<td>0.185241</td>
<td>0.215130</td>
<td>0.274470</td>
<td>0.274470</td>
<td>0.274470</td>
<td>0.274470</td>
<td>0.274470</td>
<td>0.274470</td>
<td></td>
</tr>
<tr>
<td>CT11</td>
<td>0.392172</td>
<td>0.327639</td>
<td>0.372573</td>
<td>0.309346</td>
<td>0.422673</td>
<td>0.422673</td>
<td>0.422673</td>
<td>0.422673</td>
<td></td>
</tr>
<tr>
<td>CT12</td>
<td>0.105717</td>
<td>0.392639</td>
<td>0.372573</td>
<td>0.309346</td>
<td>0.422673</td>
<td>0.422673</td>
<td>0.422673</td>
<td>0.422673</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(a_T)</td>
<td>1</td>
<td>2</td>
<td>3</td>
<td>4</td>
<td>5</td>
<td>6</td>
<td>7</td>
<td>8</td>
</tr>
<tr>
<td>----</td>
<td>--------</td>
<td>-------</td>
<td>-------</td>
<td>-------</td>
<td>-------</td>
<td>-------</td>
<td>-------</td>
<td>-------</td>
<td>-------</td>
</tr>
<tr>
<td>C83</td>
<td>0.180393</td>
<td>-0.497008</td>
<td>-0.40515</td>
<td>-0.230814</td>
<td>0.0299146</td>
<td>0.291068</td>
<td>0.197007</td>
<td>0.01205</td>
<td>-0.291008</td>
</tr>
<tr>
<td>C84</td>
<td>0.198062</td>
<td>-0.447808</td>
<td>-0.359162</td>
<td>-0.19032</td>
<td>0</td>
<td>0.19032</td>
<td>0.369102</td>
<td>0.447808</td>
<td>0</td>
</tr>
<tr>
<td>C85</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>C86</td>
<td>0.253767</td>
<td>0.38079</td>
<td>0.284161</td>
<td>0.11115307</td>
<td>-0.101135</td>
<td>-0.390774</td>
<td>-0.531717</td>
<td>0.154044</td>
<td>0.154044</td>
</tr>
<tr>
<td>C87</td>
<td>0.224287</td>
<td>0.448372</td>
<td>0.347808</td>
<td>0.0680709</td>
<td>-0.245723</td>
<td>-0.505005</td>
<td>-0.05102</td>
<td>0.0885201</td>
<td>0.448372</td>
</tr>
<tr>
<td>C88</td>
<td>0.213682</td>
<td>0.466949</td>
<td>0.307171</td>
<td>0.0801561</td>
<td>-0.207011</td>
<td>-0.513805</td>
<td>-0.513805</td>
<td>-0.2044411</td>
<td>0.466940</td>
</tr>
<tr>
<td>C89</td>
<td>0.18639</td>
<td>-0.5089</td>
<td>-0.544222</td>
<td>-0.103425</td>
<td>0.193426</td>
<td>0.544222</td>
<td>0.0689</td>
<td>0.0689</td>
<td>-0.0689</td>
</tr>
<tr>
<td>C90</td>
<td>0.25082</td>
<td>0.503091</td>
<td>0.376874</td>
<td>0.150106</td>
<td>-0.150106</td>
<td>-0.376874</td>
<td>-0.503091</td>
<td>-0.208387</td>
<td>0.208387</td>
</tr>
<tr>
<td></td>
<td>8</td>
<td>7</td>
<td>6</td>
<td>5</td>
<td>4</td>
<td>3</td>
<td>2</td>
<td>1</td>
<td>SF</td>
</tr>
<tr>
<td>---</td>
<td>-----</td>
<td>-----</td>
<td>-----</td>
<td>-----</td>
<td>-----</td>
<td>-----</td>
<td>-----</td>
<td>-----</td>
<td>-----</td>
</tr>
<tr>
<td>C811</td>
<td>-0.277805 &amp; -0.277805 &amp; -0.200783 &amp; 0.163242 &amp; 0.481983 &amp; 0.067018 &amp; -0.277805 &amp; -0.277805</td>
<td><img src="image1" alt="Graph" /></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>C812</td>
<td>0.381966 &amp; 0.456965 &amp; 0.283032 &amp; 0 &amp; -0.283032 &amp; -0.457955 &amp; 0 &amp; 0 &amp; <img src="image2" alt="Graph" /></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>C813</td>
<td>0.288001 &amp; -0.356036 &amp; -0.253443 &amp; 0.128604 &amp; 0.421150 &amp; 0.082179 &amp; 0.180860 &amp; -0.356036 &amp; -0.356036</td>
<td><img src="image3" alt="Graph" /></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>C814</td>
<td>0.238443 &amp; -0.359138 &amp; -0.273504 &amp; 0.0480126 &amp; 0.359138 &amp; 0.471564 &amp; 0.471564 &amp; -0.359138 &amp; -0.359138</td>
<td><img src="image4" alt="Graph" /></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>C815</td>
<td>0.188699 &amp; -0.461535 &amp; -0.314458 &amp; 0.0790043 &amp; 0.374058 &amp; 0.549012 &amp; 0.117727 &amp; 0.117727 &amp; -0.401535</td>
<td><img src="image5" alt="Graph" /></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>C816</td>
<td>0.267949 &amp; 0.393927 &amp; 0.288376 &amp; 0 &amp; -0.288376 &amp; -0.393927 &amp; -0.393927 &amp; 0 &amp; 0.393927</td>
<td><img src="image6" alt="Graph" /></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>C517</td>
<td>0.452493 &amp; 0.171206 &amp; -0.0937563 &amp; 0.330028 &amp; 0.013730 &amp; -0.171205 &amp; -0.171205 &amp; -0.171205</td>
<td><img src="image7" alt="Graph" /></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>C818</td>
<td>0.373802 &amp; 0.353219 &amp; 0.221165 &amp; -0.389031 &amp; -0.02210 &amp; -0.02210 &amp; 0.353210 &amp; 0.353210 &amp; 0.353210</td>
<td><img src="image8" alt="Graph" /></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
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